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The Eff icacy of  Hir ing Credi ts  in  Distressed Areas*

Abstract: We analyze the efficacy of hiring tax credits, particularly in distressed labor markets. These
types of programs have proven hard to assess as their introduction at the state level tends to be
endogenous to local conditions and future prospects. We conduct an empirical study of a hiring tax
credit program implemented in North Carolina in the mid 1990s, which has a quasi-experimental design.
Specifically, the 100 counties in the state are ranked each year by a formula trying to capture their
economic distress level. The generosity of the tax credits jumps discontinuously at various ranking
thresholds allowing for the use of regression discontinuity methods. Our estimates show fairly sizable
and robust impacts on unemployment - a $9,000 credit leads to a nearly 0.5 percentage points reduction
in the unemployment rate in the counties where the credit was made available. The attendant increase in
employment levels appears to be around 3%.
Keywords: Hiring tax credits, employment, local labor markets
JEL Classification: J2, R14

Resumen: Analizamos la eficacia de las deducciones fiscales por contratación de trabajadores,
principalmente en mercados laborales deprimidos. Este tipo de programas han sido difíciles de evaluar
porque su introducción tiende a ser endógena a condiciones económicas locales y perspectivas futuras.
Realizamos un estudio empírico de un programa implementado en Carolina del Norte, Estados Unidos, a
mediados de los años 90, que tiene un diseño cuasi-experimental. Específicamente, los 100 condados del
estado son clasificados cada año de acuerdo a una fórmula que trata de capturar la profundidad de su
debilidad económica. La generosidad de los créditos fiscales cambia de manera abrupta en varios
umbrales de la clasificación, permitiendo el uso de métodos de regresión discontinua. Las estimaciones
muestran impactos considerables y robustos en el desempleo: un crédito de 9,000 dólares lleva a una
reducción de alrededor de 0.5 puntos porcentuales en la tasa de desempleo en los condados donde dicha
deducción estuvo disponible. El incremento asociado en el empleo es de alrededor de 3%.
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1 Introduction

Hiring tax credits are a commonly used tool at the state level and as part of federal

programs to address both short-run downturns and longer run economic distress in the

U.S.. They are place-based in that they aim to revitalize a specific geography rather

than individual workers. Prior evidence on their efficacy has been mixed, with zero or

small positive impacts on employment seen depending on the type of credit.

The empirical evaluation of these policies is difficult as their enactment is typically

designed to be endogenous to expected economic prospects or local economic distress.

The direction of the bias is also not clear. Significantly poor economic performance may

swamp estimates of program impact even if they are positive. Alternatively, natural

mean reversion in areas which recently experienced negative shocks could be incorrectly

attributed to the policy intervention. We examine a series of tax credit programs

enacted in the state of North Carolina whose structure enables causal estimates of

policy impacts. The programs assign credit size based on an economic distress rank

built from several economic variables. They include thresholds at which credit size

jumps discontinuously, allowing for regression discontinuity (RD) estimates. We find

significant reductions in unemployment rates which grow over time, and are on the order

of 0.5 percentage points for a $9,000 credit. We find employment increases of around

3%. Further, we show that difference-in-differences estimations would have failed to

find an employment impact, indicating the importance of accounting for time varying

unobservables.

Some prior papers have considered the theoretical case of subsidizing hiring. Neu-

mark (2013) highlights the potential outsize benefit of policies like hiring credits aimed

at stimulating labor demand during a recession, where downward wage rigidities will

mute the impact of labor supply policies. Kline and Moretti (2013) augment a spatial

equilibrium model with persistent long run differences in unemployment rates across

areas, as is empirically observed. Firms in high unemployment/low productivity areas

post too few vacancies due to excessive hiring costs providing a rationale for subsidiz-

ing hiring in distressed areas. Amior and Manning (2018) find that distressed areas

experience serially correlated negative demand shocks that lead to swift and continual

outflows of employment. Population leaves as well, but not as fast as employment,

leading unemployment rates to remain elevated.

A known drawback of hiring credits, in theory and practice, is wastage, meaning

a large share are claimed by firms whose hiring would have taken place absent the
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program. Bartik (2001) notes that credits are typically small enough though that they

can still compare favorably to other employment subsidy policies even after accounting

for the wastage. The use of credits during recessions and/or in distressed areas can

reduce the concerns of wastage, though churning may still be an issue. This is where

firms increase hiring while simultaneously increasing separations. Because our analysis

focuses on overall employment levels and unemployment rates, estimates of program

effects will be net of any churning. Further, the program we study required firms to

maintain the increased payroll levels from new hires in subsequent years for the credits

to fully pay out. Crowd-out of hiring in sectors not targeted for the subsidies may also

be a concern, though Michaillat (2014) argues that in areas with high unemployment

rates, an abundance of job seekers limits any increase in labor market tightness implying

larger local job multipliers from subsidized hires.

Our paper contributes most directly to a literature which has sought to empiri-

cally measure if, and to what degree, hiring credits are effective. Neumark and Grijalva

(2015) use cross-state variation in the adoption of hiring credits to estimate their impact.

They find no impacts on employment growth in general but small positive effects during

recessionary periods or when programs incorporate recapture provisions. They do not

consider the size of the credits, though. In order to deal with the endogeneity of the

adoption of these programs, they rely on projected counterfactual employment trends

based on state industrial composition prior to enactment of a policy. While such pre-

dicted employment measures are known to correlate strongly with actual employment

changes at decennial frequency, they may fail to capture shorter run counter-factual

employment trends, particularly during recessions. Even though our use of a regression

discontinuity design can arguably offer more causal estimates of program effects, we

produce difference in differences estimates as well. This nests the paper better with

prior attempts at evaluating hiring credits that rely on that technique, and allows us to

characterize the direction and extent of endogeneity bias. We also extend the analysis

by considering the impact of hiring credits on unemployment rates.

The federal Empowerment Zone program (EZ) in the U.S., which includes hiring

credits, was studied by Busso et al. (2013) who identify program impacts using areas

with rejected EZ applications or later round EZ designations as control areas. Freedman

(2013) studies the similarly conceived Enterprise Zone program using a regression dis-

continuity design approach made possible by a specific implementation of the program

in Texas relying on neighborhood level poverty rate cutoffs. Both studies find posi-

tive employment effects for residents of neighborhoods selected for the programs. The
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policy we investigate differs in that it targets a broader county rather than a specific

neighborhood.

More recently, Cahuc et al. (2018) use difference-in-differences and IV strategies

to evaluate a hiring credit program introduced in France during the Great Recession

restricted to small firms and low-wage workers. By comparing employment growth at

small firms relative to similar medium-size firms they can get credible causal estimates.

They find significant impacts on employment at eligible firms. They also find the pro-

gram to have been particularly cost effective, though demonstrate through simulations

that this was dependent on the program being both temporary and unanticipated.

Relative to their paper, our work provides further evidence of the efficacy of these pro-

grams a different credible research design and highlights the benefits of targeting long

run distressed areas.

A potential source of bias in evaluations of hiring credits is analyzed by Chirinko

and Wilson (2016) who exploit cross-state variation in hiring credit adoption with a

focus on the potential for fiscal foresight, wherein programs that are pre-announced

could lead firms to initially depress hiring and then ramp up once the credits become

available. They find evidence of positive impacts on employment at a lag of two to

three years, consistent with our findings. They also find pre-program dips, which can

upwardly bias estimates of program effects by 33%. Our reliance on annual rather than

monthly employment levels should help alleviate this bias.

We describe the mechanics of North Carolina’s hiring tax credits in section 2. In

section 3, we summarize our data sources and give an overview of the labor market

during our sample period. We describe the estimation strategy in section 4. Section 5

presents the estimation results. Section 6 concludes.

2 North Carolina’s Hiring Tax Credit Programs

In the mid-1980s, North Carolina government officials were concerned with the di-

vergence in economic fortunes among the state’s 100 counties. A tax incentive program

began in 1988 to address the situation in the least economically robust counties. The

state Department of Commerce was tasked with ranking counties by level of economic

distress each year from 1 to 100 using a legislatively defined formula and inputs. The

rankings were then used to segment counties into discrete tiers which determined the

size of tax credits a county could claim. Significant revisions to the program were in-
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troduced in 1996 and in 2007, though the basic framework of ranking calculation and

tiers was maintained. The final iteration of the program ended in 2014 and was not

replaced, though the county rankings continue to be computed (Program Evaluation

Division, 2015). The tax credit size histories are summarized in Table 1.

Table 1: Credit Size by Distress Rank (Dollars)

Distress Rank
Years 10 20 30 40 50 60 70 80 90 100

Wave 0: 1988-1995 2,800
Wave 1: 1996-2006 12,500 3,000-4,000 500-1,000
Wave 2: 2007-2013 12,500 5,000 750

Note: Lower ranked counties are more economically distressed. Source: North Carolina Department
of Commerce.

In this study we focus on the William S. Lee program which began in 1996, and

is denoted as wave 1 in Table 1, as it provides the cleanest quasi-experimental set-up

(the specifics of the wave 0 and wave 2 iterations of the tax credit program are detailed

in the appendix). Unlike its predecessor, the Lee program extended eligibility to firms

in all 100 counties, but continued to reserve the larger credits for firms in the more

distressed counties. Credits of $12,500 were available to the 10 most distressed counties

designated as tier 1. Firms in moderately distressed tier 2 counties could receive credits

between $3,000 and $4,000 per new hire, while those in the least distressed tier 3 could

receive between $500 and $1,000.1 Our analysis will focus on the comparison between

tier 1 and tier 2, and the average differential credit size of $9,000.2

The Lee program specified county rankings based on three inputs: unemployment

rates, income per capita, and population growth. The appendix Table A.1 shows an

example of this process for one year of the program. Counties are first ranked separately,

1 to 100, on each input. These three sub-rankings are then summed and ordered to

create the 1 to 100 distress rank for the coming year. The ten lowest ranked/most

distressed counties are assigned to Tier 1. Counties ranked 11 or higher start being

1Under the official program definitions, there are five tiers in wave one of the program. Tier 1 is
the same as our definition. We combine tiers 2 and 3 together and tiers 4 and 5 together as they have
similar program intensity as measured by the credit size for which they are eligible.

2This is the tier 1 $12,500 minus the average credit of $3,500 for tier 2. Similar RD estimates
comparing tier 2 versus tier 3 are confounded by the prior iteration of the program. Even though the
ranking procedure changed somewhat between wave 0 and wave 1, there is still a discontinuous change
in the probability of wave 0 program eligibility at the rank 50 threshold separating tier 2 and tier 3.
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assigned to Tier 2. Over the course of this program, the number of counties designated

tier 1 each year was increased as combinations of low population and high poverty rates

were added as overrides to the distress ranking system.3 By 2006, the final year of the

program, 28 counties were designated tier 1 and eligible for the largest credits.

Because counties were re-ranked every year, treatment status was not always con-

stant, with occasional slippage between tiers, in addition to the legislated expansion

of the lowest tier over time. Figure 1 shows the geographic distribution of county tier

designations for the first and final years of the William S. Lee program.4

Only firms in certain industries were eligible for the program, with the main ones

being manufacturing, wholesale trade, warehousing, and those related to data process-

ing. While there was no requirement that hires be of certain types of workers, such as

those currently unemployed, they had to be new employees (i.e. not transferred from

another area in the state), working full-time and paid above the county average wage.

The size of the credit was based on the county where the workplace was located, not on

an employee’s county of residence, which could differ for some commuters. The credit

paid out over four years with latter year installments forfeited if the firm reduced its

total number of employees.

Beyond hiring tax credits, the Lee program also offered other forms of incentives,

most notably for investment in machinery and equipment (M&E) and research and

development expenditures (R&D). These additional incentives had softer discontinuities

in generosity at tier thresholds though and their benefits flowed primarily to the least

distressed tier 3 counties, allowing us to largely isolate the impact of the hiring credits

from these other incentives.5

3The overrides were as follows: a county’s first time being designated tier 1 would persist through
the subsequent year, even if its subsequent ranking would place it in a higher tier. Starting in 2000,
counties with population below 10,000 and poverty rate above 16% were automatically tier 1, with the
population threshold raised to 12,000 in 2002. These counties became extra tier 1 counties, additionally
to those assigned to tier 1 with the standard assignment rule. Additionally, counties with population
below 50,000 and poverty rate above 18% had their tier reduced by one from what their distress rank
would otherwise dictate.

4One prominent feature of the map is the clustering of distressed counties in the eastern part of
the state. These are the least urbanized counties and so tend to have lower income per capita and
population growth, directly impacting their rankings. They also have low population levels, which,
once the tier designation overrides for population and poverty levels are introduced in 2000, leads
even more counties in this region to be designated into the most distressed tier 1 as seen in panel b
of Figure 1. A North Carolina Department of Commerce assessment of the program (Fain (2001))
notes that this targeting was intentional in the design of the program. Plant closings in traditional
North Carolina industries like textiles, apparel, furniture and tobacco manufacturing were having a
disproportionately negative impact on the more rural and economically distressed parts of the state.

5The R&D credit size did not vary with the tier system. The M&E credit was constant across
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Figure 1: County Tier Status
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Note: Tier status of the 100 North Carolina counties are presented for the first and final years of the
William S. Lee program. Tier 1 counties are the most economically distressed.
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Building 1 to 100 rankings using a somewhat ad-hoc choice of inputs meant high per-

forming counties often received lower tier status than clearly more distressed counties.

This became even more pronounced once small population overrides to the rankings

were introduced. The same difference in rank can also be associated with different

sized gaps in economic performance at different points in the ranking distribution. For

example, the two counties ranked 10 and 30 can be quite different from each other,

while the two counties ranked 30 and 50 are fairly similar to each other.

A more continuous and robust measure of distress was proposed by the state De-

partment of Commerce though not adopted (Department of Commerce, 2014). Figure 2

shows unemployment, income per capita and population growth for the counties sorted

by the distress rank of each input in 1996, and the tier to which each county was as-

signed. Two facts stand out. First, small differences in an input variable can lead

to large differences in input specific sub-rankings. Second, counties with very similar

inputs can end up in different tiers, through the effects of adding up the three sub-

rankings and the overrides. Both overall distress rankings and input sub-rankings vary

widely over time for each county. A county moves 6 positions in the overall distress

ranking every year on average, with most of these shifts coming from changes in relative

population growth and unemployment rate.

In section 4 we demonstrate that lower ranked counties do have lower population

growth, higher poverty, and lower per capita income. There is no evidence of discon-

tinuities in pre-treatment conditions at the program thresholds though. The ranking

variable is also not strongly correlated with post-treatment outcomes after controlling

for tier status, allowing us to do comparisons between counties farther away from the

cut-offs.

Two potential concerns that could arise with the research design we implement are

anticipation effects and manipulation of program participation thresholds. As studied

in Chirinko and Wilson (2016), firms may artificially depress current hiring if they antic-

ipate becoming eligible for credits in the near future, which would lead to overestimates

of true program impact. As mentioned above, we use annual rather than monthly data,

tiers but applied to any size investment by tier 1 firms but only investment in excess of $100-$200
thousand for tier 2 firms. Over three quarters of both M&E and R&D credits dollars went to firms in
the least distressed tier 3 which we exclude from the analysis. The Lee program also included separate
credits for job training and central administrative offices but these were minor with each accounting
for less than 2% of total Lee Act credits generated (Fain, 2005). Cerqua and Pellegrini (2014) examine
the effectiveness of these kind of capital subsidies in Italy. They exploit discontinuities in subsidy
assignment by firm, finding that they are effective in boosting firm growth. We focus on hiring credits
instead of capital subsidies here.
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Figure 2: Distress Ranks per Input and Tier Designation
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meaning any distortion in hiring timing induced by the program would need to be over

long timescales. Further, the initial enactment of the program occurred in the middle

of 1996 and became effective immediately. Updated tier designations for each future

year were not finalized and announced until December of the prior year further limiting

the scope for anticipatory hiring delays.

Manipulation of treatment status around the eligibility threshold is always a con-

cern with regression discontinuity designs. Because eligibility was determined from

county level data collected by independent official sources, and was largely based on

relative standing among all other counties, strategic manipulation does not seem pos-

sible. One area where some manipulation could possibly have occurred is in revisions

to the program, beginning in 2000, which introduced overrides to the tier designation

process based on absolute, rather than relative, population and poverty. It is plausible

that county lobbying could have influenced the calibration of these overrides though

the choice of round numbers for the thresholds is evidence against any such strategic

behavior.

3 Data

Employment, unemployment, and labor force data is from the Bureau of Labor

Statistics (BLS). Hiring and separations data come from the Census Bureau’s Quarterly

Workforce Indicators (QWI). Tier status comes from annual reports issued by the state

of North Carolina and archived versions of the Commerce Department’s website. The

distress rankings were provided by the North Carolina Department of Commerce for

some years and for other years reconstructed using data from the BLS, population and

income data from the Bureau of Economic Analysis, and poverty data from the Census

and the United States Department of Agriculture, in conjunction with the rules laid out

in the legislation creating and amending the programs. Our sample period runs from

1990 to 2006. Figure 3 shows overall conditions in North Carolina’s economy during the

program period. The state’s overall population is growing throughout, highlighting the

extent to which the program was aimed at addressing significant within state regional

divergence in economic performance. The state’s unemployment rate tracks closely with

the national business cycle and the program span includes the 2001 recession.
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Figure 3: Population and Unemployment Rate in North Carolina
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4 Estimating the Effect of Hiring Credits

In this section we describe our estimation strategy. We discuss the difficulties of

estimating the effect of hiring credits and lay out a strategy to take advantage of the

assignment of subsidies based on distress ranks.

North Carolina’s 100 counties were assigned each year to three groups defined by

the subsidy program tiers. We focus on the wave of the program running from 1996 to

2006. The most distressed counties are in tier 1 and receive the highest subsidy amount,

$12,500. There are 10 counties designated to tier 1 in the initial program year, 1996, but

distress rank ties and subsequent amendments to the program which added additional

assignment rules leads this number to fluctuate between 10 and 28 in later program

years. This is our treatment group. Tier 2 counties are the next most distressed and

comprise our control group. Firms in those counties are eligible for hiring credits ranging

from 3 to 4 thousand dollars. The least distressed counties are designated tier 3 and are

eligible for hiring credits ranging from 500 to 1 thousand dollars. We estimate the effect

of the program by comparing the evolution of employment and unemployment across

counties in tiers 1 and 2. To avoid making comparisons between extremely different

counties we exclude counties always designated as tier 3 as these contain major cities

which may have very different dynamics compared to small distressed counties. The

average subsidy for tier 2 counties is $3,500 compared to the $12,500 in tier 1 counties

so our program effect estimates are for the $9,000 difference.

Figure 4 shows the relationship between the levels and changes of the outcome

variables and the economic distress rank before the beginning of the program. Two

messages emerge from this Figure. As expected, there is an overall negative relationship

between economic outcomes and economic distress. Unemployment is higher for more

distressed counties, while log employment is lower. However, this relationship is smooth

across the tier cutoffs. Moreover, the slope of this relationship is small, suggesting

that the economic distress rank is not strongly correlated with these outcomes, within

each tier and across tiers for counties with similar ranks. The correlation between the

distress rank and the change in the outcomes before the onset of the program is also

weak, although the unemployment rate is more variable over time for more distressed,

smaller counties.6

If the economic distress ranking were completely random, then counties would be

6In Appendix Figure B.2 we also show that the relationship between the distress rank inputs, and
the variables that determine overrides to tier assignment, is smooth across tier cutoffs.
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Figure 4: Relationship between the Distress Rank and Program Outcomes

(a)

6

8

10

12

14

0 20 40 60 80 100
Distress Rank - 1996

Log Employment - 1996

(b)

-10

0

10

20

30

40

0 20 40 60 80 100
Distress Rank - 1996

Employment Growth - 1993 - 1996

(c)

10

20

30

40

50

60

0 20 40 60 80 100
Distress Rank - 1996

Employment/Population 1996

(d)

-5

0

5

10

0 20 40 60 80 100
Distress Rank - 1996

Change in Employment/Population - 1993 - 1996

(e)

0

5

10

15

20

0 20 40 60 80 100
Distress Rank - 1996

Unemployment Rate - 1996

(f)

-4

-2

0

2

4

0 20 40 60 80 100
Distress Rank - 1996

Change in Unemployment Rate - 1993-1996

Note: County level economic indicators are arrayed by initial distress rank at the outset of the first
wave of the program. Vertical lines denote the thresholds where credit size jumps discontinuously.

12



assigned subsidy amounts randomly and we could compare counties across tiers. In

practice, the distress rank is weakly correlated with economic variables. If counties that

get assigned into tier 1 have systematically worse unobservables that imply different

trajectories of employment and unemployment even in the absence of the program, then

estimates from a difference-in-differences approach will be biased.

We address this possible bias by exploiting the discontinuities in tier assignment

based on the economic distress rank. As assignment to the program is redetermined each

year, we follow Cellini et al. (2010) in implementing a dynamic regression discontinuity

design estimation, that allows for contemporaneous as well as lagged effects of the

program.

Our baseline specification is:

Yctk = β0 + γc + γt + γk + θktier1c,t−k + νkf(rankc,t−k) + βkXc,t−k + εctk. (1)

Here, Yctk is the outcome of interest for county c at time t measured k years after

treatment designation. γc, γt, and γk are fixed effects for county, year, and time since

treatment designation. tier1c,t−k is a dummy variable equal to 1 whenever a county

is assigned to tier 1. The θk coefficients measure the program impact at various lags.

f(rankc,t−k) is a function of the county ranking at time t − k. The coefficients on the

ranking and on the controls when included are allowed to vary with time since treatment

assignment k.

Allowing for lagged effects is essential since the hiring subsidy programs may take

a few years to gain traction and have a noticeable effect on employment (Neumark and

Grijalva, 2015). Moreover, including lagged effects allows us to compare counties that

have a similar history of treatment. By looking at the differences in these coefficients,

we can assess how the effect of the program changes over time. We estimate this

specification using only counties in tiers 1 and 2, from 1996 to 2006.

The RD approach allows us to obtain unbiased estimates of the effect of the program,

as long as the conditional expectation of the unobservables that enter εctk in (1) with

regards to the county ranking vary smoothly across the tier 1 cutoff. Additionally,

these estimates will address bias from mean reversion if the mean-reverting component

of εctk arising from transitory shocks does not change discretely across the cutoff. This

happens despite the fact that tier 1 assignment depends indirectly on the outcomes at

the time of program assignment through the ranking function (Chay et al., 2005).
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There are some issues with implementing this specification in our setting. The

first issue is that tier 1 assignment was not entirely based on the economic distress

rank. Counties could not be redesignated out of tier 1 due to an improved distress

rank until after two years. From 2000 onwards, high poverty and low population based

rules are added as overrides to the formula for tier assignment. Wong et al. (2013)

propose and assess methods for dealing with multiple assignment variables in an RD

framework. They recommend excluding units that are assigned based on additional

rules, and estimating equation (1) as a sharp discontinuity design using only counties

assigned on the basis of the running variable being considered, in this case, the distress

rank. Another approach is to classify the counties that change tiers because of these

overrides as “defiers”, and instrument tier 1 status with tier 1 assignment based on the

distress rank as in a fuzzy discontinuity design. We adopt both strategies in section 5.

The second issue is the reduced sample size available to estimate each year’s program

effect. For the comparison between tier 1 and tier 2, we only have 70 counties available.7

This limits our ability to estimate a large number of parameters or implement non-

parametric estimators. We reduce the number of coefficients to estimate by making

three assumptions: a constant treatment effect assumption and two assumptions on

the conditional expectation of outcomes given the distress rank that seem consistent

with data before the beginning of the program.

If the effect of the program is constant over time, we can take advantage of its

repeated execution. Our constant treatment effect assumption is that the effect of the

program only depends on the number of years that have passed since the program takes

place. For each program year and county, we generate a new set of observations for

outcomes stretching from two years before to four years after treatment designation.

These spans of observations are then pooled together to estimate a single panel regres-

sion. So for a given county, there are repeated, overlapping observation windows for

[1993,1999], [1994,2000], [1995,2001], etc. for program designation rounds taking place

in 1995, 1996, and 1997, etc., respectively. We account for the multiple appearances of

a given county by year outcome by clustering standard errors by county.

Our additional assumptions concern the functional form of f(rankc,t−k). Figure 4

suggests a linear conditional expectation function of changes in the outcomes given a

distress rank. Moreover, the functional form of this relationship does not seem to change

7Tier 1 has counties ranked 10 and below and tier 2 has counties ranked between 10 and 50. More
than 50 counties enter the regressions at some point both through ranking ties and ranking changes
over time. Our parameter estimates only use counties in tier 1 and tier 2 every time.
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at the cutoff threshold. We therefore assume that f(rankc,t) is linear and remains

constant on either side of the assignment cutoff. We also try including the ranking

input variables themselves, unemployment rate, income per capita, and population

growth, as controls. These can help compensate for the low predictive power of the

rank variable for future county outcomes.

To address concerns about this functional form assumption and about extrapolation

far away from the cutoffs, we also calculate local estimates that only use variation near

the cutoff. We pool changes in outcomes following each year of the program, and

compare the means of these changes across tiers. We conduct hypothesis tests on these

local estimates using randomization inference (Cattaneo et al., 2015, 2016).

We also experiment with how we account for the dynamic nature of the subsidy

program. Consider the effect of the program two years after it is enacted in year t.

In year t + 1, the county would receive the contemporaneous and lagged effect of the

program. If the county receives the subsidy in year t+ 1 as well, by year t+ 2 it would

experience lagged effects of the program in t and t + 1 together. Moreover, receiving

the program in t may have altered the probability of receiving it in t + 1. We include

indicators for prior treatment status but not subsequent treatment. Cellini et al. (2010)

show that in this setting, the estimated effects can be interpreted as “Intention to Treat”

(ITT) effects, where employment outcomes are not affected only by the receipt of the

subsidy but also by changes in the probability of receiving the subsidy in the future.

Cellini et al. (2010) also develop a “Treatment on the Treated” (TOT) estimator

which accounts for the indirect impact of initial treatment on the probability of treat-

ment in future years.8 We apply their method with the following regression:

Yct = β0+γc+γt+
K∑
k=0

(αkmc,t−k+θktier1c,t−kmc,t−k+νkmc,t−kf(rankc,t−k)+βXc,t−k)+εct.

(2)

Here, Yct is the outcome of interest for county c at time t. γc and γt are fixed effects

for county and year. tier1c,t−k is a dummy variable equal to 1 whenever a county is

assigned to tier 1. mc,t−k is a dummy for being in the 50 most distressed counties at

time t − k, so the county was either in tier1 or tier2 at the time. The θk coefficients

8The ITT and TOT terminology for the dynamic RD design is from Cellini et al. (2010). It
should not be confused with the ITT and TOT terminology for randomized experiments with partial
compliance. At the county level and accounting for the overrides, there is full compliance with the
hiring credits program.
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measure the program impact at various lags. The coefficients on the ranking and on

the controls when included are allowed to vary with time since treatment assignment

k. We interact treatment assignment with the mc,t−k dummies to use only variation

from the most distressed counties every year. By including the history of treatment

assignment up to each outcome observation, θk will be a TOT estimate. This is meant

to isolate the impact of having received treatment k years ago and not in subsequent

years.

5 Results

We now turn to the regression discontinuity estimates. Figure 5 portrays graphical

evidence. Counties are arrayed by initial distress rank relative to the threshold where

credit size increases. A linear fit in county rank is included, which is constrained to have

the same slope on either side of the threshold. Given the prior evidence that program

effects appear only with a lag, we focus here on three-year differences. Outcomes for

counties entering the program at different points in time are pooled together here.

Outcomes are weakly correlated with distress rank, with the assumption of a linear

relationship with rank appearing reasonable.9

Table 2 presents the dynamic ITT estimates from equation (1). Rows 1 and 2 show

estimates for log employment, which are progressively increasing for treated counties rel-

ative to the counter-factual through three years after treatment designation. The three-

year effect with the ranking input variables as additional controls shows an employment

increase of 3.6%. The same pattern of estimates is seen for the employment/population

ratio in the next two rows. The effect three years after treatment is estimated to be

around 1 percentage point. Rows 5 and 6 show that the unemployment rate in tier 1

counties is reduced relative to control counties two years after treatment and continues

its relative decline through three years after. Relative to control counties, the unem-

ployment rate in treated counties is between 0.5 and 0.7 percentage points lower after

three years with the lower estimate the result of adding additional county level controls.

9There is an apparent outlier in panel (a) of Figure 5. This data point corresponds to Northampton
county in 2005. It is plausible that this large employment effect is attributed to the program. The
biggest Tier 1 credit recipient is Lowe’s, and it has a distribution center in Garysburg in Northampton
county. We do not have data on the jobs generated by Lowe’s in every county, but aggregate data
indicates that Lowe’s generates 673 jobs in 2003, 271 in 2004, and 274 in 2005. This accounts for a
total of 1,218 in direct hires generating credits, which is close to the the entire employment increase
shown in the figure. In appendix table B.4 we show local estimates excluding this data point. The
results are qualitatively similar.
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Figure 5: Discontinuities in 3 Year Differences of Employment and Unemployment.
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Note: Three-year differences in outcomes, 1996-2006. Sample mean plus residuals of a regression of
the differenced outcomes on year dummies. Data is from the Bureau of Labor Statistics. Counties
are arrayed by distress rank relative to the threshold. Counties to the left of the threshold are eligible
for a larger hiring tax credit. The thicker lines are estimated linear control functions in distress rank.
The thinner lines are means within a bandwidth of +/- 10 distress ranks.
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For reference, over the course of the program, unemployment rates averaged 6.6% for

the sample overall and 7.9% for the most distressed counties comprising the treatment

group.

The presence of lagged effects can be further explained by the persistency of treat-

ment status within counties. More than half of the treated counties receive tier 1

status for more than three years, and most counties receive three years of treatment

conditional on receiving treatment a first time.

Table 2: Regression Discontinuity ITT Estimates - Main Outcomes

1 year later 2 years later 3 years later

Log Employment 0.005 0.013 0.030*
(0.013) (0.016) (0.017)

with controls 0.006 0.016 0.036**
(0.013) (0.015) (0.017)

Employment/Population 0.002 0.004 0.010*
(0.004) (0.005) (0.005)

with controls 0.002 0.005 0.012**
(0.004) (0.005) (0.005)

Unemployment Rate 0.075 -0.468 -0.748**
(0.274) (0.306) (0.322)

with controls 0.188 -0.319 -0.507**
(0.319) (0.261) (0.228)

Clustered standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: N= 2,670. Each row comes from a separate estimation of equation (1) and reports the
treatment effect estimates θk at one, two, and three years after treatment designation. Standard
errors are clustered by county. All rows include fixed effects for year, county, time since tier
designation, and prior treatment history, and a linear control function in the distress rank. Additional
controls are the lagged three-year averages of the unemployment rate and real income per capita and
population growth since the most recent census, which are the three inputs to the distress rank.

Table 3 implements equation (2) for the dynamic TOT estimates using the two

different approaches proposed by Wong et al. (2013) for handling multiple assignment

rules. The OLS rows implement a sharp RD design and exclude counties assigned by

rules besides the distress rank from the treatment group. IV rows implement a fuzzy RD

design, where we include all counties assigned to tier 1 by any rule, and instrument for
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treatment using the primary assignment rule based on distress rank. All rows include

county level controls in addition to the running variable. For employment growth, the

OLS estimates of treatment are insignificant. This likely reflects the more demanding

nature of this estimation relative to the ITT specification above as more parameters

are being estimated simultaneously. On the other hand, the IV estimates show sizable

effects three years after treatment designation, but a reduction in employment growth

one year after the program starts. The employment to population results display a

similar pattern, but the IV estimates do not show significant employment decreases.

The unemployment results are clearer. Three years after, eligibility for the largest

hiring credits has reduced the unemployment rate in a county by 0.5 percentage points

according to the OLS specifications with defiers excluded. IV results for unemployment

rate reductions using the fuzzy discontinuity approach are larger, around 1.0 to 1.2

percentage points.

A priori we expected TOT estimates to be larger than the ITT estimates as the

beneficial effects of initial treatment on unemployment rates should reduce the prob-

ability of receiving the program in future years. This is the case for our employment

estimates. For our unemployment rate estimates, the OLS ITT and TOT estimates are

similar, but the IV estimates are larger. This may be due to the lower efficiency and

higher finite sample bias of IV estimates. The fact that the OLS TOT estimates are

largely similar to the OLS ITT estimates implies that the benefits of the program are

not large enough to change the probability of future treatment. In other words, initially

treated counties converge towards control counties but do not tend to overtake them in

terms of economic performance, at least as measured by the distress ranking inputs of

lagged averages of unemployment rates, income per capita, and population growth.

5.1 Local Estimates

The regression discontinuity design assumes random assignment of treatment at

the policy threshold with a control function allowing for more distant observations to

contribute to estimation of the treatment effect. This requires assumptions about the

shape of that control function. Cattaneo et al. (2015) propose a non-parametric esti-

mation technique which uses randomization inference in a small neighborhood around

the threshold.

We implement their approach in Table 4, where we show estimates for the effect of
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Table 3: Regression Discontinuity TOT Estimates - Main Outcomes

Dependent Variable - Method 1 year later 2years later 3 years later

Log Employment - OLS -0.033* -0.005 0.009
(0.016) (0.014) (0.019)

Log Employment - IV -0.065* 0.038 0.072**
( 0.038) ( 0.031) ( 0.031)

Employment/Population - OLS -0.008* -0.001 0.007
(0.004) (0.004) (0.005)

Employment/Population - IV -0.016 0.010 0.023**
( 0.011) ( 0.008) ( 0.009)

Unemployment Rate - OLS 0.150 -0.582* -0.530*
(0.343) (0.337) (0.306)

Unemployment Rate - IV -0.154 -1.049** -1.144*
( 0.633) ( 0.498) ( 0.609)

Clustered standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: N=770. Each row comes from a separate estimation of equation (2) and reports the treatment
effect estimates θk at one, two, and three years after treatment designation. Standard errors are
clustered by county. All rows include lags of the unemployment rate, income per capita, and
population growth as controls. OLS rows correspond to a sharp RD design, which excludes from
estimation of the treatment effects any counties designated as Tier 1 by an assignment rule besides
the primary one based on distressed rank. IV rows correspond to a fuzzy RD design, which labels all
Tier 1 counties as being treated and instruments for treatment with the distressed rank assignment
rule.

the program three years ahead.10

The size of the estimation window where the random assignment assumption is

deemed most plausible is determined by a series of covariate balance tests for progres-

sively larger bandwidths around the threshold. We use the lags of the income per

capita, unemployment rate, share college, and target industry employment share as the

covariates. Figure B.1 in the appendix visualizes the tests which yield a bandwidth of

+/- 6. The treatment effect is then estimated as a simple difference in means, which is

visualized in overlays to Figure 5. P-values are generated from repeated random resam-

pling of the counties within the bandwidth to either side of the threshold. Outcomes

are pooled across all years of the program after year effects have been partialled-out.

We present estimates for the balanced window as well as for windows of 10 and 20

10Full estimation results for one, two and three years after treatment designation are in Table B.3
of the appendix.
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ranks for more precision in the estimates but with less claim to random assignment of

treatment.

The estimate for log employment in row one of Table 4 implies that receiving the

credits increases employment in a county by 5% after three years, which is in between

the parametric ITT and TOT results. The estimates fall to 2.8% for a bandwidth of 10

ranks, and 2.5% for a bandwidth of 20 ranks, suggesting that the counties farther from

the threshold have materially different counterfactual trajectories than those in the

narrower window. The estimate for employment/population implies an increase of 1.4

percentage points, which decrease to about 1 percentage point with a larger bandwidth.

The estimate for unemployment in row one of Table 4 implies that receiving the

credits decreases the unemployment rate in a county by 0.05 percentage points after

three years. This effect is small and different from the parametric estimates above.

Expanding the window leads to more precisely estimated effects of -0.5 to -0.9 percent-

age points, in line with the parametric estimates. This suggests that mean reversion

in unemployment rates is upwardly biasing these estimates, particularly for the most

severely distressed counties ranked four and below, and excluded from the narrowest

bandwidth.

One concern with the local estimates, particularly for the smallest window, is the

impact of the introduction of the population/poverty overrides to the ranking scheme

that begin with the 2000 program year. Because population growth is an input to

the distress rank, counties with the slowest growth are both more likely to get a lower

distress rank and to stay below the population thresholds that entail an override des-

ignation to tier 1. As with the ITT estimates and OLS TOT estimates, we exclude

these “defier” counties from the sample for the local estimations to maintain a sharp

RD. Because a lower distress rank is correlated with the probability of being a defier,

many of the lowest performing counties just to the right of the tier 1 threshold will be

removed from the control group once the overrides kick in after 2000. This will tend to

bias control group outcomes upwards. With a larger control group and the inclusion

of covariates in the parametric estimations this is less of a concern. With the local

estimations, the non-random augmentation of the control group is more problematic.

To address this concern, we present local estimates in the lower panel of Table 4

where the sample is restricted to 1996-2002 (i.e. the four cohorts from 1996-1999

observed three years later). Focusing on the 6 ranks window, log employment increases

by 3.6% and employment to population by 1.4 percentage points, both in line with

the parametric results. The unemployment rate falls by 0.4 percentage points, slightly
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smaller than the parametric estimates, but still economically meaningful.

Table 4: Local Estimates of Effect 3 Years after Treatment

Time Range Window Dependent Variable N

Log Employment Unemployment
Employment Population Rate

1996-2006 6 ranks 0.053∗∗ [ 0.018] 0.014∗∗ [ 0.013] -0.050 [ 0.884] 69

1996-2006 10 ranks 0.028∗ [ 0.089] 0.010∗∗ [ 0.022] -0.508 [ 0.128] 119

1996-2006 20 ranks 0.025∗∗ [ 0.042] 0.010∗∗∗ [ 0.002] -0.908∗∗∗ [ 0.000] 186

1996-2002 6 ranks 0.036 [ 0.168] 0.014∗ [ 0.064] -0.410 [ 0.549] 39

1996-2002 10 ranks 0.016 [ 0.390] 0.009∗ [ 0.067] -1.162∗∗ [ 0.017] 69

1996-2002 20 ranks 0.006 [ 0.734] 0.008∗ [ 0.072] -1.541∗∗∗ [ 0.000] 109

P-values from randomization inference with 1000 replications in brackets.
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Difference in mean outcomes for treated and control counties, for different bandwidths of
distress ranks around the policy threshold, three years after treatment.

5.2 Additional Outcomes

The tax credits were limited in the industries which were eligible, with the main sec-

tors being manufacturing, warehousing, wholesale trade, and data processing.11 Rows

1 and 2 of Table 5 present RD estimates of equations (1) and (2) for aggregate employ-

ment within the targeted industries and non-targeted industries separately. The point

estimates for log employment are imprecise, but show substantial increases in target

11At the inception of the program in 1996, eligible industries, with NAICS codes in parentheses,
were Manufacturing (31-33), Warehousing (493), Wholesale Trade (42), Research and Development
(541710) and Data Processing (Computer Systems Design & Related Services (54151), Software Pub-
lishers (511210), Software Reproducing (334611), Data Processing Services (514210), and On-Line In-
formation Services (514191)). Beginning in 1999, also made eligible were Air Courier Services (492110),
Central Administrative Office (551114), Electronic Mail Order (454110), and Customer Service Center
(561422).
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industry employment of 7-8% and no evidence of increased employment in non-target

industries. The employment to population estimates are in rows 3 and 4. These esti-

mates account for the employment variability in small counties, showing more precise

employment increases. Target industry employment to population ratio increases are

statistically significant and around 1.5 percentage points.

In Figure 6, we present the effect by each two-digit industry separately, estimating

the effect on the ratio of each industry’s employment to the overall county population.

The three main target industries are at the top. The effects are small and insignificant

for all the industries except manufacturing, which was the largest targeted industry. The

estimated increase in the industry employment/population ratio is about 1.5 percentage

points, similar to the ones estimated in Table 5 for all the targeted industries combined.

The lack of discernible impact for warehousing may be due to its combination with a

non-targeted industry, transportation. With both wholesale trade and warehousing,

another factor potentially limiting tax credit use were the wage requirements. Credits

could only be claimed for jobs paying above the county average wage which is more

common in manufacturing than in the other two target industries.

As a robustness check, we re-estimate the RD specifications using Census QWI data

on hires and separations. The employment gains we attribute to a hiring tax credit pro-

gram should be stemming from increased hiring and not from decreased separations.

Rows 5 and 6 of Table 5 present the RD estimates for hires and separations following

a county’s eligibility for the program. Though noisy, the estimates are consistent with

employment gains resulting from increased hiring rather than decreased separations. In

fact, separations show evidence of increasing as well. This tracks with the empirical ob-

servation in the labor literature that growing firms continue to have positive separation

rates.

5.3 Difference in Differences Estimates

Our estimate of an employment impact of the hiring credits of around 3% is in some

contrast with prior studies of hiring credits. These have tended to find increases of 1%,

and in some cases, no impact at all. Two possibilities for this discrepancy are method-

ology and setting. The program we study targets severely distressed areas where, as

discussed above, hiring credits can theoretically be more impactful than in the average

area. Besides the setting, prior studies have relied on difference-in-differences techniques

which have the potential to be biased (positively or negatively) relative to a regression
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Table 5: Regression Discontinuity ITT and TOT Estimates - Other Outcomes

ITT - 3 years later TOT - 3 years later

Log Employment 0.066 0.078
Target Industries (0.043) ( 0.074)

Log Employment 0.004 -0.006
Non-Target Industries (0.025) ( 0.034)

Employment/Population 0.014*** 0.017**
Target Industries (0.005) ( 0.008)

Employment/Population 0.000 -0.000
Non-Target Industries (0.004) ( 0.007)

Log Hires 0.058 0.179**
Annual Total (0.039) ( 0.086)

Log Separations 0.037 0.133*
Annual Total (0.038) ( 0.069)

Clustered standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Both columns report treatment effect estimates θk three years after treatment designation.
Standard errors are clustered by county. All the estimations include as controls lagged three-year
averages of the unemployment rate and real income per capita and population growth since the most
recent census, which are the three inputs to the distress rank. The ITT column reports estimates
from equation (1). N=2,779 for hires and separations. N=2,700 for industry employment due to
censoring of industry level data in some small counties. All rows include fixed effects for year, county,
time since tier designation, and prior treatment history, and a linear control function in the distress
rank. The TOT column reports IV estimates from equation (2). The IV estimates correspond to a
fuzzy RD design, which labels all Tier 1 counties as being treated and instruments for treatment with
the distressed rank assignment rule. N=770 for hires and separations. N=748 for industry
employment due to censoring of industry level data in some small counties.
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Figure 6: Estimates of Effects on Industry Employment/County Population. 3 Years

after Treatment
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Note: Each row comes from separate estimations of equations (1) and (2) and reports the treatment
effect estimates θk three years after treatment designation. Circle markers denote target industries.
Square markers denote non-target industries. Health Care and Mining are excluded due to small
sample sizes. For the TOT estimates, IV estimates are reported. The IV estimates correspond to a
fuzzy RD design, which labels all Tier 1 counties as being treated and instruments for treatment with
the distressed rank assignment rule. The bars around each coefficient are confidence intervals at the
95% level. Standard errors are clustered by county. Additional controls are the lagged three-year
averages of the unemployment rate and real income per capita and population growth since the most
recent census, which are the three inputs to the distress rank.
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discontinuity approach. To assess the extent to which methodological differences are

underpinning our larger impact estimates, we perform difference-in-differences (DD)

estimation on the program.

Our basic specification is:

Yct = β0 + γc + γt +
K∑
k=0

θktier1t−k + βXct + εct. (3)

Here, Yct is the outcome of interest for county c at time t. γc and γt are county

and year effects intended to capture permanent differences across counties and common

shocks that affect all the counties in each year. tier1t−k is a dummy variable equal to

1 whenever a county is assigned to tier 1. The coefficients of interest, θk capture the

contemporaneous and lagged effects of tier 1 status on the outcome variables.

This difference in differences strategy is valid only if unobservables have a similar

evolution over time across tiers. We also include control variables Xct to allow for some

county heterogeneity. We include lags of population growth, real income per capita,

and the unemployment rate which comprise the inputs to the distress rankings. This

addresses the possibility of counties evolving heterogeneously because of different initial

conditions before the beginning of the program. It also addresses mean reversion in

outcomes (Heckman et al., 1999). We also allow for county-specific linear time-trends.

In Table 6 we present the DD results with full controls three years after program

assignment for comparison with our RD results from above. Log employment and

employment to population show no impact, while the unemployment rate shows a

reduction of around 0.5 percentage points. The full estimates are in appendix table

B.2.

The positive and relatively large RD estimates of a positive employment effect we

present above imply that the difference in differences estimates of a null program effect

are materially downward biased. This is consistent with the control function plotted in

panel a of Figure 5 which is slightly upward sloping: within the treatment or control

group, employment in higher ranked/less distressed counties tended to grow faster.

In contrast, the control function for unemployment rates shows some tendency for

convergence between more and less distressed counties independent of the program. In

line with this, the difference in differences unemployment estimates are not notably

biased relative to the RD unemployment estimates.

26



Table 6: Difference in Difference Estimates - Main Outcomes

Log Employment/ Unemployment
Employment Population Rate

0.001 -0.001 -0.466**
(0.013) (0.003) (0.179)

Clustered standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Sample size is 546 observations for 42 counties. The table depicts treatment effect estimates
from of equation (3), three years after treatment designation. All rows include county effects, time
effects, linear time trends interacted with county dummies, and lagged three-year averages of the
unemployment rate, real income per capita and population growth since the most recent census,
which are the three inputs to the distress rank. Standard errors are clustered by county to allow for
serial correlation in the error term εct within counties (Bertrand et al., 2004). P-values are calculated
using a wild cluster bootstrap (Cameron and Miller, 2015) to account for the small number of
clusters. We report clustered standard errors and significance tests from the bootstrap p-values with
500 replications. Full estimation results are in Table B.2 of the appendix.

5.4 Program costs

An evaluation of incentive programs was produced by Lane and Jolley (2009) for

the North Carolina General Assembly shortly after the William S. Lee program had

ended and morphed into the similarly conceived Article 3J program. In its entirety,

$2.091 billion in tax credits were generated through the program from its 11 year run of

1996 to 2006. They estimate that 35% of these credits would never be used. This could

result from future net job losses at incented firms leading to clawback of previously

generated credit value. Insufficient future tax liability could also be a factor as credits

taken could not exceed 50% of a firm’s annual tax liability and unused credits could

only be carried-forward for five years. The focus of this paper, the job creation credits,

comprised 17% of the total amount of generated credits.12 Though the program was

more generous on a per credit basis for the most distressed tier 1 counties, firms in

those counties received only 14% of generated credit dollars, with 25% going to tier 2

counties, and over half of all credit dollars going to firms in the least distressed tier 3

counties.13 Putting these figures together, we estimate that firms in our treated tier 1

12The breakdown of credits generated over the life of the William S. Lee program was job cre-
ation (17%), machinery and equipment investment (66%), R&D (15%), training (1%), and central
administrative office (1%).

13This breakdown was based on program years 2002 to 2006.
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counties took job creation hiring credits of $56.6 million (or $5.1 million per year) for

6,751 hires.14

In tier 1, on average about 24 firms per year generated some hiring credits for the

2001 to 2006 period when granular data is available. There are a number of factors

in the design of the program that may have contributed to lower usage. First, a firm

had to operate in a target industry and have at least five existing full-time employees.

It also had to provide health insurance for full-time positions, and not have recently

violated environmental standards or safety requirements. The new hire needed to be

for a full-time job and pay above the county average wage. Finally, the business would

need sufficiently positive tax liability as credits could not exceed 50% of a taxpayer’s

total annual corporate income and franchise tax liability. A survey of North Carolina

businesses found that incentives ranked as only the 12th most important factor in com-

pany location decisions, behind things like access to skilled labor, highway access, tax

rates, and regulator climate. In fact, 62% of surveyed executives at incented companies

were unaware their company received an incentive, though it is not reported how many

of these firm’s were in the least distressed tier where credits per hire were only $500

(Lane and Jolley, 2009).

The pairing of the hiring credits with other incentives for investment and R&D,

while not atypical, mean our estimates are full program effects rather than pure hiring

credit impacts. Because the discontinuities are less pronounced across tier and take-up

of the other incentives is low in the counties on which we focus, we believe we are largely

isolating a hiring credit effect.

The issue of wastage, the share of expenditures for hires that would have taken

place even in the absence of the program, is also complicated in the specific program

we study. The tax expenditures flowing to the most distressed counties were relatively

small given the program impacts we find. Overall tax expenditures under the program

were much larger though, as a large majority of benefits went to firms in economically

robust counties where similar hiring and investment would likely have occurred absent

the program. While in theory a program could be designed to completely exclude more

economically robust areas from receiving expenditures, political limitations may make

14We arrive at these estimates for tier 1 as follows: We have only aggregated figures for 1996 to
2000, so we multiply the total credit generated figure for 1996 to 2000, $1.064 billion, by the 0.17 share
for job creation hiring credits, and then by 0.14 for the tier 1 share, and then by 0.65 for generated
credits not taken. We add to this amount the values from more granular data on credits generated
available for 2001 to 2006 that is also multiplied by 0.65 for generated credits not taken, and divide
by 11 for the per year figure.
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that implausible in practice.

To come up with a cost per job figure, we first generate the program impact on

employment levels using the OLS log employment TOT specification from Table 3.

This gives us the predicted increase in log employment for a county assigned to treat-

ment three years prior but not in the intervening years (a 0.9% increase). Because the

expenditure data is tier wide but the program impact is estimated only on non-defier

counties, we need to make an assumption about the benefit of the program for that

population. Because the defier tier 1 counties tend to be less distressed, the program

impact is likely smaller in those counties. We estimate that the differential generosity

in credit size for tier 1 relative to tier 2 increased employment levels by 5,223 - 5,823

jobs three years later, corresponding to an assumed impact in defier counties ranging

from zero to one as large as in non-defier counties. Adjusting the tier 1 hiring credit ex-

penditure data down to account for the total credit size ($12,500) versus the differential

credit generosity ($9,000) yields a cost per job of around $7,400 in nominal dollars.

Ideally we would generate an estimate of wastage from this program by comparing

our employment level estimate of around 5,500 jobs created to the 6,751 hiring credits

claimed in tier 1 over the course of the program. This would imply an atypically

low windfall wastage rate of around 20%. This is not a clean comparison though for

two reasons pushing in opposite directions. First, the program impact theoretically

combines direct and spillover job creation. That said, the results of Table 5 and Figure

6 indicate that spillover job creation was minimal. Second, because our program impact

is for the differential credit generosity between tiers 1 and 2 rather than between a tier

1 credit and nothing, the total impact of tier 1 designation is surely larger than the

differential impact. Though we cannot arrive at a precise figure, it seems that a large

majority of claimed credits were for hires actually induced by the program. This is

in contrast with more broad-based employment subsidy programs where Bartik (2001)

puts typical windfall wastage rates at around 70% and sometimes as high as 90%,

drastically inflating effective costs per job created.

5.5 Validity

While our use of an RD strategy should provide more confidence in the internal

validity of our estimates, some bias is still possible. Because subsidies are place-of-work

based, spillover effects from any cross-county commuting induced by the program are

possible. In instances where tier 2 counties border tier 1 counties this would entail
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overestimates of employment impacts and underestimates of unemployment impacts.

There are a number of aspects specific to the program under study that may limit

the external validity of the results. Most important is the targeting of the credits to

areas experiencing long-run economic distress. We would not expect the same size credit

to have as large an impact in the average area that we find they have in distressed areas.

Even in distressed areas, we cannot credibly project the impact of a much smaller per

job credit as the benefit per dollar may be non-linear. Further, we do not estimate

the impact of some versus no credits, but rather a big versus a small credit. However,

under the assumption of a decreasing marginal product of labor, we would expect the

former comparison to yield impacts at least as large as what we find.

6 Discussion

Hiring tax credits are a popular tool implemented at various times in many U.S.

states as a way to lure businesses or revitalize moribund local economies. Assess-

ing their efficacy is challenging though as their implementation is typically expressly

endogenous to local conditions and expected future prospects. We make use of the

unusual institutional features of a program in the state of North Carolina to get causal

estimates of the impact of hiring tax credits on employment and unemployment rates.

Our RD ITT estimates for employment are noisy but generally show a boost from the

program of around 3%. In contrast, difference in differences estimates show no impact

on employment, in line with prior studies of hiring credits using cross-state compar-

isons. The evident downward bias in these latter estimates relative to the more credible

RD estimates highlights the importance of accounting for time-varying unobservables

impacting counterfactual treated county performance. Cahuc et al. (2018) finds con-

sistent evidence of positive employment impacts of hiring credits at eligible firms, an

impact estimate most analogous to our target industry results. Their estimates range

from 0.8% to 2.3% for a credit about one fourth the size of what we study. Assuming

the impact is linear in credit size, that finding is consistent with our target industry

employment growth estimates of around 7%.

We find substantial impacts on unemployment, with treated counties, those whose

firms were eligible for large hiring tax credits, experiencing about 0.5 percentage points

lower unemployment rates than under a counterfactual program offering much smaller

credits. The windfall wastage rate of the program appears to have been quite low, likely
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from the targeting of distressed areas where hiring in the absence of the program would

have been limited. So even though inducing more economic activity in low productivity

distressed areas may require large incentives, the bulk of incentive expenditures are

actually changing firm behavior rather than being windfall payments.
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Online Appendix - Not For Publication

A Additional program details

The first iteration of North Carolina’s non-discretionary tax incentive program,

denoted as wave 0 in Table 1, began in 1988. The state Department of Commerce

was tasked with ranking counties each year from 1 to 100 based on economic distress,

which legislation defined as the combination of a high unemployment rate and low per

capita incomes. Specifically, counties were ranked separately by unemployment rate

and income per capita and then the two rankings were summed to produce an overall

distress rank (potentially including ties). Businesses in the 20 most distressed counties

were eligible for a $2,800 tax credit for each new full time employee hired. The number

of eligible counties was progressively increased, and had reached 50 by the time the

program ended in 1995. We were unable to find data on this program’s implementation

beyond the identity of the 50 counties eligible for credits in its final year which we use

as a control variable.

A revamped program was launched in 1996 known as Article 3A or the William S.

Lee program which is the focus of our study and referred to as wave 1. It continued the

use of a county ranking scheme and added population growth as an input to the ranking

process. It extended tax credits to all counties which varied in size based on groups of

counties known as tiers. The largest credits of $12,500 were available to the 10 most

distressed counties designated as tier 1. Firms in less distressed counties could receive

credits between $500 and $4,000 per new hire. Over the course of this program, the

number of counties eligible for the largest credit size was increased as low population

and high poverty rates were added as overrides of the distress ranking system, with 28

counties designated tier 1 and eligible for the largest credits by the final year of the

program in 2006.

The William S. Lee program was itself replaced in 2007 by the Article 3J program

referred to as wave 2. This latter program operated in similar fashion to its prede-

cessors, but with some changes to the credit eligibility formulas. Tier 1 - the most

distressed - expanded to contain 40 counties eligible for credits of $12,500. The next

most distressed 40 counties were in tier 2 and could receive $5,000 credits and the high-

est performing 20 counties in tier 3 could receive $750 credits. The distress ranking

formula was amended to incorporate property value per capita alongside unemployment

rate, income, and population growth. In 2014, the Article 3J program ended and was

not replaced (Program Evaluation Division, 2015).
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B Additional tables and figures

Figure B.1: Local estimates window selection
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Note: Covariate balance tests by window size against the 15% level threshold recommended by
Cattaneo et al. (2015).
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Table B.2: Difference in Differences Estimates

Dependent Variable Log Employment Employment/ Unemployment
Population

(1) (2) (3) (4) (5) (6)

Tier 1 -0.007 0.001 -0.001 0.001 0.072 0.077
(0.009) (0.008) (0.002) (0.002) (0.165) (0.160)

Lag Tier 1 -0.021∗∗ -0.016∗ -0.004∗ -0.004∗ -0.121 -0.051
(0.009) (0.009) (0.002) (0.002) (0.169) (0.186)

Lag 2 Tier 1 -0.014 -0.011 -0.003 -0.002 -0.293∗∗ -0.246∗∗

(0.009) (0.008) (0.002) (0.002) (0.117) (0.112)

Lag 3 Tier 1 -0.002 0.001 -0.001 -0.001 -0.518∗∗∗ -0.466∗∗

(0.014) (0.013) (0.003) (0.003) (0.189) (0.179)

Lag 4 Population growth -0.000 -0.001 0.042
(0.003) (0.001) (0.030)

Lag 4 Real Income per capita 0.020 -0.003 0.655
(0.045) (0.012) (0.694)

Lag 4 Unemployment Rate -0.006∗∗ -0.001 -0.111∗∗

(0.003) (0.001) (0.046)

R2 0.998 0.998 0.981 0.982 0.810 0.826
N 588 546 588 546 588 546
Counties 42 42 42 42 42 42
County FE Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes
County trends Yes Yes Yes Yes Yes Yes

Clustered standard errors in parentheses
∗ p < 0.1 ∗∗ p < 0.05 ∗∗∗ p < 0.01

Note: Difference in differences estimates of equation (3). Standard errors are clustered by county.
P-values for significance tests are calculated using a wild cluster bootstrap with 500 replications to
account for the small number of counties. All columns include county and time effects, and linear
time trends interacted with county dummies.
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Table B.3: Local Estimates: 1,2 and 3 Years after Treatment

Window Years Dependent Variable N

Log Employment/ Unemployment
Employment Population Rate

6 ranks 1 Year -0.001 0.000 -0.198 88
[0.906] [0.874] [0.393]

2 Years 0.026 0.007 -0.287 78
[0.157] [0.126] [0.392]

3 Years 0.053∗∗ 0.014∗∗ -0.050 69
[0.018] [0.013] [0.884]

10 ranks 1 Year -0.006 -0.000 -0.135 152
[0.501] [0.949] [0.436]

2 Years 0.010 0.004 -0.495∗ 135
[0.438] [0.179] [0.066]

3 Years 0.028∗ 0.010∗∗ -0.508 119
[0.089] [0.022] [0.128]

20 ranks 1 Year -0.004 0.000 -0.245∗∗ 236
[0.530] [0.757] [0.046]

2 Years 0.006 0.004∗ -0.643∗∗∗ 211
[0.556] [0.088] [0.000]

3 Years 0.025∗∗ 0.010∗∗∗ -0.908∗∗∗ 186
[0.042] [0.002] [0.000]

P-values from randomization inference with 1000 replications in brackets.
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Difference in mean outcomes for treated and control counties, for different bandwidths of
distress ranks around the policy threshold.
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Figure B.2: Relationship between the Distress Rank and Ranking Inputs
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Note: County level economic indicators are arrayed by initial distress rank at the outset of the first
wave of the program. Vertical lines denote the thresholds where credit size jumps discontinuously.
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Table B.4: Local Estimates of Effect 3 Years after Treatment, Excluding

Northampton county in 2005

Time Range Window Dependent Variable N

Log Employment Unemployment
Employment Population Rate

1996-2006 6 ranks 0.046∗∗ [ 0.030] 0.013∗∗ [ 0.026] -0.043 [ 0.908] 68

1996-2006 10 ranks 0.023 [ 0.120] 0.009∗∗ [ 0.031] -0.507 [ 0.128] 118

1996-2006 20 ranks 0.020∗ [ 0.086] 0.009∗∗∗ [ 0.005] -0.907∗∗∗ [ 0.000] 185

P-values from randomization inference with 1000 replications in brackets.
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: Difference in mean outcomes for treated and control counties, for different bandwidths of
distress ranks around the policy threshold, three years after treatment. Estimates exclude
Northampton county in 2005.
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