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Universities, Innovation and the
Economy

In the twenty-first century, universities are part of systems of innovation
spanning the globe. While there is nothing new in universities’ links with
industry, what is recent is their role as territorial actors. It is government
policy in many countries that universities, and in some countries national
laboratories, stimulate regional or local economic development. They are
expected to be at the heart of networked structures contributing to the
growth of productive knowledge-oriented clusters.

Universities, Innovation and the Economy explores the implications of
this expectation. Its purpose is to situate this new role within the context
of broader political histories, comparing how countries in Europe and
North America have balanced the traditional roles of teaching and
research with that of exploitation of research and defining a territorial
role.

Helen Lawton Smith highlights how pressure, both from the state and
from industry, has produced new paradigms of accountability that include
responsibilities for regional development. This book utilizes empirical
evidence gained from studies conducted in both North America and
Europe to provide an overview of the changing geography of university—
industry links.

Helen Lawton Smith is Reader in Management, School of Management
and Organisational Psychology, Birkbeck, University of London, UK,
and Director of Research, Oxfordshire Economic Observatory, Oxford
University.
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Introduction

Universities are at the heart of our productive capacity and are powerful
drivers of technological change. They are central to local and regional eco-
nomic development and produce people with knowledge and skills. They
are at the hub of business networks and industrial clusters of the know-
ledge economy.

(Lord Sainsbury 2002 announcing the new Faraday Partnerships)

This statement by the UK’s Minister of Science and Technology ideologi-
cally and politically places universities at the centre of economic develop-
ment per se and of contemporary local and regional economies.
Academics researching in this field have made similar statements. For
example, Leifner er al. (2004, 23) state that ‘A society’s economic competi-
tiveness is dependent on the performance of its higher education
institutions’ and Godin and Gingras (2000) argue that, despite a real diver-
sification of the loci of production of knowledge, ‘universities still are at
the heart of the system and all other actors rely on the expertise’. In
answering the question ‘what is the role of universities in knowledge-based
capitalism?’ Florida and Cohen (1999, 590) argue that ‘Science has
emerged as an alternative to engine of economic growth to the classic
triumvirate of land, labour and capital, the traditional sources of wealth’.
This statement raises a number of questions. For example, what kinds
of roles do universities play in economic development? One answer is that
“The best of the world’s research universities are uniquely the sources of
vitality, understanding and skills in highly developed societies” (Kodama
and Branscomb 1999, 4). Is this role unique to universities? The European
Commission (EC) (2003a) finds that it is. In setting out its view of the role
and uniqueness of universities, the Report claims, ‘The knowledge society
depends for its growth on the production of new knowledge, its transmis-
sion through education and training, its dissemination through information
and communication technologies and on its use through new industrial
processes or services’. Universities take part in all three processes and are
‘at the heart of the Europe of Knowledge’ (page 4). Thus as Florida and
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Cohen (1999, 593) argue, the shift from industrial capitalism to know-
ledge-based capitalism makes the university ever more critical as a
provider of resources such as talent, knowledge and innovation. State
intervention, therefore, is justified because the role for policy makers is to
‘introduce governance systems to make technological interactions and
technological communications possible’ (Antonelli and Quere 2002, 1051)
reducing the interaction deficit within and across national (and regional)
innovation systems (Geuna et al. 2003) thereby improving the distribution
power of the innovation system (David and Foray 1995).

The ‘triple helix’ model of university—industry—government relations
developed by Etzkowitz and Leydesdorff (1997) encapsulates this notion
of interdependence and institutional change. It denotes ‘a transformation
in the relationship among university, industry and government as well as
within each of these spheres’ (Etzkowitz 2003, 295). It has gained common
currency in both policy and academic discourses because of its articulation
of a convergence in missions and strategies within each of these three
spheres (Georghiou and Metcalfe 2002). It is also ‘a significant shift in the
social contract’ between universities and society (Martin, B. 2003, 25).

Such a convergence in missions at regional and local as well as national
levels amounts to what Charles (2003) describes as an ‘instrumental posi-
tion’. It is based on the underlying assumption that proximity is causal in
improving the efficiency by which the process of innovation occurs —
innovation being defined as ‘the process of transforming an invention into
something commercially useful and valuable’ (Miller and Morris 1999).
Now the key economic actor is increasingly expected to be a cluster of
firms emanating from or at least closely associated with a university or
other knowledge-producing institution (Etzkowitz 2003). The pervasive-
ness of Porter’s (1990, 1998) cluster concept is a major factor in this narrat-
ive, giving as it does a clear policy strategy to local or regional policy
makers by suggesting that local linkages are a key factor in economic com-
petitiveness. This position is increasingly being challenged, however, as
assumptions are questioned about the economic significance of intra-
regional linkages, including those of between universities and local firms,
as evidence casts doubt on the connection, or indeed the existence of
strong patterns of local linkages and indeed whether they are desirable in
an increasingly internationalized economy (Malmberg and Power 2004).
As the book will show, the impacts of universities, many of which will be
at a regional or local scale, will vary considerably over time, over space
between sectors, between firms of different sizes and that both academics
and policy-makers need to be more aware of these variations.

The background to the now normative position that universities are cre-
ators of wealth is the slowdown in productivity growth and associated
decline in competitiveness of firms in high-technology industries in the
later 1970s and early 1980s which has been blamed on the decline in the
rate of technological innovation (see Poyago-Theotoky ez al. 2002). These
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authors find that concerns were especially strong in the US at Federal and
state level. This brought about a new wave of thinking in technology
policy in which university—industry partnerships were at the forefront. In
the UK, for example, since the 1980s, three different governmental and
academic discourses have been constructed around enterprise and innova-
tion. The first discourse in the 1980s within the loose framework of
Thatcherite policies was about individuals and entrepreneurship. Second,
in the 1990s, this was joined by the national policy agenda of the valoriza-
tion of public-sector research. Third, the debate has been about enterprise
— valorization and regional development (Lawton Smith 2003a).

As Europe strives to compete with the US (and the US with China),
current initiatives established to integrate European higher education
systems — the European Research Area and European Higher Education
Area — are designed to overcome the European paradox: a strong science
base but poor performance in technological and industrial competitiveness
(EC 1996 and EC 2003b, 413). This Europeanization of member states’
higher education system is designed to increase internal equity and the
EU’s competitive position versus the US through harmonization. There is
to be closer interaction not only between public research/universities and
industry but also between different parts of the public research system in
order to reduce fragmentation and compartmentalization of EU public
research (EC 2003b, 428). France’s dirigiste system is very different from
the UK’s laissez-faire system and from the German decentralized regional
system.

It is a combination of the lack of integration of science and techno-
logical systems across member states, a confusion of institutional arrange-
ments and objectives and weaknesses in particular fields, that has put
Europe behind the US. Riccaboni et al. (2003) find that it is variations in
the organizations in upstream R&D processes between the US and
Europe as a whole that are responsible for differences in performance and
the greater integrative capacity among the diverse kinds of actors and
organizations. It is not just the structure with respect to institutional rules,
but what is done within that structure, for example rules regulating terms
and conditions of employment (Steinmueller 2003). With respect to
technological advance, the US has relative strengths as measured through
scientific or technological output indicators; R&D or economic perform-
ance indicators are in information and computer sciences and mechanical
and electronic engineering, areas where the EU1S is weak (EC 1994).
Thus the US, more so than Europe, is spending more on the very R&D-
intensive competition (for example in sectors such as advanced organic
chemicals and telecommunications equipment) that needs more science
inputs and requires high levels of both government and industry expendi-
ture on R&D (Grupp 1995).

This book came about because of my unease with the uncritical position
of the territorial role as the latest of the multiple roles that universities are
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required to perform. This disquiet sits alongside numerous articles that
have appeared in the UK’s national press about the problematic position
that universities and individual academics have been placed in with regard
to the ownership and control of intellectual property created during the
course of research funded by industry. It seems to me that the techno-
economic prioritization pays insufficient attention to the evidence or the
consequences of the policy of ‘encouraging’ universities to increase the
amount of industrial research they undertake.

What therefore does the book set out to do? It sets out to record para-
digm shifts articulated in policies that are a response to and further rein-
force trends already taking place and in which universities are being
repositioned in society’s expectations in relation to industry. It compares
developments in Europe with those in the US, the world’s largest economy
and the yardstick for measurement for the rest of the world. It explores
the incentives for change, which are being remade in the contemporary
political economy. It also shows how universities are sites of conflict faced
with a number of tensions such as those between the balance of effort of
teaching and research, with regard to ethical issues about what kinds
of scientific research should be undertaken and legal issues over ownership
of intellectual property versus openness within the academic process. It is
generally the case in countries belonging to the Organization for Eco-
nomic Development (OECD) that the share of Government Expenditure
on Research and Development (GERD) funded by governments has
decreased with that share being largely taken over by industry.

Why should the relationship between universities, innovation and eco-
nomic development be examined? What do we mean by economic devel-
opment? What is the justification for the now central importance of
universities’ territorial role? There seems to be two main answers. First,
the topic is of relevance to the formulation and implementation of public
policies when decisions are made on how to boost innovation — which is
now in its various guises as the knowledge economy, the ‘new economy’
and so on. Economic development more generally is ‘actions taken with
the express intention of enhancing economic prosperity, for individuals,
communities and employers’ (MacKinnon 1998, 6).

The book’s primary focus then is the role of universities in enhancing
that prosperity through participation in the innovation process on which
the prospects for economic development lie. Knowledge production, trans-
fer of scientific and engineering technologies, the mechanisms by which
they are transferred including intellectual transfers, the formation of new
firms and the labour markets associated with those technologies collec-
tively form that contribution to technological advance. The book sets the
university’s territorial role into perspective by examining the broader
nature of the relationship and identifying what aspects of that relationship
are significant at regional/local levels in the abstract and in the particular.
Successful universities are often a defining characteristic of successful
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places although, as studies from the 1980s have shown, this is not necessar-
ily causal. Indeed, the focus on universities and clusters has been recent.
Hall (1984, 12) notes that in Britain, ‘with the possible exception of Cam-
bridge, the presence of a major university has not been a major factor in
the development of high-tech industry’. The focus on the territorial role,
however, is not meant to be prioritized above important changes in the
way universities are required to function, such as the impact of the current
funding regime on the kinds of research being undertaken.

The focus is primarily on science and engineering-based industries.
There is little here about services, about banking or insurance, and other
financial industries even though economies cannot be understood without
reference to the global finance industry (Clark 2004). Nor is it in the scope
of this book to discuss the wider contribution of universities to sustainable
development including the effects on the built environment and social and
community development — which are integral to the relationship of a uni-
versity with its locality — nor other aspects of economic relationship arising
from the close relationship with quality of life and intellectual climate of
localities and regions and which are central to universities’ position within
society (see Florida 1999). Glasson (2003) highlights many other potential
effects of a university on its local community — providing further examples
of the extended model of universities, particularly with regard to sustain-
able development issues such as the built environment and social and
community development.

Moreover, while universities’ role is to be of benefit to society through
these various means, the impact is not one-way. Formal and informal rela-
tionships have multiple feedback effects not only on the universities (and
public laboratories) and the individual scientists and engineers and how
they conduct their internal affairs but on the relationship with civil society
and the ‘value’ of universities as well as with industry. In the UK, for
example, as the pressure on universities to engage more fully in the
innovation process increases, it is recognized that the real problem is
investment by industry and typically does not reflect a lack of supply in
scientific knowledge (see HM Treasury 2003; Coombs and Metcalfe 2000;
Polt 2001; Hughes 2003). Therefore, a major concern of innovation policy
is to maximize the economic impact of public investment in research, for
example by providing inputs to as much private R&D as possible
(Arundel and Geuna 2004, 7).

Second, many aspects of the functioning of the university—industry rela-
tionship in market economies in general and the territorial role are not
fully understood. As is the case of the study of industrial organization
(Scherer and Ross 1990), theory, data and methodologies which reveal the
different aspects of that relationship are becoming available. Thus a
number of ways of looking at universities and increasingly formalized
assessments such as recruitment of students and performance targets of
academics are possible. Evaluation is increasingly becoming central to the
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policy-making process (Kuhlmann 2003). We need to know what measures
are used and the limitations of indicators which rank performance of coun-
tries, regions/localities, universities and academics. This is a crucial issue in
this debate. In spite of the current enthusiasm for universities’ central
position in knowledge-based capitalism (Florida and Cohen 1999), the
1998 OECD Report ‘The University in Transition’ concludes that firms do
not rely on universities and other public research organizations (PROs)
for their innovation activities. How clear, then, is the evidence that univer-
sities provide more than a minor input into innovation (Arundel and
Geuna 2004)? Measurement is always going to be inexact. As Patel (2002)
points out, some contributions of academic research to technological prac-
tice will be direct, when such research leads to applicable discoveries,
engineering research techniques (such as computer simulations) and
instrumentation. Others will be indirect, when research training, back-
ground knowledge and professional networks contribute to business firms’
own problem-solving activities — in particular, to the experimental engin-
eering research, design practice, production and operation that will be
mainly located there. Moreover, the relative importance of these contribu-
tions varies across industries and across scientific disciplines. In this book
it will be argued that far too much attention has been paid to the contribu-
tion universities make to economic development such as spin-offs, patents
and licensing as means for technology transfer, and that insufficient atten-
tion has been paid both in Europe and in the US to the contribution of
universities to local and regional labour markets, through graduated
students (undergraduates, post-grads and continuing professional develop-
ment (CPD)).

The variability of the impact of universities is examined. The territorial
role here refers to explicit relationships within the university’s geographi-
cal hinterland, whether each institution sees that to be the locality, city,
region or nation state (see OECD 1998). For example, economists often
describe the regional scale as the nation state (see for example Geuna and
Nesta 2003). For Krugman (1991) the relevant geographical unit of obser-
vation for the link between knowledge inputs and innovative output is the
city. And not only do national innovation systems vary, the uniqueness of
each university necessarily means that in their territorial role each has its
own characteristics. As the case studies show, Stanford is a world away
from the University of Louisville, which in turn is radically different from
Princeton — but they all have significant and different positions in the
university—economy interface.

In organizing these discussions the book draws perspectives from a
range of literatures, primarily geography, economics and business and
management, to examine how political processes work alongside regula-
tory and legal processes and have been embedded in institutional change
over the last 150 years. Most of the evidence is desk-based research with
the exception of the case studies of European universities in Chapter 7 and
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two of the three US universities in Chapter 8 where interviews were con-
ducted with university faculty. It is clear from this brief discussion that
relationships between the universities and economies are multi-paradig-
matic with co-existing paradigms that sometimes complement each other,
sometimes compete and are sometimes contradictory.

The following eight chapters attempt to capture the complexity of the
relationship between universities innovation and economic development.
Chapter 1 briefly reviews the history of university—industry interaction and
sets out a conceptual framework, comprising eight paradigms, which are
used to frame the analysis for the remaining chapters. Chapter 2 sets out
the conceptual explanations for why the university’s territorial role might
be developed and why it is also problematic. It discusses what the expecta-
tions of what the universe of linkages might be and what role proximity
plays in those. A threefold distinction is made between the co-presence of
universities and economic activity, linkages which arise from proximity,
and those which are orchestrated as a result of policy initiatives which
place universities within a system of local governance. Chapter 3 examines
the evidence for the impact of universities on economic development,
defining what indicators are used, the useful and limitations of those tools
and what the results tell us. Chapter 4 is about universities in innovation
systems in Europe and describes the main trends and discusses how,
although the territorial role has become universal, there is considerable
diversity in the form that this takes. Chapter 6 discusses the contribution
of universities to innovation and economic development through the
development and enhancement of labour markets. In Chapter 7, case
studies of the twin towns of Oxford and Grenoble illustrate similarities but
also diversity in relationships between the science base and economic
development arising from historical and current political policy interven-
tions, local dynamics and institutional strategies. Chapter 8 takes the same
approach as Chapter 7 to the US, comparing three universities, Stanford,
Louisville and Princeton. As the chapter demonstrates, there are tensions
within the US system showing that similar questions are being asked to
those in the UK about the expectations placed on universities to deliver
economic development. To conclude, Chapter 9 revisits the eight para-
digms to review the evidence on the relationship between universities,
innovation and economic development per se and to highlight the complex
interdependent factors which shape relationships between universities and
their geographical hinterlands.



1 New paradigms in the twenty-first
century

Introduction

The long history of close collaboration between the university and indus-
try dates back at least to the eighteenth century in Europe and to the nine-
teenth century in the US. The contemporary policy emphasis on the
territorial role in which universities are encouraged to be entrepreneurial
and spin-out new firms, to engage more closely with firms in their imme-
diate hinterland and to take on social responsibilities, reflects the current
prioritization of regionalism and clusters which is to be found throughout
the world.

In this chapter, the context and drivers of the quality and extent of rela-
tionship between universities and economic development are explored,
beginning with a brief history of the universities’ economic development
role. This shows that although much is new in the form that relationships
take, many of the current practices and modes of interaction were found in
nineteenth- and twentieth-century Europe and the US - and in some cases
even earlier. From this overview, a number of paradigms are derived
which will be used as the analytical framework for the rest of the book.

A historical perspective

Universities’ involvement in civic and industrial projects in Europe dates
back to at least the eighteenth century. Schwerin (2004) details how in
Scotland the construction of the improved steam engine by Glasgow Uni-
versity’s instrument maker James Watt in 1765 was soon applied to factory
steam engines and later facilitated the construction of steamships. The
demand for skilled workers for machinery for the cotton industry and
steam power prompted the founding of the University of Strathclyde in
1896. Its focus on engineering and technology transfer complemented the
ancient university of Glasgow. A close relationship between Clyde ship-
building industry and the Glasgow universities existed from the 1820s with
a handful of academics taking key positions within the local innovation
system (page 28). In nineteenth-century Britain universities were also
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involved in actions to improve public health in growing and insalubrious
towns and cities as well as safety and working conditions in mines and fac-
tories (Pavitt 2003, 91).

In the US, public universities were established expressly with a primary
motive of engaging with industry (Adams 2002, 275). The Morrill Act 1862
granted land for the establishment of one college in a state with its
primary objective the teaching of courses in agriculture and mechanical
arts. By the end of the nineteenth century, industries were able to draw on
the growing number of schools of applied science and technology, such as
the Sheffield Scientific School at Yale and the Massachusetts Institute of
Technology as well as government academies such as the US Military
Academy (Charles and Howells 1992). Universities have played a central
role in the US system of innovation. Prior to the establishment of the
modern corporate laboratory, the university was the main source of exper-
tise (Kodama and Branscomb 1999, 5).

The current debate about these relationships has a long history. B.
Martin (2003, 8) traces the development of the contemporary ‘social con-
tract’ between science and the university and the state. He finds that the
Humboldt university model spread from Germany to other parts of
Europe in the nineteenth and twentieth centuries (although not to France
and England) and others have suggested that this model was still influ-
ential in the US as late as 1930 (Herbst 2004, 15). Under the Humboldt
social contract, the government assumed primary responsibility for
funding the university, the key characteristic of the model was the unity of
teaching and research — the assumption that both functions had to be con-
ducted within the same institution — and was characterized by a high level
of autonomy for both individuals and institutions, which formed a key
characteristic of the Vannevar Bush agenda, conditions which Powers
(2003) argues are still critical today.

Yet as well as the mission to undertake fundamental research, German
universities also undertook research largely directed by industry, espe-
cially the chemical industry. In both Europe and the US the rapid rise of
the chemical and pharmaceutical industries was associated with successful
collaboration with academic scientists. Moreover, although American
firms and universities worked together, this was not on the same scale
and intensity as in Germany until the interwar period (see the discussion
in Charles and Howells 1992, 11). This is related to the evolution of
science-based industry in the late nineteenth and twentieth centuries, in
particular the rise of the industrial R&D laboratory (Florida and Cohen
1999, 593).

In the twentieth century, in the UK and the US, systemic government
policy and practice, like other major changes in government policy and
expenditure, have taken place during wars as the government has taken on
greater responsibility for functions that would otherwise be uncoordinated
(Yarrow and Lawton Smith 1993). In the UK, for example, in the middle
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of the First World War, in 1916, the Department for Scientific and
Industrial Research established the ‘Application of Scientific Research to
Trade and Industry’ (Philips 1994, 40). In the US, the Naval Consulting
Board brought together industry, government and academics to help
organize US naval research (Charles and Howells 1992). There too major
collaborative initiatives in pharmaceuticals manufacture, petrochemicals
and synthetic rubber were launched during the Second World War, and
the National Advisory Committee on Aeronautics, founded in 1915 and
absorbed into NASA in 1958, made important contributions to aircraft
design throughout its existence. Likewise university—industry research col-
laboration was well established in the 1920s and 1930s and contributed to
the development of the academic discipline of chemical engineering, trans-
forming the chemical industry (Mowery 1998) as well as being in the van
of the creation of new fields of technological knowledge which then drive
new industries (Rosenberg and Nelson 1994).

History and structure

The close relationship between US universities and industry, particularly
between the Land Grant universities and industry, dates back to the nine-
teenth century. Following the formation of Land Grant universities estab-
lished under the 1862 Morrill Act, that relationship took the form of
practical collaboration and the provision of vocational skills for a wide
range of professions important to local communities (Rosenberg and
Nelson 1994, 324). Even as early as the 1880s, universities such as MIT, a
Land Grant university which was established as a technical university in
1861, were providing trained engineers for growing firms such as General
Electric and Westinghouse, introducing its first courses in 1882 (Saxenian
1994). The tradition of Land Grant universities undertaking generic indus-
trial research has remained. For example, in the early 1980s, 37 universi-
ties were performing research for local and regional forest product
industries (Rosenberg and Nelson 1994). This field, with agriculture,
particularly with the advent of bioengineered seeds and plants, areas in
which Land Grant universities specialize, maintains the link (Powers
2003).

This was unlike centralized systems such as France, as universities
chose their own route to working with industry, an autonomy which has
remained (Etzkowitz 2003; Rosenberg and Nelson 1994). This autonomy
can be traced back to the European, particularly German model, adopted
by many of the early universities. The nineteenth century German model
of a single professor representing a discipline surrounded by permanent
staff of assistants broke down to be replaced with a model in which
departments comprised professors of different grades with relative auto-
nomy, with support staff. Throughout the twentieth century schools of
engineering such as at Stanford provided leadership in engineering and



New paradigms in the twenty-first century 11

applied science research. Rosenberg and Nelson find that universities
played a critical role in the emergence of the discipline of chemical engin-
eering and aeronautical engineering and more recently in computer
science and engineering and biotechnology. They also argue that scholars
did not come to dominate universities — as was the case in European
universities.

US universities underwent two major transformations from the nine-
teenth century (Etzkowitz et al. 2000). The first was the ‘first academic
revolution’ associated with the paucity of research funds in the context of
the new role of research. Until the 1920s this was of the hands-on
problem-solving kind. Therefore the success of universities depended on
responsiveness to the demands of the local communities. The second was
in the post-Second World War period when ‘similar pressures were
brought to bear on universities, so encouraging the need to secure addi-
tional income, the wider, and more fundamental impact of the knowledge-
based economy ... which ensured this process was of a qualitatively
distinct order to that of the previous century’.

The Vannevar Bush social contract (1945 to the end of the 1980s), pub-
lished in Bush’s 1945 report, ‘Science, the Endless Frontier’, was based on
state support for science and university autonomy — the separation of
scientific communities from the rest of society (Geuna et al. 2003), the
maintenance of defence R&D, public support for medical R&D and for
federal government to assume responsibility for supporting basic research.
R&D to improve existing products and processes became almost exclus-
ively the province of industry in fields where firms had strong R&D cap-
abilities (Rosenberg and Nelson 1994). This research policy which also had
its parallels in Europe was about winning new scientific knowledge (Pavitt
2003, Martin, B. 2003, Edqvist 2003). B. Martin (2003, 9) describes the
characteristics of the Bush social contract as:

e high level of autonomy for science
e decisions on what should be funded should be left to scientists
e Dbasic research was best done in universities.

Martin argues that the Bush social contract was very successful in the post-
Second World War period, especially in the US, contributing to large
increases in funding for science and an expansion of the number of both
trained scientists and research outputs. He suggests that an alternative
view of the period 1921-53 (and ever since) is that it has been mytholo-
gized as the period in which there was a ‘common view’ of a broad-based
consensual commitment on the part of the Federal government to
increased support for basic research and development.

In the 1960s the essential link between high-technology industry
and universities was made in the US by Frederick Terman, renowned
for making Stanford University one of the world’s leading research



12 New paradigms in the twenty-first century

universities. He expressed the view that universities are ‘major influences
in the nation’s industrial life, affecting the location of industry, population
groups and the character of communities’ (cited in Taylor 1985, 141). In
the UK, the famous letter by Prime Minister Harold Wilson of 1966 to all
universities in the country exhorted them to develop their own science
parks and encourage the growth of high-technology concerns. It was as a
direct response to the Wilson letter that the seeds of Trinity College,
Cambridge, and the Heriot-Watt science parks were sown (Taylor 1985,
137).

By the middle of the 1960s, science policy, ‘the designation given to the
purposeful, politically-framed activity of funding research with public
money’ (Edqvist 2003, 208), was constructed in a time of rapid techno-
logical change associated with the beginning of the era of advances in elec-
tronics and software. By the 1970s the US and other countries such as the
UK were pursuing domestic co-operative technology policies designed to
improve technological innovation performance downstream (Stoneman
1987) (see Allen et al. 1978 and Gummett and Gibbons 1978). Thus, Pavitt
(2003) argues, the twentieth- and twenty-first-century phenomenon of an
active role contributing to economic growth and political expectation that
university-based research will be tied to broader social objectives is a
return to the nineteenth-century paradigm of usefulness. More than this,
universities are de facto engaged in global competition for eminence, as
illustrated by the increasing number of world and European rankings of
universities and national assessments of performance, which include a
range of criteria which relate to scientific excellence including scientific
publications and external income and also to their usefulness measured by
external income (Chapter 3).

The late twentieth-century territorial role, which authors such as Wolfe,
D. (2003, 99-100) would see as a natural extension of the observation that
proximity is important ‘in the transfer of knowledge from the institutions
that generate it to those that adopt and apply it’, can be seen as an exten-
sion of a system in which cumulatively-superimposed layers date back to
the 1940s. This progression is illustrated in Box 1.1 following Edqvist
(2003) who in turn built on Ruivo (1994).

Box 1.1 Policy progression from the 1940s to the present day.

Science as a source of strategic opportunity — 1940s
Science as a problem solver — 1960s
Science as a motor of progress — 1990s

And now
Science as a driver of regional economic development — late 1990s/2000s
Sources: Adapted from Edqvist 2003
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For Edqvist (page 210) the issue is not how new ideas will replace the
old, but how they compete with, absorb and transform their predeces-
sors, and he concludes that there is ‘a conflict between the different
layers, with different understandings of the purpose and the role of
science’. So we see at the beginning of the twenty-first century internal
and external debates about universities’ contribution to economic devel-
opment taking place within the context of a growing internationalization
of markets for students, increasing dependence of technology on science
and especially basic research (EC 2003b, 413) and multiple accountabili-
ties. Universities are very much part of the ‘new economy’, the hallmarks
of which are networks, innovation and knowledge and collaboration
(Martin et al. 2003).

In sum, eight interconnected paradigms can be observed which collec-
tively describe the current expectations on universities as to their contribu-
tion to innovation and economic development. First, the innovation
process is increasingly integrative as firms seek inputs from a range of
organizations including other firms, universities and national laboratories.
Second, although there is a common agenda of university and industry
interaction across Europe and the US - as there is indeed in other parts of
the world — the form that it takes is extremely diverse at the national,
regional/local and institutional level. Third, universities’ ‘quest for emi-
nence’ (Florida and Cohen 1999) has a number of utilitarian functions
relating to funding and political reward. A fourth trend is a growing
questioning of the role of universities and the consequences for higher
education from within academia and from other analysts regarding new
sets of accountability in relation to the economic development role per se
as well as the territorial role. This is accompanied by a far greater public
awareness of the ethics of research in areas such as stem cell research
(particularly in the US) and genetically modified foods (particularly
in Europe) which have profound effects on the location of scientific
research and the commercialization of that research. Fifth, the life-
sciences—biotechnology—pharma nexus has assumed significant importance
in national innovation systems and has strong parallels with the univer-
sity—defence nexus of the Cold War period. Sixth, there is a growing acad-
emic and policy-maker recognition of expanding and improving the
human capital base as the key to successful technology transfer. Seventh,
the entrepreneurial university has become the model for the twenty-first
century. Last, related to the previous trend, increasing resources are alloc-
ated to universities and local/regional organizations for fostering the local-
ization effects of technology transfer and translating that into economic
development. This amounts to a formalization and integration of universi-
ties into local/regional systems of governance to achieve that end. These
paradigms form the analytical framework for this book. Following sections
expand on these and succeeding chapters review the conceptual and
empirical underpinnings.
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Paradigms

Within the following paradigms are implicit, normative and positive
assumptions from a number of stakeholders about the position of universi-
ties in relation to innovation and economic development. These include,
for example, industry; the universities and individual academics;
organizations that represent both the institutions and the individuals
nationally and internationally such as the Worldwide Universities
Network (www.wun.ac.uk/); supra-national policy-making institutions such
as the European Commission and the European Patent Agency; and
national, regional and local policy-making bodies.

Paradigm 1 Innovation as a distributed and integrated process

Central to the argument that society will gain from the greater integration
of university and industry research and development is the observation
that the innovation process has been evolving from being less compart-
mentalized to being more fluid. In this paradigm, increasingly all stages
and sub-processes of innovation are less likely to be conceived and imple-
mented within one distinct enterprise and instead are likely to be ‘distrib-
uted” across several enterprises or other institutions (Coombs and
Metcalfe 2000, 50), so becoming a much more integrated and social
process (Oinas and Malecki 2002) (see also Edquist 1997). Not only does
industry now draw on a wide range of external resources, but university
science and engineering are becoming cross-disciplinary (Llerena and
Meyer-Krahmer 2003) and academics engage in joint scientific projects
with colleagues in both academia and industry on an increasingly global
scale (Archibugi and lammarino 2002, 101). Much of this has been driven
by financial incentives, for example in the European Union under its own
R&D programmes such as ESPRIT (information technology) and RACE
(advanced communications technology) (see Charles and Howells 1992 for
a discussion). At the same time, basic research is global in application and
does not necessarily relate to the region in which it takes place (Godden
2003, 23).

The blurring of boundaries is captured in Gibbons et al.’s (1994) distinc-
tion between Mode 1 and Mode 2 knowledge. Mode 1 knowledge is homo-
geneous, disciplinary and hierarchical and reflects the way that knowledge
has traditionally been produced in autonomous and distinct academic dis-
ciplines. Mode 2 knowledge, in contrast, is heterarchical, transient, trans-
disciplinary, socially accountable and reflexive and undertaken in a
context of application. The recent emergence of transdisciplinary research
centres within HEIs, which engage with external research partners and
increasingly rely on third-stream funding sources (developing their capa-
bility and responsiveness to the needs of business and other organizations
in the wider community — www.hefce.ac.uk/reachout/news/3stream.htm),
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can be situated within this new mode of knowledge production (OECD
1999, 81). Pavitt (2003, 90), however, is somewhat sceptical of this divide
and argues that the modes co-exist and that Mode 2 existed before Mode 1
and they are complementary. Mode 2 is seen by some as the normative
model for university-industry interaction. For example, Rutten et al
(2003, 247) argue that universities must adopt the Mode 2 model in order
to be part of the knowledge-producing sector as this is ‘the only way in
which HEIs can make a substantial contribution to (regional) economic
development’.

The distinction between basic and applied science, and hence the nature
of the relationship between these and each other and to commercial
potential through transfer of technology, misrepresents the pattern of
research activities (see Stokes 1997 in Hughes 2003). Stokes, amongst
others, has argued that a substantial proportion of university and publicly
funded research has always combined considerations both of use and of
the pursuit of fundamental understanding. Stokes’s diagram of Pasteur’s
Quadrant (Figure 1.1) illustrates the misleading dichotomous approach in
the linear model. The diagram draws a distinction between research that is
solely concerned with use, typified by the work of Edison; research that is
solely concerned with fundamental understanding, typified by the work of
Bohr; and research that involves both, typified by Pasteur, which Stokes
demonstrates has a long and distinguished role in the research structure of
natural sciences.

The problem for technology policy, therefore, according to Hughes, has
three dimensions. The first is how to encourage the importance of
Pasteur’s Quadrant in scientific and policy discourse. The second is how to
promote or support activity in Pasteur’s Quadrant by enabling scientific
recognition of society’s concerns with particular areas of use as a stimulus
for the pursuit of fundamental understanding in relevant areas. The third
is to how to encourage communication and interaction between the
quadrant communities. On this interpretation the success of the US in
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Figure 1.1 Pasteur’s Quadrant (sources: Stokes 1997; Hughes 2003).
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industrializing knowledge is to be understood less in terms of specific
policy initiatives to transform basic into applied research than in the
ability of its university system to populate all three boxes and enable inter-
action across them. This, Hughes argues, has been the result of the decen-
tralized, competitive and regional structure of the system and its close
coupling of research and graduate education, plus diverse streams of
funding and a close relationship of universities with state and regional
research needs.

Evidence for the increasingly distributed innovation processes, particu-
larly from the 1980s, is found in numerous studies which have documented
the growth in the use of external research and technical resources by firms
including collaborating or contracting out their R&D, design and engin-
eering needs partly in response to the rising costs of conducting R&D
(Wolfe, D. 2003, 93; see also Charles and Howells 1992; Katz and Martin
1997; Lawton Smith 2000). Estimates of the rate of return to publicly
funded research range between 20 per cent and 60 per cent (Salter and
Martin 2001). Returns are dependent on firms acquiring knowledge and
information produced by public research organizations (PROs) (universi-
ties, public research institutes and government laboratories) and success-
fully applying this information to their innovative activities (Arundel and
Geuna 2001, 3). The gains to universities are that inputs from industry
provide scientists with information that provides a better understanding of
the nature of the task, which aids in designing research programmes and
conducting experiments (Stephan 2001, Poyago-Theotoky et al. 2002).

The many forms through which interaction takes place between univer-
sities and industry are summarized below (adapted from Lawton Smith
1990). These include commercial and non-commercial activities, the inci-
dence of which does not vary only by institution or by country. For
example, general endowment plays a much greater role in the funding of
research in the US than in the UK, while academic entrepreneurship is
much less common in France and Germany than in the US and UK.

1 Transfer of non-commercial knowledge and expertise

graduated students

academic publications

informal networks of contacts

part-time secondment by academics to industry
part-time secondment of industrialists to academia
joint professorships in industry and academia
industrial liaison services.

e 6 o o o o o

2 General research support

e speculative research paid for by industry in a university department
e general endowment
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e ¢ifts of money provided for specific purposes
e ¢ifts of equipment (sometimes latest technology, but often out of
date).

3 Co-operative research

e interaction requiring some degree of co-operative planning e.g.
national joint research programmes and joint consortia

UK KTP scheme

collaboration in specially supported programmes

collaborators in international programmes

appointment of industrial fellows

joint industry/university studentships e.g. UK CASE, France
CIFRE schemes.

4 Commercial ventures by universities

short-term contract research on a specific problem

industrial centres and units operating on a commercial basis

testing services e.g. carbon dating, equipment testing

licensing of inventions

joint industry/university ventures

companies set up by universities/departments to exploit intellec-

tual property

university/colleges directly investing in local companies

e universities/colleges establishing science parks

e establishment of holding and administrative companies for uni-
versity owned companies

e companies set up by universities to market university intellectual

property.

5 Commercial activities by academics, technicians and students

e consultancy

e academics on boards of companies

e companies set up by academics and technicians to exploit intellec-
tual property or to develop equipment needed by departments.

The potential benefits from R&D collaboration to industry and universities
are summarized in Table 1.1. Although these have been characterized as
one or the other, they are also common goods where society benefits from
the gains from this process through the creation of new jobs, better products
and services and raising the pool of resource income through wealth cre-
ation that can be used to benefit society as a whole. Many of these can be
measured, although the process of measurement and what is actually meas-
ured are subject to much debate, not least because most long-run effects are
indirect and difficult to quantify (Candell and Jaffe 1999) (Chapter 3).
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Table 1.1 Gains to university—industry interaction

Gains to industry

Gains to university

Productivity gains and business
innovation

Enabling firms to capture knowledge
spillovers

Reducing duplication of firms’ R&D
investments

Supporting the exploitation of scale
economies in R&D

Support access of industrial firms to
R&D capabilities in labs

Supporting the creation of a common
technological ‘vision” within industry
that can guide R&D and related
investments by public and private
entities

Creation and development of human
capital, increased performance

Better able to conduct research and
experiments with input from industry
science

Facilitating and accelerating the
transfer of research results from
universities or public laboratories to
industry

Increased financial resources for
research or teaching

Increased contract funding for further
developments into a final product

Increasing funding for research enables
larger-scale research projects

Funding for research that is relevant to
industry and provides up-to-date
teaching material

Funding for students, research
assistants and post-doctoral students

Sources: Goldstein and Renault 2004; Mowery 1998; Geuna and Nesta 2003.

At the same time, this is not a universal pattern. Studies have
demonstrated that some industries develop without extensive engagement
with universities, while others show that industrial innovation has a life
cycle through which universities are important at some stage, usually the
early stage (Faulkner and Senker 1995; Lawton Smith 2000; Charles and
Howells 1992; Nelson 1988; Tushman et al. 1997; Nooteboom 1999, 2000;
Glasmeier 2000).

Paradigm 2 Diversity versus uniformity and systems of
governance

Common to much of the recent literature on innovation is a focus on sys-
temic features rather than on isolated events associated with heroic scien-
tists or engineers (Bunnell and Coe 2001; Shapira 2004a). Interest in
national innovation systems lies in the systemic character of innovation
and the key role given to the state as co-ordinator and last-resort decision-
maker (Noisi 2003). Policies at the national and supra-national level have
been based on the assumption that there is an interaction deficit within
innovation systems and across national innovation systems (Geuna et al.
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2003). Hence, the interplay at the national level of education, science and
technology as well as industry and other policies constructs the rules of the
game by which the commercialization function is prioritized over other
activities, which in turn is how the client group(s) is/are defined at particu-
lar moments in time. This prioritization within a NIS determines the incen-
tives (often involving funding) for the commercialization of research, for
the accessibility of knowledge to industry and to wider communities, and
how outcomes are evaluated.

The national innovation systems (NIS) concept, which had its roots in
early work by Freeman (1987), is based on two related assumptions
(David and Foray 1995). These are, first, that technical capabilities lie at
the core of a country’s international competitiveness and, second, that the
development of such capabilities is influenced by issues of national local-
ization and can be managed by way of proper government action. The
position of universities in this framework is that the purpose of knowledge
institutions is to increase take-up of technology. What makes countries
differ is not only the strength of national scientific resources (Grupp 1995)
but also on the distribution power of their innovation systems (David and
Foray 1995; Foray 1997). This is defined as nations’ capacity to ensure
timely access by innovators to stocks of knowledge held in its institutions
and firms. OECD (2002a, 8) reinforces the notion that it is the national
system of innovation that has primacy while arguing that individual institu-
tions are the best place to determine the practice of industry—science rela-
tions, and that it is governments which have responsibility for setting the
basic rules and institutional frameworks that reflect the public interest but
provide the right incentives to firms, public researchers and organisations
alike.

While each country has its own specific institutional structures and
national innovation systems agenda, there are two main models
(OECD/IHME 1999, 28):

e the centralized model in which the national government is the main
source of funding e.g. Finland, France, Hungary, Italy, Japan, New
Zealand and the UK

e the decentralized model where regional authorities are the main
source of funds — Australia, Canada, Germany, Spain and the US.

Recent studies have emphasized that innovation systems are constantly
being reconfigured because the roles of knowledge institutions tend to
change over time (Edquist 1997; Gregerson and Johnson 1999; Lundvall
and Maskell 2000). In the 1980s and 1990s, Italy, France, the UK and the
US among many countries introduced major legislation which changed the
basis on which universities interact with industry. For example in 1999
France introduced reforms which were designed to encourage academic
entrepreneurship. Llerena et al. (2003), however, are sceptical about
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whether the reforms have in fact delivered the necessary university auto-
nomy — the essential condition.

Other research has challenged the primacy of the national system of
innovation. This is because firms and researchers are entwined in thick
networks of international relationships that cut across national barriers
(Brusoni and Geuna forthcoming). While some of these networks are
associated with the activities of transnational corporations who collaborate
directly with universities in non-home countries and through consortia
such as EU and international programmes, in other cases small firms are
engaged in similar kinds of collaborative activity (see for example Lawton
Smith 2000). Moreover, missing in the NIS analysis is the relationship
between supra-national agencies — such as the European Union - and
international regulatory regimes. Indeed comparisons between Europe
and the US have often under estimated the importance of high levels of
public funding for basic research in conjunction with the multiplicity of
entrepreneurial funding agencies that target new lines of enquiry, and over
estimated the ability to commercialize technology (Geuna and Martin
2003). Yet another way of assessing the economic impact is to look at the
contribution to exports. For example, in Australia, the HE system is the
largest national export industry, exceeding strong sectors such as agricul-
ture (see OECD 1999, 39).

Paradigm 3 Eminence

Lundvall (1988, 364-5) described the academic mode of behaviour in a
more innocent age: that science is produced in universities as a result of
non-pecuniary incentives and that the ‘search for excellency’ is a strong
motive power. Citing David (1984) he believed that ‘the output of science
will be widely dispersed because the world-wide diffusion of research
results is a precondition of excellency’. He also perhaps ahead of his time
recognized the dangers of subordinating academic activities to industry:
‘that the academic mode might lose one of its principal merits — the tradi-
tion for world-wide diffusion of knowledge’. Now academic eminence not
only implies distinction in scientific endeavour, it can be ranked and has a
utilitarian value.

Herbst’s (2004, 17) assertion that a substantial performance gradient
separates US research universities from the rest of the world is supported
by a world ranking of universities published in 2004. (Institute of Higher
Education, Shanghai Jiao Tong University ed.sjtu.edu.cn/ranking.htm.
Universities were ranked by several indicators of academic or research
performance, including alumni and staff winning Nobel Prizes and Fields
Medals, highly cited researchers, articles published in Nature and Science,
articles in Science Citation Index-expanded and Social Science Citation
Index, and academic performance with respect to the size of an institu-
tion.) This shows that the US has the most eminent universities: eight of
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the top ten are US universities and all but 15 of the top 50 universities are
American. Two UK universities are in the top ten: Cambridge (fifth) and
Oxford (ninth). The top non-UK EU university is the Netherlands’ Uni-
versity of Utrecht (39th) with Paris 6 41st. A more recent ranking of the
world’s top 200 universities produced by the UK’s Times Higher Educa-
tion Supplement (2004), using a different set of indicators, finds the US still
dominating the top places in the list, with seven in the top ten, with Oxford
and Cambridge fifth and sixth. ETH Zurich is tenth, but the top non-UK
European university was the Ecole Polytechnique in France (27th). An
elite grouping of these leading research universities — the ‘global elite 8 —
including Yale and University of California, Berkeley (UCB) in the US,
ETH Zurich and Tokyo University have formed a consortium designed to
‘increase opportunities for global research, teaching and learning through
faculty collaboration and exchange, research training cooperation, under-
graduate and post-graduate student exchange, joint/double degree pro-
grammes, exchange of best practices and protocols and benchmarking’
(Jobbins 2005, 6).

The European Commission (2003b) ranked top national institutions at
member state level using the indicators of number of publications, number
of citations, and citation impact. The last indicates whether or not a uni-
versity’s scientific publications in leading academic journals are cited more
often (or not) than publications in those journals on average. The leading
universities of each country were then ranked against each other on
performance in more than 20 disciplines, ranging from clinical medicine to
electrical engineering. London University came top in both the number of
publications and citations, by some considerable distance. Paris 6 and
Milan University were ranked second and third respectively. Cambridge
University had the highest overall university impact scores. When Euro-
pean universities were ranked according to citation impact against the
world average, 22 EU universities scored above the world average. The
top two were Cambridge and Oxford, followed by Eindhoven University
of Technology and Technical University of Munich. Eight countries were
represented in the 22 with seven universities from the Netherlands, five
from Germany and four from the UK included. The Commission Report
also finds that Europe’s performance is around average in 11 broad fields
of science, and therefore inferior to that in the US.

In Europe, particularly in the UK, a political debate is taking place on
how far the elite model should be replicated. The question is whether gov-
ernments should promote a greater concentration of resources in a limited
number of research centres or should make efforts to raise the qualitative
level at the national level (Cesaroni and Piccaluga 2003, 2). In the UK aca-
demics and politicians have expressed serious misgivings about the
‘government’s drive to further concentrate research in top rated depart-
ments and universities’ (Thomson and Goddard 2003). Haines (2003) asks,
‘would the University of Westminster (which was given a 3b in the RAE
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1996) who designed the modem for Nokia and Ericksson mobile phones
have been able to do their research if their funding settlement has been
dismissive of work of “attainable national excellence”?’

Eminence is also an aspect of the conditions under which universities
engage in economic development and is considered to be instrumental in
overcoming market failure particularly in context of markets for know-
ledge (Sine et al. 2003). These authors demonstrate that institutional pres-
tige increases a university’s licensing rate over and above the rate that is
explained by the university’s past licensing performance. Because licensing
success positively impacts future invention production, they argue that
institutional prestige leads to stratification in the creation and distribution
of university-generated knowledge. Prestigious universities have a dispro-
portionate influence on the evolution of technology not because they are
necessarily superior creators of technology but because their prestige facil-
itates technology transfer. Moreover, if more prestigious institutions are
better able to diffuse knowledge than less prestigious institutions, then
inventors from high-prestige institutions will have a disproportionate
effect on technological change in society. Another take on this is that the
more eminent scientists are better able to maintain research output and
quality. Zucker and Darby (1996), Louis et al. (2001) and Siegel et al.
(1999) all found that faculty members involved in commercialization pro-
jects typically re-invest their profits in laboratory equipment and addi-
tional post-doc researchers, reinforcing their research capacity and
maintaining their positions. On the other hand, Geiger (2003, 6) finds that
firms seeking research assistance with product development or applied
research will sacrifice prestige in research partners — which makes local
partners more attractive. ‘Local partners have the additional advantage of
promoting closer interaction with company researchers and greater ease of
hiring students’.

Paradigm 4 Defence and biotechnology

From the Second World War onwards, defence expenditure dominated
national R&D expenditure and underpinned large sections of the
economy. In the third quarter of the twentieth century, the biotech sector
became the ‘new defence industry’. A massive explosion in research
funding in universities and other research institutions in the public and
private sectors and their close ties with industrial customers (big-pharma,
agbio companies, biotech companies) mimic patterns in the defence indus-
try. On the other hand, while defence spending was a hidden regional
policy (Boddy 1988) and the origins of successful high-tech clusters based
on defence technologies tended to be suppressed for ideological reasons
(Eisinger 1988 in Etzkowitz 2003), the biotech sector is identified as a key
driver of economic development at national and regional levels. More-
over, unlike defence, where public concerns have been expressed about
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weaponry rather than the research process, controversies about the ethics
of research and applications of bio-technologies are in the forefront of
public debate.

The importance of university research to drug development is illus-
trated by the case of the three biggest pharmaceutical companies in the
UK donating £4 million to medical research at universities (including
Oxford) that involves animals. Animal testing is one of a number of
factors which drug companies, which are major funders of university
research, take into account in locating their research. For the UK, safety
fears are speculated to drive research abroad, especially to the US. Other
factors include prices paid for medicines by health care services and the
quality of the science base — which is where the UK competes strongly
(Firn 2004, 3). In the US a study of developments in medical treatments in
cardiovascular-pulmonary medicine found that nearly half of the concep-
tual steps in the ten most important treatments came from basic
researchers (NIGMS/NIH 1997).

Paradigm 5 Accountability and responsibility

Throughout the long engagement with industry, debates about ethics,
problems relating to the freedom of publication and other barriers to flows
of information have taken place (see Charles and Howells 1992). This is
one aspect of the increasingly complex issue of to whom or what and why
universities are accountable and what their responsibilities are in relation
to innovation and economic development. The number of stakeholders
interested in universities’ performance has increased over time and now
include: policy makers at national and regional levels, government and
non-commercial funders of university research, the universities and their
individual academics whose careers are assessed on particular criteria, stu-
dents whose education may be affected by these changes, industry and
society at large. Transformations in HEI systems have raised questions
about accountability.

Five questions are open to debate. The first is, what is the function of
universities in relation to the generation and diffusion of knowledge? The
second is, how should the ownership of that knowledge be managed and
how does that affect their performance? Third, how should universities’
performance on both criteria be evaluated? Fourth, how can universities’
greater involvement in economic development be of political benefit?
Fifth, what are the consequences of changes to the first three?

For the first, in the opinion of Paul David and his colleagues (David et
al. 1994, 19), the primary and unique function of universities is to be the
‘node in the open knowledge-generating network’. Second, related to this
is the question of the rights of universities to their intellectual property
and the terms of trade with which they engage with industry. David and
Foray (1995) identity three dimensions of knowledge affecting generation,
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acquisition and distribution processes: (1) degree of codification, (2) com-
pleteness of disclosure, and (3) ownership status. These are used to define
a space in which various types of economically relevant science and
technology can be located. They make the distinction between ‘open
science’ which may be associated with academic research, including
government-sponsored and even business-sponsored research conducted
under ‘university-like’ organizational norms affecting the autonomy of
individual researchers. In the world of ‘proprietary science’ research is
undertaken with the intention and quasi-contractual pre-commitment of
the researchers to the organizational goal of extracting economic rents
from the knowledge gained, either by keeping it a secret and using it in
directly productive activities that end in the sale of conventional commodi-
ties, or by converting some or all of the knowledge into assets that, as
legally protected property, can be readily owned and alienated for valu-
able consideration. For David et al. (1994) the issue is not whether such
involvements are mutually beneficial to the participants or the public at
large. Rather they take the issue to be the terms on which such involve-
ment can be established, and whether they allow the university’s ability to
function as an open knowledge-network node to be perpetuated. For
Geuna and Nesta (2003, 4) the paradigm shift has gone so far that, rather
than the dominant norm being that universities are mainly engaged in
managing research agreements in firms, now the primary task of techno-
logy transfer is to ‘assess and protect IP and make it available to industry’.
They argue that positive impacts will occur only if the costs of the techno-
logy transfer operation are counterbalanced by income. Evidence from the
US and Europe is that most universities do not make a profit through the
technology transfer offices and/or through IPRs.

Third, the recognition of the commercial potential of university
research is being matched by an increase in measures designed to evaluate
the outputs of universities, public laboratories and programmes designed
to improve flows of knowledge between these bodies and industry. The
performance of countries, regions, institutions, departments and indi-
viduals and programmes are increasingly benchmarked (see for example
OECD 2002a: Benchmarking industry—science relationships (IRS),
Boekholt 2003 and Morgan and Nauwelaers 1999). The range of interested
parties in industry-science relationships (ISR) is indicated by OECD
(20024, 7) which states that

To benchmark ISR is to compare their relative efficiency in meeting
and reconciling the needs of the main stakeholders (government,
industry, public research organizations, civil society), and to relate dif-
ferences in performance to observable characteristics of industry-
science linkages, which are amenable to public policy. To this end,
industry and science linkages should be evaluated along three dimen-
sions: nature and relative importance of channels of interactions; their
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incentive structures; and their institutional arrangements. Which leave
a big hole where aspects are not amenable to public policy.

Shapira and Kuhlmann’s (2003) edited book tackles the issues of the
evaluation of public policy structures and initiatives designed to advance
research innovation and technology. As they point out from discussion of
the US case — which is generally applicable — ‘science and technology
evaluation is clearly influenced by broader political and societal change’
(page 8 and see Cozzens same volume). Cozzens (2003, 59) argues that a
sea change occurred after the Second World War in research and innova-
tion policy which involved the claim by university-based researchers for
relative autonomy within the larger political system. Since then ‘US
science policy has been characterized by a tension between autonomy and
accountability’. Those adopting the former position want to justify Federal
investments in research on the basis of general claims about the contribu-
tions of science and technology to prosperity while those who espouse the
latter perspective want those benefits to be demonstrated concretely. The
merits of the latter approach is implied by Kuhlmann (2003), who argues
that a more deliberate effort to better integrate evaluation and science and
technology assessment techniques into innovation systems, with a view to
improving understanding and inform future policies through the use of
‘strategic intelligence’, should be adopted. He also suggests that the key
concept of the new wider understanding of evaluation is ‘negotiation’
among participating actors, whereby decisions are made as a continuous
process and evaluation results are one piece of information amongst many,
and the process is participative — although not easily achieved in practice.

Fourth, the politics of why universities might see it to be in their own
best interests to engage overtly in the process of economic development
lie in three possible avenues to political reward (Bozeman 2000). The most
common is for the laboratory to be rewarded for the appearance of active
and aggressive pursuit of technology transfer and commercial success — but
this might make the form of the activity being its own reward and publicity
for activities being part of the game. Other less common avenues are the
laboratory being rewarded with increased funding for demonstrating
technology transfer and the recipient of technology transfer communicat-
ing to the policy makers the value of its interaction. Bozeman also notes
there is a close connection in the US between the growth of research on
technology transfer and that of policies and government activities relating
to technology transfer. Kenney (1986) earlier argued that universities
legitimate ideology, thus being both responsive to and for the entrepre-
neurial agenda.

Fifth, as well as the gains to interaction, one of the negative con-
sequences of the closer integration is the lack of universities’ ability to
function as an ‘open node’. Noble’s (1977) corporate manipulation thesis
essentially argues that corporations interfere with the normal pursuit of
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academic science and seek to control relevant university research for their
own ends. An early version of this is reported by Florida and Cohen (1999,
593) who cited Chemistry and Engineering departments in the US at the
start of the twentieth century which were host to a deep struggle between
faculty who wanted to pursue applied, industry-oriented research and
other faculty who wanted to study anything so long as it was basic
research. This was particularly deep at MIT (Servos in Florida and Cohen
1999, 594) where departments that became dependent on industry lost
eminence as prestigious faculty members moved away. One goal of
postwar government funding was to counteract this negative impact of
industrial support.

Others such as Paul David (see for example 2005) are sceptical about
the current focus on commercialization. Van Reenan (2002, 18) for
example, argues that there are risks to the public policy of encouraging
universities to commercialize more of their research. There is a genuine
concern that protecting of IP in universities could undermine open science
that gives moral incentives for academics to do pioneering research. As
long ago as 1986, Kenney highlighted the conflicts of interest in the US
biotech industry ‘which stem from the fact that nearly all of the biotech-
nology researchers have university appointments and yet work for and
sometimes own substantial interests in companies that are commercialising
biotechnological research’ (page 113). In the UK a report published in
2003 by the Royal Society, ‘Keeping Science Open’, highlighted a ‘most
unhealthy “gold rush” mentality’ originating in biotech but infecting other
fields. The Royal Society (2003, v) expressed a belief ‘that public funding
of the UK science base should be based on quality, since high quality
research is the gateway to both advances in knowledge and to wealth cre-
ation based on science’.

Coombs and Metcalfe (2000) argue that the challenge for both the uni-
versities and the policy makers is to ensure that the quality of research in
the universities is not lost in the drive to align the interests of universities
and business. In the US, similar problems of open science versus control
and access to research findings and the loss of commitment to teaching,
shifting attention away from fundamental research questions, have been
found (Stephan 2001) and distrust created between adviser and students.
Conflicts have been reported in Chicago, Columbia and Cornell universi-
ties (Marshall 1999 in Poyago-Theotoky et al. 2002).

The controversy over the potential to patent human genes is a further
dimension to the issue of accountability and has a direct impact on what
can be undertaken in the lab. For example, animals are patentable in the
US and Japan but not in the EU. Patenting may slow down the research to
innovation process. Moreover, researchers working with pharmaceutical
companies realize that there is a choice of where to undertake clinical
trials, but have their own moral stance and personally imposed standards
on what is acceptable. Salter and Frewer (2002, 14) observe:
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As one moves from pure research knowledge through its develop-
ment, so there is an engagement between scientific and industrial
interest in the process of standard setting. In the health arena, the
state apparatus of medicines control, the CSM and the MCA, medi-
ates that process. In this context it is interesting to note Abraham’s
observation that ‘because the science base is so malleable, social and
political factors may enter into medicines regulation under the guise of
problem solving with relative ease, and when they do so it is of crucial
importance to understand how they relate to the competing interests
involved.

(Abraham 1997, 160, his stress)

Finally, it is worth considering the sources of criticism of whether univer-
sity research is relevant to the needs of industry. In Europe, the debate
about universities and their relevance is debated more strongly in some
countries than others. Pavitt (2003) finds that while it remains the case that
technologically aware companies continue to value academic researchers,
critics of lack of relevance are much more vocal in the UK than in the US,
Switzerland and Scandinavia. In the UK, ‘Most of the criticism comes
from government officials and politicians ... often based on simplistic
notions of accountability’. He ascribes this to the relative weight of these
officials compared to that of technologically dynamic businesses in the
political system.

Paradigm 6 Massification of higher education

The teaching role of universities and contribution to the skills that are
needed by industry has undergone considerable transformation since the
1960s, and is continually being revaluated in the light of the debate about
universities’ contribution to economic development. In line with Mason et
al. (2004) and Bozeman (2000) it is argued that scientific and human
capital is often neglected in assessments of technology transfer effective-
ness, and that internal and inter-country differences in the workings of
scientific and engineering labour markets are neglected. This reflects the
lack of attention paid to the sub-system related to human resource devel-
opment, including formal education and training and the organization of
knowledge creation (Lundvall 2002, quoted in Mason et al. 2004). The
bottom line is that promoting university commercialization is misplaced
because universities are identified as a source of technology not talent
(Florida 1999).

In both Europe and the US, there is, however, an increasing recognition
of the importance of upgrading skills in the drive to improving economic
performance. Across Europe, in the expansion of university systems in the
last two decades, participation rates have risen sharply and with them
there has been an emphasis on improving the performance of institutions.
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The Europeanization of university teaching is part of the process of maxi-
mizing efficiency (see Chapter 4). In the US, provision of training pro-
grammes has risen in the national and regional political agenda. For
example, as Walshok ez al. (2002, 29) point out, while the research base is
important for industry in San Diego, part of that story is the continual
access to recent graduates and continuing education offered by research
universities. Yet whether universities’ prime task is to prepare students for
the world of work is contentious (see Wolf, A. 2002).

Paradigm 7 The entrepreneurial university

The entrepreneurial university encompasses a third mission of economic
development in addition to teaching and research (Etzkowitz et al. 2000,
314). This role dates back only as far as the late twentieth century. For
Etzkowitz (2003, 300) ‘the organizing principle of the Triple Helix is the
expectation that the university will play a greater role in society as an
entrepreneur’. Following Schumpeter (1949), he makes a key distinction
between the entrepreneur as an individual and the individual as part of a
collective system, and ‘the entrepreneurial function need not be embodied
in a physical person and in particular a single physical person’. He records
that Schumpeter had identified the role of the US Department of Agricul-
ture in creating an agriculture innovation system. Governments in every
EU member state have implemented policy reforms to encourage innova-
tion and entrepreneurship.

Drawing on Etzkowitz (2003), entrepreneurship is defined broadly here
as those activities designed to encourage the commercial application or
spin-off of university scientific and engineering research. The entrepre-
neurial role is defined as that activity where the intention is to put into the
public-industrial domain that technology which has a commercial value.
This includes patents, licences, spin-off firms and science parks. Academic
entrepreneurs, as has already been suggested, are not a recent phenome-
non (see for example Etzkowitz 1983, Geiger 1986 and Slaughter and
Leslie 1999). Kenney (1986) records the development of professors as
entrepreneurs in US universities focusing on cultural and institutional
change and the associated ethical issues in the biotech sector and institu-
tional responses. What appears to be happening is that the rate of spin-offs
has been increasing since the later 1980s although the majority are formed
from within the most prestigious universities such as Stanford and MIT in
the US (see Shane 2004).

Indeed, not all universities are entrepreneurial or have the capacity to
be so. This depends on their position with the HE hierarchy and also the
models they chose to adopt for themselves. Vorley (2004) identifies three
classifications of universities which are instrumental in the way IP is
managed and further research identified: (1) Active Commercialization,
(2) Research Internalization and (3) Science/Technology Innovators
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(Capitalist and Collaborative). It is these strategies which have come to
define universities, or their respective departments. The first are institu-
tions pursuing an active commercialization management strategy and are
generally those institutions which are able to generate, and are in receipt
of, higher research incomes. The strategy of the second type is not imme-
diately concerned with commercialization or with directly increasing fiscal
capacity, as is the case with institutions pursuing strategies of Active Com-
mercialization. The emphasis of Research Internalization is instead on the
capacity of the university to internalize the development of science to the
point of becoming commercially viable. Inevitably this means that com-
mercial exposure to competitive market conditions comes at a much later
stage and the motivations of research and development necessarily consti-
tute part of a longer-term project. The third type of research management
strategy pursued by universities may be identified as a variation of the pre-
vious two. Institutions pursuing this strategy largely focus on the earlier
stages of scientific innovation and the embryonic development of tech-
nologies. This is in contrast to either spinning out the technology or pursu-
ing development to achieve the consolidation of technology.

Science parks are included here under the entrepreneurial role rather
than the territorial role because their origins lie in the entrepreneurial
activities of universities rather than specifically with economic develop-
ment in mind. Science parks originated in the US in the 1950s, spread to
Europe in the 1960s and 1970s and have now become a worldwide phe-
nomenon (Lindholm Dahlstrand and Lawton Smith 2003).

A Science Park is an organisation managed by specialised profession-
als, whose main aim is to increase the wealth of its community by pro-
moting the culture of innovation and the competitiveness of its
associated businesses and knowledge-based institutions. To enable
these goals to be met, a Science Park stimulates and manages the flow
of knowledge and technology amongst universities, R&D institutions,
companies and markets; it facilitates the creation and growth of
innovation-based companies through incubation and spin-off
processes; and provides other value-added services together with high
quality space and facilities.

(www.iaspworld.org/ IASP International Board, 6 February 2002)

Economic development is claimed to be an objective of the International
Association of Science Parks and indeed is a popular instrument of
regional development and/or technology policy, for example in France and
Malaysia. Evidence suggests that, while parks have a role to play in the
transfer of research-based ideas into new business ventures, many firms on
parks, particularly in the UK, have little contact with the university result-
ing from a park location (see Massey et al. 1992 and Lindholm Dahlstrand
and Lawton Smith 2003 for a review).
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Paradigm 8 The territorial role

The last paradigm is the territorial role and the universality of engage-
ment in local systems of governance. Here that role is defined as that
which is intended and orchestrated rather than that which happens as a
consequence of multiplier effects of being located within an economy
such as employers, purchasers of goods and services, as ad hoc collabor-
ators and providers of services and engaged in a variety of civic functions.
The missions of universities, will of course, vary depending on size of uni-
versity and of its catchment area, and the local and regional context
(Glasson 2003). But for Etzkowitz and Leydesdorff (1997) the gover-
nance role is well established in the US and Europe, and they conclude
that various systems which were previously considered functionally
differentiated have become integrated at various levels of structure as
national and regional policy have become interconnected. The extent
to which system integration occurs in both continents is examined in
Chapters 4 and 5 (universities in innovation systems in Europe and the
US respectively).

Along with the governance role is an additional set of de facto and de
jure accountabilities. These may take the form of direct reckoning where
funding has been allocated for research or for outreach activities. They
may be ‘political’ whereby the university itself — or organizations
charged with bringing universities into closer contact with the customer
(industry or networking organizations) — claim that the university’s
actions demonstrate that there has been a response to the call for greater
engagement.

Conclusions

This chapter has set out to show that, although universities and territorial
development are currently high on the political and academic agenda,
there is a long history of engagement and parallels can be found with pre-
vious periods of history. The purpose of the eight paradigms that emerge
from the brief historical overview is to provide the analytical framework
for identifying how universities are positioned within economic develop-
ment processes per se and within local or regional economic development
in particular. Collectively they indicate that there have been changes in the
organization of the innovation process, which place universities more cen-
trally; that the degree to which this happens depends on the construction
of particular systems of governance (supra-national, national and sub-
national); that academic eminence has a utilitarian function; that biotech-
nology is the ‘new defence industry’; universities are subject to multiple
accountabilities; that the primary contribution of universities to economic
development is through human capital development rather than techno-
logy transfer; that universities are increasingly entrepreneurial and that



New paradigms in the twenty-first century 31

incentives from national and sub-national organizations to work with local
industry and organizations amounts to participation in systems of gover-
nance. Above all they demonstrate a particular kind of rhetoric — that of
stakeholders and agenda-setting in discourses reflecting current debates
about value for money across public sector provision.



2 The regional economy and the
university

Introduction

From the mid-1980s onwards, studies of geographies of innovation have
established that high-tech firms cluster around universities in a way that
older industries such as cars and steel did not. Now a university’s presence
is identified as being a key factor without which high-tech activity would
have been unlikely to develop in a location and even less likely to grow:
the large research university is a catalyst, whether or not it is proactively
involved in that development (Doutriaux 2003 on research in Canada).
This association was not always so. It was military and other public
research establishments that were identified as having a significant impact
on the growth of high-tech industry in some regions (see for example
Breheny and McQuaid 1987 on Berkshire in the UK and Markusen et al.
1986 in the US). This chapter then is about why the university—territory
interface has now assumed such a politically important role in regional and
local economic development. It sets out the arguments that are supported
or challenged by evidence in later chapters.

Distributed and integrated innovation systems and their

geography

One of the driving forces behind the territorialization agenda is based on
the paradigm that processes of innovation are increasingly distributed
between different organizations. Theoretical approaches which address
the importance of proximity to the innovation process to varying degrees
highlight technological, social and economic processes. For example,
Oinas and Malecki (2002) articulate the geographical and temporality of
innovation processes in their concept of spatial innovation systems (SIS).
The authors define SIS as consisting of ‘overlapping and interlinked
national, regional and sectoral innovation systems which are all manifested
in different configurations through space’. Central to their approach are
(1) the external relations of actors and (2) the variability of weights of dif-
ferent places or regions as centre points of particular technological paths
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in time. It is not just places that vary in importance as centres of innova-
tion over time, the roles played by universities and national laboratories
vary over time. This approach has the merit of drawing attention to the co-
existence of interdependent factors operating at a particular time shaping
geographies of innovation.

Technological explanations

The argument that the innovation process is more effective if it is localized
is based on speed and efficiency of technology transfer in industries char-
acterized by rapid technological change. Technical fields vary in the
degree of innovative opportunities and appropriability conditions (see
Carlsson 1997; Malerba and Orsenigo 1997). In general the pattern is that
research is relevant primarily at the early stages of the innovation life cycle
with the emergence of new technological paradigms. Therefore firms will
be located close to universities only in order to gain access to the latest
research findings more easily (EC 2001b) (see Swann et al. 1998 on the
declining impact of the science base on the computing and biotech indus-
tries in the UK and the US as an illustration of this point). Moreover, the
extent of the impact of proximity will be stronger where there is a close
match between the scientific level of the firms’ R&D personnel and scien-
tists and engineers in universities. The better the match, the easier are
processes of engagement between the two groups, particularly between
personnel with doctorates (see Hicks 1995 in Mason et al. 2004). Hence
larger firms are also more likely to have links than smaller firms (Arundel
and Geuna 2001) because of their greater capacity to absorb the findings
of university research, a finding supported by Veugelers and Cassiman
(2003) in their study of Belgian manufacturing firms. The most obvious
manifestation of the advantages of proximity determining corporate activ-
ity is the location of the research laboratories of multinational companies
(MNC) near to major research universities. For example, in Cambridge,
UK, Microsoft arrived in 1997 preceded by Xerox, Hitachi, Toshiba,
Olivetti and Oracle, among other firms locating research facilities in Cam-
bridge in close collaboration with university departments (Garnsey and
Lawton Smith 1998).

The apparent close relationship in newer sectors is only one small part
of the story of industry’s engagement with universities. Numerous studies
have found that older industries also have extensive links with universities
although the mechanisms may different and include more short-term
interaction. For example Cohen et al. (2002) studied several low techno-
logy sectors such as food, paper, glass and concrete. Lawton Smith (2000)
compared university and industry links in a traditional industry (the flow
measurement industry) with those in a high-tech industry (electronics
components). Both of these studies found similar results to those found by
Meyer-Krahmer and Schmoch’s (1998) analysis of university—industry
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interaction in five fields. Their research showed that while collaborative
research and informal contact overall were the most important, mechan-
isms differed within the different fields. In mechanical engineering the
main mechanism used was contract research to solve specific technical
problems, whereas in chemistry the provision of personnel and education
are the most important means of technology transfer.

Social explanations

The most common explanation given why innovation works better if local-
ized is that it is a social process. As some of the knowledge needed by
firms to innovate is tacit, for knowledge transfer to occur effectively,
direct, personal contact between scientists and engineers in different
organizations is required. Such contact provides the basis for establishing
norms and standards which form the basis of practice of interaction
(Lundvall 1988). Pavitt (1998a, 797) encapsulates the thrust of the argu-
ment for geographically proximate networked relationships made by a
number of others (see, for example, Antonelli 2000). Pavitt suggests that,

the main practical benefits of academic research are not easily trans-
missible information, ideas and discoveries available on equal terms to
anyone in the world. Instead they are various elements of problem-
solving capacity, involving the transmission of often tacit (i.e. non-
codifiable) knowledge through personal mobility and face-to-face
contacts. The benefits therefore tend to be geographically and linguis-
tically localized.

Thus networks, which have many different qualities and strengths, which
link university research and industrial practice are embedded within
particular locations linking people who are expert in different aspects of
the innovation process. Granovetter’s 1973 essay on the ‘strength of weak
ties’ argued that weak ties are indispensable to individuals’ opportunities,
are more flexible than strong formal ties and distant contacts are particu-
larly useful because they provide access to new flows of information. They
are channels of the type described by Owen-Smith and Powell (2004, 5-6)
as social connections that ‘diffusely and imperfectly direct transfers
between nodes, facilitating information spillovers’ or as ‘closed conduits,
characterized by legal arrangements’. The context in which these networks
operate is important as it matters whether ‘the nodes that anchor a network
pursue public or private goals’ (page 17). Here the transfers of knowledge
can be through informal contacts between individual academics and indus-
trialists (weak ties), or more formally encompassing teams of people in aca-
demic departments, technology transfer organizations, venture capitalists
and so on (strong ties) but where the nature of interactions are governed by
the terms of trade set out in contractual arrangements.
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Networks therefore can be seen as political systems that contain many
competing and overlapping rationalities (Tracey and Clark 2003). Thus, in
this context, pressures on academics to associate and network with people
in industry, especially within the local level, may be misguided either
where they overstate the importance of proximity in innovation or because
individuals may be already engaged in extensive networks and the pres-
sure to develop new ones may compete with personal professional object-
ives. Malmberg and Power (2004) also have their doubts about the
overarching importance of local interaction. They argue that the challenge
for firms is to link up with global flows of knowledge, and it is most crucial
for firms to try to link up with the best universities and research institutes,
whether or not they are local. Many firms and researchers are participants
in thick networks of international relationships that cut across national
barriers (see also Brusoni and Geuna forthcoming; Oinas and Malecki
2002).

While the importance of networks is assumed, it is difficult to prove.
Arundel and Geuna (2001) point out that many available studies lack
direct evidence of the knowledge flow from the producer of knowledge to
the user, and that none of the research that they looked at investigated
why proximity might matter. While the tacitness theme is strongly
represented in the literature on universities and proximity, Arundel and
Geuna (2001, 12) find that it has its limitations for explaining why innova-
tion is more effective if it is localized, and there are two criticisms of the
tacit knowledge explanation for proximity effects. First, Breschi and
Lissoni (2001) comment that other factors such as the economics of know-
ledge codification, labour markets and appropriation strategies (for
example Saviotti’s 1998 model of the extent of the codification of know-
ledge) could explain the phenomenon of localization. They find that this
argument is compelling given the paucity of direct evidence for the effect
of proximity on knowledge flows. The second criticism comes from Cowan
et al’s (2000) theoretical evaluation of ‘tacit’ versus codified knowledge.
They suggest that very little knowledge is intrinsically tacit in the sense
that it is impossible to codify. Instead much of what is believed to be tacit
could be codified if economically worthwhile, while other knowledge
appears to be tacit only to the uninitiated. They argue, however, that this
criticism, although raising doubts about the role of tacit knowledge per se,
does not counter a need for personal contact in order to transfer know-
ledge effectively.

Economic explanations

Economic explanations why research-intensive firms cluster around uni-
versities fall into two main camps. The first is based on cost-reduction
arising from local concentrations of industrial activity, the second is cost
reduction through increasing returns to scale through urbanization
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economies. Of the first, Scott’s (1988) transaction-costs approach assumes
that the concentration of innovative firms results in the availability of
agglomeration economies — that is the costs to each firm engaging with
universities will be lowered by the co-presence of others undertaking the
same kind of activity thus sharing the costs. The increased costs associated
with increased external (as against internal) transactions will create a
‘spatial pull’ whereby firms will tend to agglomerate to shorten the length,
and hence the cost, of external linkage. The spillover argument is that
beneficial externalities accrue to organizations and individuals from co-
location. Geographical spillovers are defined as flows of ideas between
agents at less than original cost (Griliches 1992, in Adams 2002) and are
the central theme in endogenous growth theory (Romer 1986, 1990; Gross-
man and Helpman 1991). In this logic, knowledge spillovers are an exter-
nality that is at least temporarily bound by geography and, as a result,
confers disproportionate benefits on nearby firms. This is not a general
pattern as not all types of industrial structures can promote knowledge
spillovers equally; they are not constant over time, and affect mature and
young industries differently, being more important at the early stages of an
industry’s life (Acs and Armington 2004). Antonelli and Quere (2002,
1058) favour the positive effects of the reduction transaction and commu-
nication costs of geographical proximity in explaining how innovation
systems work. For them, ‘geographical space acts as the basic governance
mechanism’ in reducing such costs and makes interaction easier. A differ-
ent kind of economic explanation is that dense concentrations of firms in
metropolitan or urban environments benefit from economies of urbaniza-
tion i.e. production costs of firms fall because of the total increase in activ-
ity in an area — increases that contribute to innovation (Simmie and
Sennett 1999). Acs and Armington (2004) also find that city-based eco-
nomic areas are more suitable as units of analysis than states or nations
because they are more homogeneous.

Evidence of R&D spillover networks (spillovers) associated with uni-
versity research has been found by Jaffe (1989) to cause a large gap
between social and private rates of return (a difference amounting to
between 50 and 100 per cent). A high social rate of return is, however, not
sufficient to justify a state’s or a region’s investment in research or a
Federal agency’s decision to fund R&D in a specific region. The reason for
this is that these benefits may be only temporary. Fogarty and Sinha (1999,
474) argue that, ‘At best, geographic proximity confers only a temporary
advantage to a region and its industries. Capturing spillover benefits
hinges on speedy diffusion of knowledge within local R&D networks’.
They argue that a region’s performance of R&D by itself is not sufficient
for producing stronger economic performance in the long run. If university
research is to raise a particular region’s productivity growth via techno-
logy, it must connect with local industry performance. Eventually local
gain requires new technology to be commercialized and take the form of
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investment in local facilities — start-ups, attraction of new industry — or
raising the region’s educational level. Therefore geographic limits create
the possibility of policy intervention as growth depends on aspects of
region building that exceed the decision-making abilities of individual
firms and industries (Adams 2002).

Yet the evidence suggests that the proximity effect of inducing or
catalysing economic development is not universal even in high-tech
sectors. Studies which have contrasted ‘old” with ‘new’ economies have
highlighted general transformations in economies with high-tech or ‘know-
ledge-based’ sectors of growing importance in the economy, especially in
knowledge-intensive services (KIS) (see for example Martin et al. 2003).
Laafia (2002) in examining Eurostat data shows that over the period
1995-2000 while employment in high-tech and medium-tech was stable,
accounting for 7.6 per cent of employment in the EU1S5, employment in
KIS was rising and accounted for a third (32.3 per cent) of all jobs. Both
national and regional differences are highlighted. For example, whereas
Sweden is the most specialized in KIS, German regions specialized most in
high-tech and medium-tech manufacturing, which represented ten out of
the 15 leading regions, with the Italian Piedmont and Lombardy regions,
Alsace in France, Antwerp in Belgium and the West Midlands in the UK
making up the rest. These are largely not the ten ‘islands of innovation’
identified by the EC (1994) which contain 80 per cent of the research labo-
ratories and enterprises that participate in transnational R&D and have a
strong presence of university research and industrial research (South East
England; Paris/Ile de France; Frankfurt; Stuttgart; Munich; Turin; Milan;
Lyon/Grenoble; Rotterdam/Amsterdam; Rhein-Ruhr (EC 1994, 203)).

A rather different picture emerges in the services sector, where the
more densely populated regions had the highest percentages of service
sector employment. Inner London had the highest percentage, followed by
Stockholm, outer London, Noord-Holland, Berkshire, Buckinghamshire
and Oxfordshire and Ile de France. In the US, areas with the highest high-
tech locational quotients are on the west and east coasts for example in
San Francisco Washington-Baltimore, Boston, Raleigh Durham, in the
South at Austin—-San Marcos, in the Mid-West in Denver-Boulder and in
the North in Minneapolis—St Paul (Baxter and Tyler 2004). These patterns
suggest further support for the argument that it is urbanization rather than
localization economies that are important in fostering innovative behavi-
our, although the two are not mutually exclusive.

Diversity versus uniformity, systems of governance and
localized interaction

An extensive literature on national innovation systems dating back to the
1980s has illustrated national differences in the relative research strengths
of universities, national laboratories and in industrial sectors and in the
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degree of integration of the many components within national or sectoral
systems (see for example Freeman 1987, Nelson and Rosenberg 1993,
Metcalfe 1997). Riccaboni et al. (2003), like Brusoni and Geuna (forth-
coming) and Geuna et al. (2003), highlight how the combination of actors
which are integrated into innovation processes and the extent to which
that combination is effective comprising the necessary complementary
expertise is a result of the construction of the national innovation system
and of sub-national innovation systems as the characteristics of a region.

Brusoni and Geuna (forthcoming, 4) suggest that it is the national
system that underpins local patterns. They argue that a country’s know-
ledge base may have a strong science base but lack the engineering cap-
abilities to embody scientific results in profitable products. On the other
hand it can have strong development capabilities that are not supported by
robust science. These authors find that national specializations tend to be
relatively stable, hence patterns of interaction will be so — although this
might not be the situation desired by policy makers seeking to increase the
uptake of knowledge. Moreover, they argue that analysis should focus on
whether a country’s sectoral specialization cuts across different types of
research (knowledge integration). A sectoral knowledge base with high
knowledge integration would have similar specialization by field across
different typologies of research. These authors found that in the chemistry
field (the underlying science for the pharmaceuticals industry) the US has
a much higher integration than the EU while within the EU there was
considerable variety of specializations in particular combinations of chem-
istry fields and in research typologies. For Europe as a whole they found
that it was not that EU firms would not be capable of exploiting an
efficient research system because of a lack of ‘development’ capabilities,
but that what is missing is the basic research bit. The result of this is that
EU pharmaceuticals firms have to source research results from the US
(pages 26-7).

Brusoni and Geuna find distinct differences between the US and
Europe in the case of biomedical-biotech—-pharma innovation system.
They conclude that the US system is much more diverse than that in
Europe, having public research organizations that are more generalist and
integrative. This combined with a highly mobile labour force and a host of
regulatory policy initiatives has promoted widespread commercialization
of academically originated research, especially through the formation of
small biotech firms, whereas in Europe universities have developed com-
petencies in molecular biology much less quickly. Hence, geographical
outcomes of research are as a consequence qualitatively different in each
continent. Local centres of excellence around universities and other
research institutes in the US tend to be generalist, integrating innovation
and development work. This sets in train cumulative effects of attracting
talented researchers, high-quality students and increasing shares of R&D
funding as well as the in-migration and establishment of new firms. While
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some of these effects are observable in Europe, funding sources may be
national rather than European and have served to deepen already narrow
competences rather than enabling broad exploration. Moreover, the domi-
nance of the pharmaceutical companies in funding university research
‘may also have militated against the broadening of regional scientific and
organisational competences’ (page 190). They recommend that policy
efforts should be made to generate integration between basic research and
clinical development (as is now happening in the UK, see DTI 2003) and
greater linkages between the various actors in the industry.

The justification for the focus on regional scale for policy intervention
comes from Cooke (2002). He argues that the region is the scale at which
the most important knowledge and exploitation capabilities concentrate,
and secondary ones, attracted by increasing returns to knowledge, includ-
ing local knowledge spillovers are found in secondary nodes or even more
diffused networks knowledge spillovers can be captured. This view is sup-
ported by Oughton et al. (2002) who not only cite Lundvall (1999), who
calls for a greater integration between technology and industrial policy,
but also argue that the regional dimension of both is central and
that regional government ‘can play the role of catalyst to strengthen
government-industry—university links and regional learning’ (page 104).
Yet this is not that simple. A number of possible models of regional
innovation systems (RIS) exist depending on state form (degree of
regional autonomy and type of activity within a region). Cooke’s (1998,
24-5) typology of three types of RIS (grassroots, network and dirigiste)
illustrates different levels and degrees of institutionalization (system of
governance) within which local or regional government and knowledge
institutions, firms and other local organizations could co-ordinate univer-
sity and industry interaction to foster economic development. Moreover,
Howells (1999) and Gertler (1997) both argue that the role of nation state
institutions is underestimated in respect of both incentive structures and
the long-term effects of cycles of investment on regional specializations.
To reiterate the earlier point, what appears to be a local phenomenon may
not have local causes (Massey 1995).

Eminence

The eminence of particular universities translates into the geography of
innovation in a number of respects because by definition top universities
and their ‘star’ scientists are few in number (Zucker and Darby 1996;
Feldman 2001, 380-1). This scarcity has at least four effects. First, the
more eminent the university, the more research funding it can attract from
a variety of sources, a greater store of potential technological applications.
Second, the higher the calibre of the staff attracted to those institutions,
the more likely they are to act as growth poles which attract eminent sci-
entists and engineers and graduate students to particular locations
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(Florida 1999). Third, the knock-on effect of high-quality basic scientific
research connected to international science by these top researchers is a
key means by which localities are linked to global research systems. Learn-
ing transferred into new firms formed within scientific environments influ-
ences paths of development of firms providing the means of identifying
and developing market opportunities but also shaping their technological
profiles, hence the region’s scientific profile (see Rickne 2000; Saviotti
1998). Fourth, the combination of both makes them more likely to spin-off
new firms than those less research-intensive universities as star scientists
are the most likely group of academics to spin-off new companies (Di Gre-
gorio and Shane 2003). Zucker et al. (1998b) find in their study of start-ups
in 183 US regions that it is the top university researchers in a region who
contribute to firm formation (see also Swann and Prevezer 1996). In this
reasoning, the impact of the ‘best’ universities will be felt more strongly in
some rather than other places.

Defence and biotechnology

In the 1980s, much of the literature on the location and development of
high-tech industries focused on concentrations of activity around govern-
ment research establishments (mainly defence) rather than on universities.
The rise of the defence—industry nexus of activity can be seen for example
in the UK in the Reading-Newbury-Oxford triangle (see Hall et al. 1987,
Breheny and McQuaid 1987; Lovering 1991) and in the US on the west
and east coasts (Markusen et al. 1986, Saxenian 1994). Markusen et al.
(1986) concluded that the US academic—industry linkages can be clearly
recognized only in those regions receiving Federal funding for defence-
related research. An emerging pattern that parallels the defence—univer-
sity nexus of the 1920s to the 1950s is the big investment in university
pharmaceuticals and biosciences (Hart 1988).

In the 30 years since the first biotech firm was formed in the US
(Genetech in 1976) and the 25 years since the first UK company was estab-
lished (Celltech 1980), life sciences research and biotech have assumed an
equivalence of defence in the national research agenda. By the 1990s in
the biotech industry a similar literature on dynamics of the clustering of
biotech firms around universities developed (see for example Kenney
1986).

Geographically, the industry concentrates in a small number of loca-
tions, some of which are emerging as megacentres. This concept, according
to Cooke (2002, 2004), captures the knowledge value chain from explo-
ration, through examination to exploitation knowledge. Thus megacentres
are science-driven, public and privately funded institutional complexes
that in biosciences have as their ultimate goal the production of patient
healthcare. They are hierarchical networks that include: industrial hier-
archy expressed in the ever-concentrating ownership structure of ‘big
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pharma’, government hierarchy regarding basic research funding and reg-
ulation of bioscience, and research hierarchy, most of it concentrated in
medical schools, hospitals and universities. Their importance lies in the
contribution the healthcare, pharmaceuticals and biosciences sector makes
to national GDP, probably under-estimated as at least one-sixth for the
US and 25 per cent for the UK (Sainsbury 1999). Cooke finds megacentre
candidates based on sheer scale of activity to be Boston, California, Mon-
treal and Toronto in North America, Cambridge (and possibly Oxford),
Munich and Stockholm in Europe. He finds that concentrations of firms in
the US in the other five states — New York, Washington, North Carolina,
Pennsylvania, Maryland — are not in the same order of magnitude of activ-
ity as California (San Franscisco and San Diego) (see Cortright and Mayer
2002, 3). In Europe, other concentrations of firms are in central Scotland
(Sainsbury 1999), in France in the Grenoble/Lyon region and in Germany
in Munich (see Cooke 2004).

The evidence on the causal relationship with university science is
mixed. On the east coast, the presence of biotechnology firms in the
Boston—Cambridge area can be directly attributed to the proactive role of
the Massachusetts Institute of Technology in fostering entrepreneurship in
new technologies. Yet, in other places, it is not the universities that have
been the catalyst for the growth in the number of firms. In downstate New
York, New Jersey and Maryland (including Washington DC and Philadel-
phia), substantial concentrations of biotechnology activity are a function
of the historical presence of the nation’s largest pharmaceutical manufac-
turers and their R&D activity (Feldman and Schreuder 1996). The emer-
gence of San Diego, Seattle, and Raleigh-Durham as biotechnology
clusters is built upon well-funded medical research establishments (see
Walcott 2001 and 2002 on San Diego and Haugh 1995 on Seattle). Yet, in
the UK, the pattern is that, while biotech firms might be concentrated near
universities, the research units of pharmaceutical companies tend to be
located near their company HQs and not near universities (see Howells
1985).

Other studies have cast doubt on the direct relationship between prox-
imity and university—industry linkages and the performance of individual
firms, hence the nature of the life-science—university nexus. For example
Liebeskind et al. (1996) concluded on the basis of case studies of two suc-
cessful California-based biotechnology firms and their linkages with scien-
tists external to the firm that the presence of long-distance relationships
reduces the strength of the argument that biotechnology collaborations
are locally embedded. Zucker et al. (1998b, 66) found on the basis of case
studies and interviews with Californian biotech firms that what appear to
be geographically localized external economies located near university
stars turn out to exist only for that much smaller set of enterprises that are
linked to particular star professors by contract or ownership — in fact by
market exchange. Moreover, it is these firms that perform best in terms of
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industry growth. Also in the US, Audretsch and Stephan (1996) used data
on initial public offerings (IPOs) of biotechnology firms between March
1990 and November 1992 to examine the functions of scientists linked with
these firms. They find that most often the founders of firms and the chairs
of scientific advisory boards (SABs) are likely to have local linkages,
whereas members of SABs are less likely to have local linkages.

In Europe, Lawton Smith (2005), reporting on a survey in the UK of 75
Oxfordshire biotech firms, found that being close to universities was not
the top locational advantage of Oxfordshire. Neither were universities the
prime source of information. They were ranked ninth along with local
sector networks, national trade associations, technology transfer depart-
ments and independent research organizations. Firms generally did not
view proximity to Oxford University and the local research base as an
important factor in the development of interactions, other than those of an
informal nature. The evidence from this industry supports Malecki’s (1997,
127) suggestion that universities are an overstated ingredient in accounting
for the location of R&D and high-technology industry.

Accountability and responsibility

Changing forms of accountability are being driven by the increasing com-
plexity of policy interventions, incentives and necessity of responding to
audits. Within Europe, universities are increasingly subject to common
national policy measures designed to increase their contribution to wealth
creation. At the same time, institutional differences which determine
particular accountabilities have major impacts on that relationship. In
particular, accessibility and efficiency are related to pre-existing rules or
new rules which govern ownership of intellectual property and the auto-
nomy of institutions to set their own guidelines for technology transfer.
Indeed, coming back to the point made by Owen-Smith and Powell (2004),
Castells and Hall (1994) argue that universities can play a successful inno-
vative role only if they remain fundamentally autonomous institutions,
setting up their own research agendas, and establishing their own criteria
for scientific quality and career promotion. While they suggest that the
more generally academic a university is, the less likely it is that it will con-
tribute to technopole development, an idea supported by Adams (2002).
This argument runs counter to that made above and the evidence with
regard to spin-offs (see below) and from Stanford and MIT in the US, but
until recently has been the case with Princeton (Chapter 8) and Oxford
(Chapter 7).

Incentives to work on industry-related research in the form of funding
of research and/or technology transfer activities are important in the terri-
torial role of universities. In the US to varying degrees (Chapter 5) scient-
ific research is funded at the regional or state level. Thus scientists are
accountable and will be judged according to the funding criteria. At the
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same time, researchers are also enabled or constrained by national frame-
works in which there are ethical considerations on the kinds of research
that can be undertaken and which might lead to commerical possibilities
and their realization, for example in both biomedical and agbio biotech-
nology.

Massification of higher education, teaching and graduate
recruitment

Central to the understanding the effectiveness and quality of networks at
the territorial level is the identification of the impact on the quality of
human capital and mobility between university and industry. Bozeman
and Gaughan (2000) argue that it was human capital generated by gov-
ernments — for example in the US in basic R&D - which led to develop-
ments in the biotech industry and hence to economic wealth. The
government was making investments in scientific capacity generation
rather than financial investments. In their view, public R&D evaluation
should centre on this growth in capacity by developing and nurturing ‘the
ability of groups to create new knowledge uses, not simply develop dis-
crete bits of knowledge or technology’. They make the argument that
human capital is not just that held by the individual as its value lies in the
personal skills and know-how with which individuals engage with others.
Hence these authors suggest that much human science and technology
capital is embedded in social and professional networks which ‘integrate
and shape scientific work, providing knowledge of scientists’ and engi-
neers’ work activity, helping with job opportunity and mobility, and pro-
viding indications about possible applications for scientific and technical
work products’ (page 8).

Evidence on the way that networks facilitate transfers of knowledge
through the migration of individuals between organizations seeking career
advancement comes from Zucker et al. (2002). These authors examined
two different sources of labour mobility among scientists. The first is the
classic pattern labour mobility of changing employer from a university or
research institute to a firm, which they define as ‘affiliated scientists’. The
second, and empirically more common, is when academic or research insti-
tute scientists collaborate on joint research projects or patenting within a
firm or through other activities such as membership of scientific advisory
boards (‘linked scientists’). They found that the quality of the researcher
(as measured by scientific citations), the commercial potential of inven-
tions, moving costs, reservation wage and social networks are significant
determinants for involvement in commercial applications of biotechnology
as employees or as entrepreneurs. Reservation costs are determined by
scientists’ quality, moving costs, trial frequency, interfering academic
offers and productivity of stars already in firms. In group-duration analysis
for biotechnology, stars were found to move to firms faster as their quality
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increased; local firms and productivity of local stars in firms increase; but
as the number of top local universities grows larger the probability of a
star being tied to a firm decreases. Productivity was also assessed in terms
of quality rather than quantity of output. Moreover, the extent to which
the inventor’s knowledge is embedded in economically valuable inventions
is positively related to the interest of outside firms in the person’s work.
Hence the more specialized the know-how inside the firm, the higher the
interest is of a firm hiring an inventor. It is a particularly attractive
proposition for the firm to hire an inventor if the inventor’s work is
independent of other colleagues and can be acquired without necessitating
the recruitment of other researchers. They found that university scientists
who work with firm scientists have a strong positive effect on products in
development, products on the market and employment growth. In the US,
owing to these sources of value, the labour of star scientists has strongly
moved to firms, but, because of the scarcity of star scientists and their con-
centration in relatively few institutions, they have done so in very concen-
trated, localized areas and are the strongest anchor firms to those locations
(Gertler and Wolfe 2002).

The recognition of universities’ key role in shaping the quality and
quantity of human capital is demonstrated by the expansion of university
systems worldwide. Chapter 3 will show that the number of students
attending university in Europe and the US has increased over the last
decade and that a radical change has taken place in the kinds of courses
offered to people in work, in the form of part-time degrees, continuing
professional development and extension courses.

The largest cohort in most universities, that of undergraduate students,
is considered to be the primary contribution of universities to techno-
logical innovation through the human capital it produces (see for example,
Branscomb et al. 1999; Rosenberg and Nelson 1994; Feller 1999; Etzkowitz
1999; Antonelli 2000). At the local level, graduated students and other uni-
versity personnel are a means of enlarging and diversifying the local talent
pool for science-based companies and providing bridges between the uni-
versity, faculty and science-based companies (Lee and Walshok 2003),
transferring knowledge directly to companies and indirectly — through
knowledge spillovers, and an increasing match of employer and employee
skills (see for example Scott 1988; Angel 1991; Saxenian 1994; Henry and
Pinch 2000; Scott and Storper 1987).

Post-graduate students offer a different kind of human capital. Mason et
al. (2004) argue that the incidence of enterprise research linkages with uni-
versities and other public or non-profit laboratories (e.g. charities) in a
given country will be positively related to the orientation of the national
higher education system towards the production of PhDs and other post-
graduates in engineering and science subjects. Thus post-doctoral training
programmes, executive programmes and continuing professional develop-
ment also ‘ensure the continuous dissemination and integration of the
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newest knowledge and most advanced forms of practice to employees in
globally traded clusters of a region’ (Lee and Walshok 2003, iv).

Whether students of both kinds stay in the region following graduation
depends largely on characteristics of those localities (McCann and Shep-
herd 2001). Florida’s (2002) view of the geography of uneven development
is that talented individuals with high levels of human capital are likely to
locate in places which give added strength or support to their productivity
and which contain other talented people with whom they can interact and
learn from, thereby building on existing knowledge and/or generating new
knowledge (see also Dicken and Malmberg 2001; Black and Henderson
1997). In other words, students are more likely to stay not only because of
the number of jobs, but also because of the quality of the people with
whom they will be working. Geographical variations in mobility between
countries and within countries are demonstrated in Chapter 6.

Productivity and efficiency relating to the ability of higher education
infrastructure to increase the stock of capital within the local labour
market will depend on the region’s attractiveness to appropriate labour
and whether people will stay. Rates of attraction and retention vary
regionally. Where rates are very high and local agglomerative forces are at
work, the growth in human capital fostered by HEIs may engender further
local growth in both public and private investments. Once a pool of skilled
labour is established, stocks of human capital — the knowledge and compe-
tences embodied in people — give rise to localized capacities (Dicken and
Malmberg 2001, 357).

Returning to Florida’s point, although the location of talented indi-
viduals is central to explaining why a city such as San Diego has produced
a biotech cluster whereas equally ambitious neighbours such as Orange
County and Los Angeles have not, the importance of individuals in
shaping those environments should not be overlooked (Walcott 2002).
This importance, Walcott argues, relates to the quality of the networks
that develop through the actions of key players. Regional attributes alone
overlook the networks that individuals construct through their associations
with institutions or by virtue of personal leadership. In San Diego, the
nexus of key individuals was based in the university and a group of serial
entrepreneurs played a crucial role in transforming the city from another
Sunbelt site to a ‘Bioscience best practice’ model. Walshok (1994 in
Collinson 2000), also on San Diego, described the critical role of ‘influ-
encers’ who acted as ‘visionaries and champions’ in interactions between
academic/research communities and the business community in the
support for the evolution of Silicon Valley enterprises.

The entrepreneurial university

The entrepreneurial university (Etzkowitz et al. 2000) of the last 20
years is defined by the activities it takes to encourage the commercial
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application or spin-off of university scientific and engineering research.
This idea encompasses the entrepreneur as an individual and the indi-
vidual as part of a collective system, which includes formal procedures to
‘sell’ or otherwise commodify and market intellectual property arising
from university research. Governments are increasingly providing incen-
tives for universities to establish technology transfer offices (TTOs) to
facilitate this process.

In the US following the Bayh-Dole Act of 1980, the number of universi-
ties with TTOs grew rapidly. Although this growth has been ascribed to
the influence of the Act the pattern was rather of the Act giving a boost to
a trend that was already under way (see Chapter 5). In Europe, a great
variety of arrangements results from decisions made within each member
state and by individual universities (see Chapter 4). Critical organizational
factors which encourage academic entrepreneurial activity are faculty
reward systems, technology transfer offices, staffing/compensation prac-
tices and cultural barriers between universities and firms (Siegel et al.
2003) (see also Coombs and Metcalfe 2000). In Europe too, legislation and
policy are only one part of the task environment. For example, in com-
menting on the efforts of Chalmers University in Sweden to transform
itself into an entrepreneurial university, Jacob et al. (2003, 15) commented
that it ‘may be seen not as a policy outcome but an internally driven
process that may be better explained by the culture of the engineering
school than responses to top down steering’. The shift in research policy at
the national level created a climate which legitimized what had been
taking place at Chalmers for nearly two decades.

With the expectation that universities will be enterprising, so evidence
of their performance including patents, licences and spin-offs and publica-
tions is increasingly collected at the national level. Spin-offs, which are
overwhelmingly located in the vacinity of the incubating university, are the
most obvious contribution to local economic development. In the US this
information has been collected nationally since the formation in 1975 of
the Association of University Technology Managers (AUTM), member-
ship of which has increased as a growing number of universities have alloc-
ated resources for smoothing the process by providing expert services,
patent protection, venture capital and so on. The entrepreneurial univer-
sity is not necessarily a territorial model. The prime responsibility of uni-
versity technology transfer offices is to capitalize on the university’s
intellectual property and not to create local jobs or in other ways to
support economic development. De facto the impact of some of these
activities is local. For example the majority of university spin-off firms stay
within the locality of the university.

Yet while the stimulation of university spin-offs has become one of the
main foci of public policy with Stanford University in Silicon Valley and
MIT as models for others to emulate (Saxenian 1994), such universities are
the exceptions rather than the rule. Research from the US finds that what
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makes some universities better at spin-outs are intellectual eminence, the
policies of making equity investments in start-ups and maintaining a low
inventor’s share of royalties. They found no effect of local venture capital
activity and only limited support for an effect of the commercial orienta-
tion of university research (Di Gregorio and Shane 2003). Jacob et al.
(2003) draw similar conclusions from evidence in Europe, arguing that not
all universities have the potential to become entrepreneurial, where the
propensity for universities to spin off varies considerably as it does in
the US.

The early science parks, such as those at Stanford (1957) and Cam-
bridge, UK (1970) predated the explicitly territorial role. They are both
part of the entrepreneurial activities of universities and increasingly part
of the governance structures of local innovation systems. Massey et al.
(1992) comment that the popular conception of science parks is in two
parts: the definition of what a science park is and a set of postulated causal
relationships, effects which will happen as a result of these characteristics.
On page 21 the authors identify 26 different science-park objectives
ranging from the obvious one of stimulating the formation of start-up new-
technology-based firms to improving the performance of the local
economy to improving the image of the academic institution in the eyes of
government. Numerous studies of science parks have variously examined
combinations of these aims (see Lindholm Dahlstrand and Lawton Smith
2003 for a review).

The majority of the currently existing science and technology parks in
the world were created during the 1990s. Data from the International
Association of Science Parks (ISAP) shows that, by the end of 2000, a
third of science and technology parks (STPS) (worldwide) were located
inside a university campus, or on land owned by a university and adjacent
to the campus itself. Although this proportion is quite low, almost 70 per
cent of the ‘parks’ share services with their university. A similar percent-
age of STPs host university researchers in their facilities. Almost half of
STPs share scientific infrastructures with the university. On the other
hand, 33 per cent of the universities find that it is convenient to have their
technology transfer office (or industrial liaison department) in a STP, thus
being closer to their customers (Survey methodology: on-line question-
naire. Universe: 250 Science/Technology Parks (IASP members). Sample:
94 Science/Technology Parks).

The territorial role

The book is predicated on the premise that universities and policy makers
now generally accept that universities do have a territorial role to play, an
assumption that draws on statements in policy statements and reviews of
the evidence from such organizations as the OECD and the EC. The 1999
OECD report, for example, finds that universities can play a role in
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regional networking and in institutional capacity building. They can act as
regional animateurs through representation on outside bodies and as
intermediaries in providing commentary and analysis for the media. The
Report concludes that universities have much to gain from adapting to
modern realities of the regional economy.

Goldstein et al. (1995) suggest that, in addition to the range of financial
and technological inputs on economic development, at the regional level,
universities can deliver regional leadership, co-production of the know-
ledge infrastructure and co-production of a particular type of regional
milieu. This instrumentalist role, like that of science parks, has placed uni-
versities explicitly within the system of governance of regions though their
engagement in regionally-based initiatives in partnership with local
authorities, business and other stakeholders, to assist in the development
of commercialization and business interaction services (Charles 2003, 13).
Indeed Etzkowitz and Leydesdorff (1997, 4) observe ‘the spread of
technology policy to virtually all regions (which naturally includes univer-
sities), irrespective of whether they are research or industrially-intensive’.

Yet the success of the regional role depends on the matching of HEIs
and the region, the university’s own missions and the policy mechanisms
which exist to build on existing complementarities. OECD (1999, 15)
argues that in establishing the capacity of a university to respond to
regional needs there are a number of important dimensions, not least the
university’s own strategy. In problematizing territoriality, which they
identify as an extremely complex and problematic concept for HEIs, they
raise a number of questions: What would the HEI define as its territorial
unit; what management structures would need to be in place to manage
the portfolio of territorial roles; how can HEIs expand national and inter-
national activity whilst meeting regional needs; do mechanisms exist to
embed a belief that the institution can, and should, operate within differ-
ent territorial levels for the benefit of the region?

In considering what might influence the success and direction of strat-
egy and how universities will respond to regional needs, OECD (1999, 31)
focuses on organizational features and local agendas, raising a number of
questions which are central to what the response might be. These are:
What are the characteristics of the region in terms of its economic base,
cultural activity, employment structure and levels of entrepreneurial activ-
ity and civic networks; what are the characteristics of the regional institu-
tional networks and what lead or regulatory agencies exist; and what
expectations do regional stakeholders voice to HEIs?

To illustrate how these characteristics might be understood, the report
cities Davies’s (1997) typology of four regional types within which the
university system can fulfil a different role: Low income, stagnant
region; Low income, growth region; High income, stagnant region; High
income, growth region. Further, the Association of European Universities
(CRE) created a three-region typology to identify different contexts for
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university-region dialogues. These included regions of concentration (high
levels of economic development and educational development), regions of
economic revival and peripheral regions. The Report argues that it is also
important to understand the number and character of stakeholders in the
region and points out that stakeholders or organizations involved in pro-
moting regional economic development, unlike universities, function
within explicitly defined areas. Hence it is clear that enormous expecta-
tions are being placed on universities whether or not they have the
resources and competences to engage in addressing the challenges associ-
ated with these agendas.

The involvement of the university in regional economic agendas also
depends on the role that the university chooses for itself — within legal and
political constraints (Goldstein and Renault 2004). The impact could be
simply mercantile, through primary income generation effects which benefit
the local economy, as opposed to the technologically pro-active model
where universities attempt to promote technology transfer to influence the
trajectory of local economic development (Lanza and Piccaluga 1995). In
this model, Lazzeroni and Piccaluga (2003) describe universities’ role in very
instrumentalist terms as four kinds of factory: knowledge, human capital,
technology transfer and territorial. Within these organized roles, other and
perhaps hidden individual engagement exists (Kenney 1986, 34).

An issue for policy makers internal and eternal to the university in
designing their responses is that mapping university research on to local
clusters (Peck and McGuinness 2003) is not always straightforward. A
recent survey