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Abstract: The definition of the success of research projects implemented at public universities
is far from being unequivocal. The success of a research project has to be in line with both the
public university’s and the funding institution’s policies, as well as with the personal objectives and
ambitions of the researchers. Once the success definition for the research project has been determined,
the strategy of implementation must be defined. The omission of this step may result in effort lost
(public money, time, enthusiasm, etc.) after being directed toward objectives which do not fit with
either the public university’s or the funding agency’s policies, nor with the researchers’ personal
objectives. This paper discusses this problem and proposes a model where simulation is used to
choose the project strategy that best fits the selected research project success definition in the context
of the policy of a given public university, the preferences of its researchers, and the policy of the
funding agencies. The model is illustrated by means of a case study—a real world research project
implemented at a public university in a European country, where the policy of subsidizing public
universities has been changing both very regularly and in a highly unpredictable manner. It is shown
how various project strategies can lead to multiple project outcomes, which are then evaluated in
different ways depending on the point of view of public university policy or of the researchers,
the funding agencies, and/or society. The main conclusion is that applying simulation to a research
project before it starts may contribute significantly to the optimization of time, effort, and resource
usage with the objective of project success maximization in the context of public university policy
and the objectives of the researchers.

Keywords: research project; project strategy; research project success; research project simulation;
public university policy

1. Introduction

Expenditures on research projects (the definition of this notion is discussed later) are huge.
For example, in higher education institutions in the USA, $71.8 billion was spent on such projects in
2016 (Higher Education Research and Development Survey (HERD) 2018). The above number does
not include research expenditures in industry, but is especially important as it represents, to a great
extent, public expenditures paid by society. Society would naturally like to spend the money efficiently
in order to achieve the highest value of research results per monetary unit spent, especially at public
universities subsidized with public money. The literature delivers numerous testimonies that lead
to doubts as to the effects and usefulness of research projects for society (e.g., Klaus-Rosińska 2019;
Betta et al. 2017).
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However, society is not the only actor with certain expectations regarding which research project
teams are evaluated. Research project teams are accountable to their superiors, and in many countries
(where a centralized higher education evaluation system exists) to governmental unities, to other (often
competing) researchers, and last but not least, to themselves; each researcher has their own personal
goals and ambitions (Kuchta et al. 2017).

Generally—and this subject is developed later in the paper—the notion of research project success
is very ambiguous. Assessing whether a research project is successful or not is a multicriteria problem
in which neither the criteria nor the method of linking or aggregating them are set in a universal way.
The environmental setting of the project, among other factors, raises the question of whether it is
implemented at a public university and how it is financed, and plays an important role here.

The way a research project is defined, planned, managed, and controlled can have a strong
influence on its success. This statement, seemingly a truism, is proved later in the present paper.
To direct a researcher’s efforts (in terms of project definition, planning, managing, and controlling)
toward project success, the research project manager must be aware of how he or she, the parent
organization (e.g., a public university), and the funding institution define project success; where he or
she is heading; and which “successes” are possible (or feasible) in the context of project implementation
in its specific environment, given the resources and possibilities the project has at its disposal.

The objective of this paper is to propose a model and a tool to choose a strategy (this term is defined
later on) for research project implementation, ensuring the achievement of the selected project success
criteria (selected by the decision-maker and taking into account his or her personal goals and the policy of
the parent organization, especially a public university, and of the funding agency), which—aggregated
in a way also selected by the decision-maker—satisfy the decision-maker to the highest degree, given
the circumstances and the environment in which the project is implemented. Here, we consider a
“goal programming” approach to aggregating project success criteria, but other approaches (like Pareto
optimality, etc.) could be introduced without any significant changes to the model. In a special way,
the situation of research projects implemented at public universities are taken into account.

The tool used is a simulation model, so that the decision-maker is able to simulate various feasible
project strategies and to evaluate the success of the project according to the selected success criteria
aggregated in a selected way. Among all of the feasible strategies, he or she is able to choose the one
that leads to the most desirable success (among the feasible successes), defined by the aggregated
values of the success criteria, and he or she might also take into account other strategy features like
cost, risk, or difficulties linked to their implementation.

The main novelty of this approach lies in the fact that, to our knowledge, there exists no published
scientific results concerning the problem of selecting project strategy with respect to understanding
project success for research projects.

The model and the tool are illustrated by means of a case study—a real world research project
implemented at one of the largest Polish universities, where one author held the role of project manager.
The project has already been terminated, and thus the actual scenario is known. However, the project
run is simulated as if the project has not yet been started, and the considered scenarios are based on the
actual scenarios that were feasible for the project at the time that it was planned. Also, the parameters
for the simulation are the results of the estimation process based on the actual values for this project,
as well as on similar research projects in which the authors participated.

The outline of the paper is as follows. In Section 2, research projects are defined; their definitions
for the need of this paper are determined; the problems of research project success and its vagueness
are discussed; the relationship between research project success and research project stakeholders is
established; and the research project environment, with a special emphasis placed on public universities,
is discussed. The types of research project stakeholders are also presented, including governmental
and other public units. In Section 3, the term “project strategy” as it is understood in this paper
is presented—for projects in general, not just for research projects. In Section 4, the conceptual
model for selecting a research project strategy in a given environment and for a given understanding
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of project success is proposed, with special emphasis placed on research projects implemented at
public universities. In Section 5, the state-of-the-art usage of simulation in project management
is presented. In this section, projects in general—and not only research projects—are considered,
as (to our knowledge) simulation has hardly been applied to research projects thus far. In Section 6,
the simulation method and tool used in the paper are presented and a simulation model is applied to
the case study, a real-world research project implemented at a Polish public university, described in the
same section. This paper concludes with a discussion of the results and further research perspectives.

2. Research Projects

2.1. Research Project Definition and Features

As defined by the Project Management Institute, a project, in general, is “a temporary endeavor
undertaken to create a unique product, service, or result” (Kerzner 2005). A project is a temporary
organization within its parent organization, where the term organization is understood as “a series of
interlocking routings, habituated action patterns that bring the same people around the same activities
in the same time and places” (Jordan et al. 2005).

A research project, in turn, is “a temporary set of activities . . . to fulfil scientific discovery and
production of new knowledge or to achieve certain system tools, to meet the expectations of the
business environment (product or services); it includes any scientific research in science, technology,
and systems at any level of the organizational levels” (Forozandeh et al. 2018). In (Jordan et al. 2005),
we can find various classifications of research projects, among others, in two basic categories:

A. Narrow scope of focus: small, autonomous projects;
B. Broad scope of focus: large, coordinated programs.

Here, we do not consider category B: projects realized in consortia. We focus on category A: small
research projects implemented within a single parent organization. From now on, the term “research
projects” is to be tacitly understood as research projects from category A; thus, as small, autonomous
projects implemented by one institution, assumed to be a public university. The term “autonomous”
means that the project can define its own strategy, taking into account the strategy of the parent
organization (i.e., the public university) and modifying or expanding it according to the objectives and
possibilities defined by the project team. This term is discussed again in Section 3. The term “small” is
used in this paper rather intuitively, as a fuzzy synonym of “one institution project.”

Research projects are realized in teams composed of researchers, as well as possible supporting
staff. Researchers cooperate in networks of various structures (Clemente-Gallardo et al. 2019), which are
largely independent of the research institution in which they are placed. An important feature of teams
on research projects is the mentality of the research workers; given the way they are evaluated (to a
large extent based on bibliometric indicators), they compete with their colleagues (Betta et al. 2017;
Garcia and Sanz-Menéndez 2004), and are often more focused on their personal goals than on
those of the project as a whole, which often makes team work and project implementation difficult
(Ghazinejad et al. 2018). This fact also means that research projects are always, to a certain degree,
autonomous, and thus have to be able to define their success criteria and strategy while taking into
account the policy of the parent organization, e.g., the public university. This means, for example, that if
the public university is evaluated (and subsidized) by the government according to a certain algorithm,
the research projects implemented at the university cannot determine their objectives by completely
ignoring this algorithm, but can add their own objectives chosen by the researchers. Examples of this
are given in this paper.

2.2. Research Project Success

Project success (not just for research projects, but for projects in general) can be, and is, defined in
the literature in many different ways. A recent summary of research on project success can be found in
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(Martens et al. 2018). Project management success should be distinguished—usually, it is suggested
that project management is successful if the project meets the specification (scope), cost (budget),
and time (deadline) requirements, the so-called Iron Triangle Model. On the other hand (Wit 1988),
project success is related to the goals and benefits, as a whole, that are provided by the project.
In (Söderlund 2008), we can find various dimensions of project success, including preparation for the
future, which emphasizes the need for a longer horizon for project success understanding, and impact
on customers and on the team, which refers to special cases of relating project success to the satisfaction
of various project stakeholders (Davis 2014). A project stakeholder is defined as “a person or a group
of persons who are influenced by or able to influence the project” (Srinivasan and Dhivya 2019).
Stakeholders fall into one of two categories: internal and external stakeholders. Internal stakeholders
are directly involved in the decision-making process of the organization in which the project is located
(e.g., customers, owners, suppliers, or employees), and external stakeholders are people who are
affected by the project’s activities (e.g., the general public, local community, or local authorities)
(Srinivasan and Dhivya 2019).

For research projects, the Iron Triangle Model is important, especially in reporting, accounting
for, and evaluating projects—which is often, especially in the case of public projects, performed
according to the requirements of some of the governmental units that distribute public research
funds. Thus, quite often, research project managers are forced to concentrate on the Iron Triangle
criteria. However, the three Iron Triangle criteria are not sufficient. Research activities in general, and,
consequently, research projects, are very difficult to close in a fixed, precise framework of quantitative,
universal criteria. For researchers, as well as for society, a positive formal acceptance of a project
report by a public unit is not sufficient. A recent thorough study on research projects in two European
countries (Klaus-Rosińska 2019) shows clearly, using numerous opinions of research project managers,
how equivocal and fuzzy the notion of research success is. Its understanding depends strongly on the
stakeholders (discussed more deeply in the next section). A selection of various success criteria for
research projects is given in the following list (Eilat et al. 2008; Yuan and Huang 2002; Revilla et al. 2003;
Despotis et al. 2015):

Quantitative criteria:

• the discounted cash flow generated by the project;
• the number of team members trained in project management, thanks to the project realization;
• the probability of technological and commercial success of the project product;
• new scientists gained by the organization, thanks to the project;
• the total income generated by the project;
• the number of patents and copyrights gained, thanks to the project;
• the number of papers published, thanks to the project (possibly weighted by journal classification);
• the number of citations generated thanks to the project (possibly weighted by journal classification);
• the number of dissertations, thanks to the project;
• the number of reports issued, thanks to the project;
• the number of technology innovations, thanks to the project;
• the number of seminars organized, thanks to the project;
• the number of technology transfers resulting from the project.

Qualitative criteria:

• the performance improvement achieved, thanks to the project;
• customer satisfaction with the product of the project;
• the congruence with the strategy of the organization realizing the project;
• synergy with other projects realized by the organization;
• project team satisfaction;
• the technical gap size covered by the project product;
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• the newness of the technology used;
• the complexity of market activities needed to commercialize the project product.

Some of the above success criteria are of a quantitative nature, and others are qualitative (often
subjective). Some can be measured in the moment of project termination, and some have to wait
a certain amount of time after the project termination to be evaluated. Some are important for the
project team, some for the organization (e.g., a public university, depending on both its own and
governmental policy) where the project is implemented, and some for society in general or specific
sections of society (or even for humanity). To sum up, the problem of evaluating the success of a
research project is complex; it involves many highly diversified criteria which are perceived by different
actors in different ways.

2.3. Research Project Environment

Project environment (Artto et al. 2008) refers to “the world outside the project boundaries with
which a project must continuously interact.” It comprises the parent organization and other project
stakeholders. A list of potential research project stakeholders can be deduced from the literature, e.g.,
(Skorupka et al. 2016; Tarantola et al. 2007):

• the members of the project team;
• the project manager;
• the accounting department of the organization;
• the project management department of the organization;
• the financial manager of the organization;
• the scientific manager of the department/university;
• organization(s) and sponsors providing funding for the study through contracts, grants,

or donations;
• volunteers or respondents who have consented to participate in experiments or questionnaires;
• potential beneficiaries of the results (e.g., hospitals, patients in health-related projects, etc.).

This list is by no means exhaustive. Stakeholder identification and analysis methods must
be used for each individual project (e.g., Eskerod and Larsen 2018). As mentioned in Section 3,
a thorough understanding of research project stakeholders is vital for defining, understanding,
and controlling research project success. For a research project implemented at a public university,
the most important stakeholders are the government or its respective units that evaluate projects and
universities, the university managers of various levels, the research team, the auxiliary university
departments of the university, the bibliometric services, the funding agencies, etc. These stakeholders
have a strong influence on the financial means that the public university has at its disposal.

3. Project Strategy

In this section, apart from in the very last paragraph, we consider projects in general, not just
research projects. Project strategy is a notion that is defined in the literature in various ways. Before
we move onto the various definitions of this term and the selection of a definition for the sake of this
paper, let us discuss three basic types relations between project strategy and the organization in which
the project is implemented (Artto et al. 2008).

I. Projects can be subordinated to the project organization. Here, project strategy is derived from
the more significant business strategies of the parent organization and usually consists of a
static plan and predefined goals.

II. Projects can be autonomous organizations connected more loosely or tightly to the parent
organization. In this case, projects develop their own strategies and plans, largely independent
of the surrounding organizational context.
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III. Projects may also be organizations that are not subjected to any clearly defined governance or
authority setting in relation to an organization. This category refers mostly to large projects
implemented in consortia.

It seems that research and development projects, besides the large ones implemented in consortia,
belong to the second category. This is true above all for research projects implemented in single
universities and research institutions. The independence of researchers mentioned in Section 2.1 and
the fact that universities and research institutions do not necessarily concentrate on strict business goals
allows researchers to develop their strategy more or less independently of the organization that they
work for—taking into account the most important objectives of the organization, such as bibliometric
indicators or the number and size (measured by the budgets) of research projects, as well as other data
taken into account in algorithms evaluating public universities.

In (Aaron et al. 2011), we find the following definition of project strategy:

Definition 1. Project strategy is the project perspective (i.e., the answer to the question “why”—business
background, business objective, strategic concept), the project position (i.e., the answer to the question

“what”—product definition, competitive advantage, success criteria), and the project guidelines (i.e., the answer
to the question “how”—project definition, including project plan, and strategic focus).

In (Artto et al. 2008), we find another definition of project strategy, which we adopt in this paper:

Definition 2. Project strategy is a direction in a project that contributes to the success of the project in its environment.

One term used in Definition 2 is further defined by the authors of the same paper:

Definition 3. Directions in a project are explicit elements of the project strategy.

Definition 2 is more focused on the “how” found in Definition 1. The paper (Artto et al. 2008)
enumerates the following elements of the project strategy: goals, plans, guidelines, means, methods,
tools, governance systems, reword and penalty schemes, measurement, and other controlling devices.
In (Kozarkiewicz 2016), we can find the following elements of project strategy (this list has been elaborated
based on research among practitioners in research project management in one European country):

• defining the project’s goals, performance objectives, or performance targets;
• defining the success of the project;
• the scope of the project’s changes, including the principles of permitting the initiation of the whole

project or its consecutive stages;
• fundamental decisions about the scope and the quality, including the decisions as to technologies

used or suppliers selected;
• the project’s implementation scenarios.

Research projects, as they belong to category II (defined at the beginning of this section), are largely
free to choose their strategy and thus its elements. As for the project success definition, this can also
be selected in various ways (as shown in Section 2.2). However, the project environment cannot be
ignored, and it is necessary to identify and analyze it (see Section 2.3). For projects implemented at public
universities, the university, its departments, and the respective governmental units are crucial elements of
this environment. The following section treats the question of how to choose elements of project strategy
in a given environment for a selected research project success definition using simulation.
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4. Conceptual Model of Choosing the Strategy of a Research Project for a Given Project Success
Definition in a Given Project Environment

In this section, we propose a general simulation model for choosing elements of research project
strategy for a given project success definition and for a given project environment. The model is general;
it is thus applicable to any research project, not only to those implemented at public universities.

Each element of the set of strategies S ∈ Ξ is itself a set of selected variants of strategy elements.
Let us thus define the set of strategy elements as SE = {Ei}

N
i=1, and for each Ei, i = 1, . . . ,N, let

VEi =
{
Vi

j

}Ni

j=1
be the set of possible variants of the given strategy element. A strategy is defined as

S =
{
Vi

jS

}N

i=1
, where jS ∈ {1, . . . , Ni} and refers to the variants of the i-th element selected for the strategy

S. The process “temporary selection of strategy” in Figure 1 stands for the selection of a strategy S for
trial. If, after the simulation, the outcome of success measurement is acceptable, it is assumed that
the strategy has been definitely selected. If not, another strategy S is taken for trial and so on, until
a strategy has been selected or all of the potential

∏N
i=1 Ni strategies S have been tried out without

reaching acceptance. In the latter case, the project success measures must be changed.
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The project success measurement method is selected based on the considerations presented in
Section 2.2 for a given environment, defined as a set of stakeholders with their preferences, attitudes,
and weights. Project success measurement is thus based on a set of success criteria SC = {Ck}

M
k=1,

and SC∗ =
{
C∗k

}M

k=1
is the set of the values the criteria takes on for the given simulation run. For each

of the criteria Ck, k = 1, . . . , M, a minimal goal value Cmin
k (in the sense of goal programming—here,

we assume minimum type values, but this assumption can be eliminated without any consequences) is
selected (the only assumption for these values is Cmin

k ≥ 0, thus some elements of SC can be considered
unimportant or irrelevant). “Project success measurement outcome” in Figure 1 is accepted if the value:

M∑
k=1

(
max

(
Cmin

k −C∗k, 0
))

(1)

is accepted (it should be minimized), where the terms max
(
Cmin

k −C∗k, 0
)
, k = 1, . . . , M are the non-desired

deviations (downward from the goal value). It must be underlined that the above model is largely
simplified; it disregards, for example, the problem of cost. Various strategies require various budgets.
All other important strategy features, like cost, should be taken into account in a complete model. Here,
it is simply assumed that Ξ is composed of feasible strategies and that the project success is the basic
decision criterion.

In Section 6, the way in which the model can be used in the context of a public university is shown.
This context influences the set of possible (feasible) strategies Ξ and the set of potential project success
criteria SC.

5. Use of Simulation in Project Management

There exist in the literature several positions concerning the application of simulation to project
management. Most of them are linked to the problem of project scheduling, under or without resource
limitations, project delays, project budget, and cost (Morales and Anderson 2013; Ghomi and Ashjari 2002;
Chou 2011; Wang et al. 2019; Rasmussen et al. 2017; Menipaz and Ben-Yair 2002; Kremljak et al. 2014;
Kurihara and Nishiuchi 2002; Ourdev et al. 2007; Golenko-Ginzburg et al. 2003; Dale et al. 2001; Lai et al.
2008; Song et al. 2018), which are sometimes linked to risk simulation (Uzzafer 2013) or quality (Fu 2017).

Simulation has previously been applied to project risk management (Fang and Marle 2012).
The simulation-based model proposed in that study makes it possible to suggest and test risk mitigation
actions and then to support project managers in making decisions regarding risk response actions.

Several papers are devoted specifically to simulation applied to IT project management (e.g.,
Morales and Anderson 2013). In (Kouskouras and Georgiou 2007), a model simulating a core part of a
software project process is described, which enables the estimation of several project development
details such as delivery times and quality metrics.

There have also been attempts to simulate project management in all its complexity. For example,
in (Cardona-Meza and Olivar-Tost 2017), 49 subprocesses of project management, identified according
to PMBOK, form a network modeling the management process of a project, and various interrelations
between them are simulated. In (Wang et al. 2017), simulation is used in the analysis of the value
realized from the project.

Furthermore, there has been an attempt to apply project simulation to managing project scope
and the functionalities of the project product (Artto et al. 2001). In (Sabeghi et al. 2015), we can find
an application of simulation to project control; the best timing for control points is determined by
means of simulation. In (Kennedy et al. 2011), the dependence between project complexity and team
communication and performance is examined, also by means of simulation.

As far as research projects, in the broad sense of the term—not confined to the definition from
Section 2.1, but meaning projects which are aimed at delivering new knowledge or applying this
new knowledge (Kuchta et al. 2017)—are concerned, there exists an application of simulation to new
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product development projects (Iluz and Shtub 2015). Various scenarios of scope, time estimates,
resource estimates, cost estimates, quality parameters, and risk management plans are considered and
refined until a scenario (or a project strategy) is selected. To our knowledge, no other applications of
simulation to research projects have been published in the scientific literature thus far.

6. Case Study

6.1. Methods and Tools Used for Simulation in the Case Study

In the simulation in this paper, we used the theory of Systems Dynamics (SD), a methodology and
mathematical modeling technique, to present, understand, and analyze complex issues and problems.
The founder of SD is W. Forrester, who initially used the name Industrial Dynamics (Forrester 1968).
The methodological basis introduced by Forrester was then utilized in numerous domains, including
population, agriculture, ecological, economic, urban/social, and management problems. The spreading
of the application range was reflected in the late 1960s in the name change to SD, and selected important
contributions to SD are (Senge 1997; Coyle 1998; Meadows 2009; Sterman 2018).

SD models capture the simultaneity in systems by updating all variables in small time increments
with positive and negative feedbacks and time delays structuring the interactions and control. The basis of
an SD model is a structure composed of several elements (see Figures in the subsequent part of the paper):

• streams (flows)—which indicate movements of objects, e.g., materials, orders, staff, projects,
activities, etc. (marked in the figures with double-line arrows);

• levels—places in which the inflow is compared with the outflow and if the former exceeds the
latter, accumulation of objects takes place, e.g., inventory level, staff available for employment,
activities still to do, etc. (marked in the figures with text strings in rectangles);

• decision points—regulating the flows as a function of information about the system state (marked
in the figures as small triangles);

• variables—storing the values of parameters and auxiliary variables, e.g., duration of a project, definition
of the scope of work, etc. (marked in the figures as texts strings without any framing or brackets);

• input variables—variables whose values are imported from other simulation models, here treated
as parameters (marked in the figures as text strings in triangular brackets);

• information flow direction (indicated in the figures by blue single-line arrows).

The behavior of the system is a consequence of its structure, which means that a given result is the
consequence of several reasons, not a single reason. Also, various system behaviors might lead to the
same result. A broader introduction to SD is presented in (Morecroft 2015) and (Martín García 2019).

Project runs are complex structures with flows of objects and information, decision points,
and variables that dynamically change their values over time, and these changes produce certain
intermediate results and project outcomes that define and determine project success and failure. That
is why SD seems appropriate for simulating a project course for various needs. Indeed, SD was applied
to project management simulation in (Majtán et al. 2014; Morales and Anderson 2013; Wang et al. 2017),
but not in the context of research projects.

The use of SD in practice is supported by software with a graphic user-friendly interface. Here,
we used the application Vensim, particularly its free version Vensim PLE 7.3.5 (Ventana Systems Inc,
60 Jacob Gates Rd, Harvard, MA 01451, United States).

6.2. Description of the Case Study Project

The case study project was implemented in a Polish public university. To understand the context,
it has to be underlined that in Poland, research activities and researchers are evaluated basically on
so-called “points” assigned to journals included in a ministerial list. There are two big problems linked
to the system that functions in Poland:
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• firstly, the ministerial list and the points assigned to journals are subject to frequent changes.
This means that, while submitting a paper to a journal, the researchers do not know how many
points will be assigned to the publication if the paper is accepted;

• secondly, the algorithm determining the exact evaluation figure is very complicated and unstable.
At present, each researcher has to fill in four “slots,” which correspond roughly, but not exactly,
to the one-author publication equivalents, and only the best-numbered four slots of each researcher
are counted. However, in the moment of preparing this paper, the public universities law was in
the process of being modified in a yet unknown way.

To sum up, at public universities in Poland, the points assigned to journals are extremely important
for the evaluation of individual researchers and universities, but also for the number of publication counts,
as it is impossible to predict which publications will be counted in the future and with how many points.

The project in question (described in more detail in (Betta et al. 2017; Klaus-Rosińska 2019))
was selected in a call for research projects announced by a governmental unit in the discipline of
management. Its subjects were research projects themselves, and its goal was to identify research project
success factors, defined as “those characteristics, conditions, or variables that, when properly sustained,
maintained, or managed, can have a significant impact on project success” (Moohebat et al. 2010).
The project was defined and described in 2008 and was executed in a year at the turn of the years
2010-2011 by a team composed of seven researchers from University X. The project manager was
one of the authors of the present paper. At the time of defining the project, we identified a research
gap consisting of an incomplete and too general identification of success factors for research projects.
The methods to be used (defined in the stage of project definition) comprised questionnaires, interviews,
and workshops. However, after the project’s completion, we now know that the questionnaires were
not very efficient (they were often filled in rapidly and superfluously without the necessary depth of
reflection), and the workshops were not used because no participants were found (all of the potential
participants refused, citing lack of time as the most important factor). Thus, only deepening, semi-open
interviews were used to identify the success factors.

The interviews were conducted with research project managers, and each interview was a case
study of one research project. The interviewees were asked about the criteria of project success they
used; about the degree to which “their” project fulfilled the criteria; and about which factors—according
to them—influenced that situation. Additionally, they were also asked more general questions (not
necessarily referring to the case study) about their opinion on success factors in research projects generally.

The most important success criteria of the project (in the context described above) were the
number of points for publications and the number of publications accepted for publication by scientific
journals, both numbers referring to the period of project realization. The team tried to achieve high
values of these criteria through “producing” a relatively high number of publications and sending
them first to journals with a high number of points. In the case of rejection, and if there was still time,
the papers were submitted to journals with lower numbers of points. In some cases, the papers faced
the possibility of undergoing substantial corrections and of being resubmitted, but because of the
limited time and a long waiting time for reviews, the corrected papers were sent to journals with a
lower number of points.

Apart from summarizing papers, whose preparation was planned for the very end of the project,
the aforementioned success criteria made the team write a paper after each sequence of interviews.
These papers were case studies based on the projects that the interviews of the sequence referred to.
These papers only had a chance of being accepted within the project duration. In the context of the
project in question, the term “paper” always refers to the “case study type papers based on a sequence
of interviews” and is distinguished from the summarizing papers, which are always named as such.

Apart from the above two success criteria, resulting from the expectations of the two most
important stakeholders (the government and the university), the project manager and team had
another, taking into account the third important member of project environment, society, or, in a
narrower sense, the community of researchers who expected a good piece of research on research
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projects success factors, which might not be reached within the project duration. A good piece
of research meant, in our case, well-conducted interviews, which, in the future (possibly in the
summarizing papers) would appear—and in fact, this turned out to be true—possibly long after the
project is terminated. As a matter of fact, the interviews leading to summarizing papers may have
led, in the future, to papers published in journals which would have a high number of points. Thus,
we also had in mind the success criterion “number of well-conducted interviews”, which is a measure
of another success criteria, i.e., “amount of acquired knowledge about research project management”.
Based on the number of available, potentially high-quality interviewees, we estimated the maximum
number of interviews that it was possible to conduct, which turned out to be 60. Thus, we set the goal
at 60 high-quality interviews.

As regards the other criteria (the number of points and the number of papers), the goal values
can be set arbitrarily by the decision-maker. The objective was to maximize these values (in the sense
of goal programming), knowing that the number of papers submitted for publication during project
realization was limited by the number of interviews divided by the length of the sequence of interviews
required to write a paper. In the considered case, the average length of this sequence was three, so a
maximum of 20 papers could be produced.

Let us underline that the papers were produced once the sequence of interviews was finished,
usually without controlling (apart from extreme, striking cases) the interview quality. Insufficient
interview quality was discovered only later, usually in the process of paper preparation or, even more
frequently, in paper reviews.

Using the notation from above, for the case study project we had:

I. Project total length: 1 year.
II. The length of interviews sequence (without taking into account interviews quality) necessary

for a paper to be produced: 3.
III. The maximal number of potential high-quality interviewees: 60.
IV. The set of journals to which the papers were submitted (with waiting times being random

variables whose distribution is estimated basing on experience):

a. 100-point journals
b. 50-point journals
c. 20-point journals

V. The set of project team potential member types:

a. BRs: basic researchers (some years of experience after PhD, a fairly high number of
points for publications and/or citation index);

b. ERs: experienced researchers (full professors, a high number of points for publications
and/or citation index);

c. URs: unexperienced researchers (beginners in research, rudimentary number of points
for publications).

It is assumed that ERs are the most experienced and thus most prone to quickly producing
high-quality interviews, but they have numerous additional activities (journal and conference paper
reviewing, applications for degree reviewing, conference key speeches, work with PhD students and
young researchers, etc.), and are more likely to generate absences, thus not being able to conduct an
interview at a fixed date. At the other extreme, we have URs, who would probably need a longer
time to prepare and conduct an interview and would make more mistakes, but would be more readily
available. In the middle fall BRs, who form an in-between category.

Using the notation from Section 4, we have: SE = {E1, E2}, where E1 is the “selecting members of
the project team,” and E2 is the “selecting policy of paper submissions.” Both elements of the project
strategy have the following potential variants:
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• VE1 =
{
V1

j

}4

j=1
, where V1

1 refers to the composition of the project team of four BRs; V1
2 refers to

composing the project team of four URs; V1
3 refers to the composition of the project team of four

ERs; V1
4 refers to the composition of the project team of four BRs supported by two URs and

two ERs.

• VE2 =
{
V2

j

}1

j=1
, where V2

1 refers to the publications that will be first submitted to journals

guaranteeing a higher number of points (here, 100). In the case of rejection, they will be submitted,
possibly after some corrections, to journals with a lower number of points. We assume here a
one-element set for the sake of simplicity.

SC is assumed to be equal to {Ck}
3
k=1, where:

• C1: The number of terminated and high-quality interviews (according to the information available
within the project duration)—the goal value Cmin

1 is 60.

• C2: The number of papers accepted and published within the project duration—various goal
values Cmin

2 are considered.
• C3: The number of points for publications generated within the project duration—various goal

values Cmin
3 are considered.

We utilized the goal programming approach (in its simplest form, for reasons of simplicity,
disregarding such problems as the lack of goals commensurability) for the evaluation of the multicriteria
programming problem of project success with goal values of the maximum type. Thus, the following
objective function should be minimized:

3∑
k=1

(
max

(
Cmin

k −C∗k, 0
))

(2)

6.3. Simulation Model and Experiments—Selecting Research Project Strategy

For the experiment presented in this section, the research project described in Section 6.2 was used.
Of course, as mentioned previously, the project has already been terminated, and as it was conducted
according to one scenario, other scenarios cannot possibly be tried out in reality. Thus, the project, in a
simplified form, is used here merely as a basis for simplified experiments, whose goal is to show the
potential usefulness of simulation for selecting research project strategy according to Definition 2.

First, we concentrate on the success criterion C1 and the strategy element E1.

6.3.1. Selection of Project Team Members and Its Influence on Success Criterion C1

We used here the following simulation model:
In the model from Figure 2, we see the Initial Project Definition, where, among others, the information

about project duration, the goal number of interviews, and the composed team (strategy element E1)
is contained. The choice of the team implies information about Weighted Absence, i.e., the number of
times the team members are unexpectedly not available to conduct an interview at a scheduled time.
This parameter determines the Rework Gen(eration) Rate and creates the Level of Rework, which stands for
the non-conducted interviews which have to be scheduled for a later date. The absences are discovered
by the project manager after a period of time called Time to Detect Absence, and if there is still time
(i.e., if the project has not terminated yet), the respective interviews are rescheduled. Absences which
have not been made up for (the respective interviews have not been conducted at a later date) become
Remaining Rework.

The Level of Losses is the cumulated number of interviews that have not been performed at the
required level of quality and which have been identified as such. The cumulated number of low-quality
interviews whose low quality has not been discovered become Remaining Losses. The number of Level of



Adm. Sci. 2020, 10, 18 13 of 23

Losses plus Remaining Losses is a consequence of the composition of the project team and is determined
by Weighted Shortcoming and a connected parameter, Rate of Losses. Additionally, the “bad” interviews
are not identified immediately; it usually happens later, in the process of paper writing or reviewing.
The time after which low-quality interviews are discovered is called here the Time to Detect Losses.Adm. Sci. 2020, 10, x FOR PEER REVIEW 13 of 23 
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Figure 2. General Vensima simulation model for success criterion C1: the number of well-conducted
interviews according to the information available within the project realization time.

The Full Employment Performance Rate corresponds to the number of interviews of a high quality
that the project team is capable of conducting during the project duration. It is determined both by
planned absences (the project team member cannot be scheduled for certain interviews because of a
lack of free time in his or her calendar) and the productivity and experience.

Work To Do is the current number of interviews scheduled in the initial project plan corrected by
the Full Employment Performance Rate and then increased by the Level of Rework and the Level of Losses.
Work Done is the current number of interviews completed (without confirmation of a sufficient quality
level). It is also, at project termination, the value of the success criterion C1. Stream of Work relates to
the interviews directed at the process of publication preparation.

The four possible choices of E1 were simulated and the following results were obtained.
If V1

1 is selected (project team composed of four BRs), the Vensima system generates the results
presented in Figure 3a–c. The “x” axis of Figure 3a–c represents the whole project duration (one year,
i.e., 52 weeks) and the “y” axis the number of interviews represented by the respective variables.
The most important values are those attained at the end of the project duration.
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In Figure 3a, we can see that because of the lack of experience and a certain absence problem,
for the four BRs, it was only possible to perform 50% of the interviews included in the project goal, i.e.,
30 (the final value of Work Done). In Figure 3b, we can see the accumulated number of absences (Level of
Rework) and the accumulated number of absences that have not been made up for (Remaining Rework).
The Remaining Rework here is very low, close to zero, as we assumed in our model that Time to Detect
Absence is zero. In Figure 3c, we can see the accumulated number of identified low-quality interviews
(Level of Losses—two at project completion) and the accumulated number of low-quality interviews
that have not been identified (Remaining Losses—one at project completion). It can be noticed that from
week 40 onwards, the number of Remaining Losses starts to decrease, as the losses start to be discovered
(after the Time to Detect Losses, assumed to be 20 weeks) and there are no new interviews.

To sum up this choice of project team members (four BRs), the value of the criterion C1 would be 27
(30 interviews conducted minus three of a low quality—two discovered ones and one undiscovered one).

The second strategy variant as to the choice of the project team, V1
2 (four URs), provides the

presented in Figure 4a–c.

Adm. Sci. 2020, 10, x FOR PEER REVIEW 14 of 23 

 

 
(c) 

Figure 3. (a) Simulation results for 𝑉 : Work Done and Work to Do. (b) Simulation results for 𝑉 : Level 
of Rework and Remaining Rework. (c) Simulation results for 𝑉 : Level of Losses and Remaining Losses. 

In Figure 3a, we can see that because of the lack of experience and a certain absence problem, for 
the four BRs, it was only possible to perform 50% of the interviews included in the project goal, i.e., 30 
(the final value of Work Done). In Figure 3b, we can see the accumulated number of absences (Level of 
Rework) and the accumulated number of absences that have not been made up for (Remaining Rework). 
The Remaining Rework here is very low, close to zero, as we assumed in our model that Time to Detect 
Absence is zero. In Figure 3c, we can see the accumulated number of identified low-quality interviews 
(Level of Losses—two at project completion) and the accumulated number of low-quality interviews that 
have not been identified (Remaining Losses—one at project completion). It can be noticed that from week 
40 onwards, the number of Remaining Losses starts to decrease, as the losses start to be discovered (after 
the Time to Detect Losses, assumed to be 20 weeks) and there are no new interviews. 

To sum up this choice of project team members (four BRs), the value of the criterion 𝐶  would be 27 
(30 interviews conducted minus three of a low quality—two discovered ones and one undiscovered one). 

The second strategy variant as to the choice of the project team, 𝑉  (four URs), provides the 
presented in Figure 4a–c.

  
(a) (b) 

 
(c) 

Figure 4. (a) Simulation results for 𝑉 : Work Done and Work to Do; (b) Simulation results for 𝑉 : Level 
of Rework and Remaining Rework; (c) Simulation results for 𝑉 : Level of Losses and Remaining Losses. 

Because of lower experience, a team composed of four URs performed only 24 interviews, out 
of which four were of low quality and were identified prior to project termination (the final value of 
Level of Losses) and two remained undiscovered until the end of the project (Remaining Losses). Thus, 
the criterion 𝐶  value is 24 − 6 = 18. The low quality of interviews and their gradual detection can be 

Figure 4. (a) Simulation results for V1
2 : Work Done and Work to Do; (b) Simulation results for V1

2 : Level of
Rework and Remaining Rework; (c) Simulation results for V1

2 : Level of Losses and Remaining Losses.

Because of lower experience, a team composed of four URs performed only 24 interviews, out
of which four were of low quality and were identified prior to project termination (the final value of
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Level of Losses) and two remained undiscovered until the end of the project (Remaining Losses). Thus,
the criterion C1 value is 24 − 6 = 18. The low quality of interviews and their gradual detection can be
seen in the descending last segment of Work Done. This team has one advantage: a low absence rate,
which is seen in the low values of the Level of Rework and Rework.

Let us now consider V1
3 , i.e., the project team composed of four ERs. The results are presented in

Figure 5a–c.
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Here, we can see the case of the most experienced workers (four of them) forming the project team.
Because of a high planned absence, they were only able to perform about 38 interviews. However,
in their case, the quality problem is negligible: at the end of the project (the third picture) were only two
low-quality interviews, out of which “less than one” (this “fractional” result is due to the continuous
character of the model) remained undiscovered until project’s termination. Thus, we can approximate
the value of the criterion C1 to be 38.

The last scenario of project team we considered was a mixture V1
4 , composing a project team of

four BRs supported by two URs and two ERs (Figure 6a–c). Here, we obtain the highest value of the
criterion in question.
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This team was able to conduct almost 60 interviews. The relatively high absences have been
made up for. There were seven low-quality interviews, out of which “more” than two remained
undiscovered at project termination. The value of the success criterion C1 is thus 53.

In the following subsection, we integrate the other success criteria: C2 and C3. To simplify the
presentation, we assume here the best team scenario from the point of view of success criterion C1: four
BRs supported by two URs and two ERs. In this case, almost 60 interviews were conducted, and all of
them were directed to paper preparation. For the sake of simplicity, we assume in the next section a
rounded-up number of interviews: 60.

6.3.2. Selection of Article Sending Patterns and Their Influence on Success Criteria C2 and C3

The next step is to integrate objectives concerning the publications, thus C2 and C3. The process of
publishing and reviewing seems to be of a different nature than the continuous problem of scheduling and
controlling interviews. The feedback loops we used in Figure 2 seem to be of less importance, as papers
are submitted in discrete time moments and the outcomes of reviews resemble more a lottery than a
network of causes and consequences. That is why, for this part, we chose a discrete and random model.

The connector shown in Figure 7 is formed from the Stream of Work, i.e., the interviews directed to
the process of paper preparation, corrected by the Rate of Losses (determining the Level of Losses, i.e.,
the interviews whose low quality was discovered during paper preparation) and Activities Waiting (i.e.,
interviews on the basis of which papers are to be prepared). A certain preparation time for each paper
is selected (here, 1 week). The Coeff(icient) of Article stands for the number of interviews that form the
basis of one paper (here, three). The Stream of Articles is composed of the number of articles equal to
the Sum of Articles, which are sent to journals.
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As mentioned before, here we consider only one scenario for papers submission, denoted as V2
1 ,

i.e., the publications are first submitted to journals guaranteeing a higher number of points (here, 100),
and in the case of rejection, they are submitted, possibly after some corrections, to journals with a
lower number of points. This is illustrated by the following model (Figure 8).
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In the first step, all 20 papers are sent to 100-point journals. Many of them are gradually rejected—here,
in total, 16. Only four are accepted. The Sum of Lost 100 Point Articles After Late Rejection is 0, which means
that there was time to send, after some correction, the 16 rejected papers to 20-point journals.

As far as journals of 20 points are concerned, the simulation led to the result that seven papers
were accepted and nine rejected. Of the nine rejected papers, five were rejected too late to send them
to a 5-point journal (Sum of Lost 20 Point Articles After Rejection). Four papers were sent to a 5-point
journal. Here, all of the sent papers were accepted.

To sum up, 20 papers were submitted, and 15 were accepted within the project duration: four
papers in 100-point journals, seven in 20-point journals, and four in 5-point journals. Altogether,
560 points were gained.

6.3.3. Analysis of Results

In the above calculations, we analyzed thoroughly one strategy,
{
V1

4 , V2
1

}
, which consists of

choosing a project team composed of four BRs supported by two URs and two ERs in the following
paper submission pattern: the publications are first submitted to journals guaranteeing a higher number
of points (here, 100), and in the case of rejection, they are submitted, possibly after some corrections,
to journals with a lower number of points. Let us consider three different success definitions for the
research project in question:

• The project will be fully successful if at least 60 high-quality interviews are conducted, at least
20 papers are published, and at least 600 points for publication are attained.

• The project will be fully successful if at least 60 high-quality interviews are conducted, at least
30 papers are published, and at least 500 points for publication are attained.

• The project will be fully successful if at least 60 high-quality interviews are conducted, at least
10 papers are published, and at least 480 points for publication are attained.

The three success definitions lead to three versions of the goal programming model, whose
parameters and the values of the objective function are presented in Table 1. Let us remind the reader
that, for the strategy selected here, we have: C1 = 60, C2 = 15, C3 = 560.

Table 1. Evaluation of one project strategy (
{
V1

4 , V2
1

}
) in the function of project success interpretation.

Project Success Interpretation Cmin
1 Cmin

2 Cmin
3 Obj. Function (2)

I 60 20 600 0 + 5 + 40 = 45
II 60 30 500 0 + 15 + 0 = 15
III 60 10 480 0 + 0 + 10 = 10

In Table 1, we can see that the same strategy can be evaluated differently depending on the
understanding of research project success. Project success interpretation I is the most ambitious with
respect to the number of points, and here, the value of the objective function is the highest and thus
the worst. Therefore, if the university attaches much importance to points, which in the discussed
case (Poland) are unstable, the strategy selected would be evaluated as not very good. However, if the
university in question, aware of the unstable nature of points, attaches more importance to the number
of publications (success definition II), the evaluation of the strategy would be much better. On the
other hand, if the policy of the university is to give more importance to the long-term project outputs
and to the well-being of the researchers, success definition III might be adopted. In this definition,
neither the points nor the number of the “quick” papers, which are to be produced within the project
duration on the basis of a short sequence of interviews, are very important. What counts is mainly the
number of high-quality interviews, which potentially correspond to new knowledge and high-quality
summarizing papers that would be published in the future and might be the basis of further research.

Of course, here we analyzed only one strategy. Other feasible strategies should also be analyzed
in order to make the final choice. It is clear that the selection of project strategy is strongly influenced
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by the understanding of project success, and other criteria should also be taken into account—for
example, the employment cost and the status of project team members. For example, if criterion C1 has
a lower Cmin

1 value, strategies
{
V1

1 , V2
1

}
or

{
V1

2 , V2
1

}
might be preferred because of lower research work

cost, of course once the values of C2 and C3 have been subjected to simulation. In other situations,
when neither the employment cost nor a high value of C1 are very important, strategy

{
V1

3 , V2
1

}
might

be valued higher, because here the project team is composed of experienced researchers of high prestige.
Of course, the second strategy element usually has more variants (e.g., submitting only to prestigious
journals, even in the case of rejection trying to modify the paper and submit it to another equally
highly pointed journal, or other submission patterns), and the strategy itself always has more than two
elements. However, in each case, simulation, based on a respectively extended model, will assist us in
evaluating various strategies according to our quantitative success criteria and preferences and the
policy of our organization.

7. Conclusions

In this paper, we proposed a general model supporting the decision-maker in the selection of
the best strategy (among the feasible ones) for the research project he or she is going to implement,
keeping in mind the project environment and the project success understanding and criteria (and their
aggregation method) that the decision-maker prefers. The model is based on a simulation of various
strategies. The success of the project is measured according to the preferences of the decision-maker,
and the best strategy can thus be selected.

The case study used here to illustrate the approach concerns a research project implemented at a
public university in Poland and is interpreted in the context of Polish public universities, which are
evaluated by means of an often changing, rather complicated algorithm based on a ministerial list of
journals with assigned points. The case study shows that researchers, even though they should be, to
a large extent, independent, often have to fit their university policy and define their project success
accordingly, and this influences the strategy that should be selected for the project. Simulation can be
used to choose such a strategy that leads to the best compromise between the university policy and the
objectives of the researchers. In Polish circumstances, where the algorithm of university evaluation
changes constantly, simulation provides a perfect tool for researchers to adapt their research project
strategies to the given situation. One simulation model, constructed, e.g., in a free system like Vensima,
can be modified each time changes in public universities’ laws are introduced (which is the case in
contemporary Poland).

It has to be underlined that, although the case study discussed here is based on the Polish system,
the case study itself and all of the corresponding conclusions are by no means limited to Poland. In
many countries see, i.e., (Despotis et al. 2015), research activities are evaluated in a way which is not
always seen as satisfactory by the researchers (Betta et al. 2017) and is often based on the numerical
characteristics of publications, which are equal to the numerical characteristics of the journals. Thus, in
the case of other countries, the points assigned by the Polish government should be replaced by other
relevant characteristics used in the given context, like Impact Factor.

The model proposed in this paper is largely simplified. It does not take into account the following
elements:

• numerous other possible research project success criteria, especially those reaching beyond the
project termination (it has to be underlined here that the simulation system can be run in such a
way that a longer horizon than that of project duration is taken into account);

• other features of various project strategies (apart from success criteria), e.g., the cost or
implementation difficulty;

• numerous other research project strategy elements (Section 3);
• approaches to the multicriteria project success evaluation problem other than the basic form of

goal programming.
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However, the simplified model and the case study show that:

• the problem of determining the research project success definition is complex and equivocal;
• the selection of research project strategy cannot be detached from the problem of defining

project success;
• in order to be as successful as possible (according to his or her success understanding and

according to the policy of the parent organization), the project manager must choose carefully one
of many feasible project strategies. If he or she disregards this step, they may put much effort in
pushing the project in a non-desired direction;

• simulation, applied to projects before their start, may be helpful, because it can provide an indication
of which strategy to choose in order to work toward the desired direction. In addition, the model
can be modified each time the policy of the government or of the parent organization changes.

Of course, the proposed model has important limitations, especially as far as its validation and
verification are concerned. Further research and case studies are needed to elaborate an efficient system
supporting the selection of research project strategy in a given project environment and for a given
project success understanding. In the future, the proposed model will be verified using more types of
research projects from different areas and different universities, research institutions of other types and
industries, and with different types of financial sources.

The model will also be extended with additional tools. Methods of linguistic dialogue with the
decision-maker might be useful here. Also, the problem of parameter selection for the model is not
an easy one to solve one. Here, we selected the parameters largely subjectively on the basis of our
experience in publishing papers, but a database with the relevant information should be constructed
so that simulation models are as close as possible to reality.

To sum up, the use of simulation in selecting project strategy in the function of project success
understanding seems to be a very promising research direction, and not only for research projects.
We believe this paper offers a contribution to the development of this research direction.
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