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Does Worksharing Work?
Some Empirical Evidence from the IAB Panel

Martyn J. Andrewsa , Thorsten Schankb, Robert Simmonsc

Abstract: Recent policy debate in Europe suggests that a shorter workweek will lead
to more jobs (worksharing). We derive and estimate a model where the �rm employs
two types of worker, some working overtime, the rest standard hours. Worksharing is
not always a prediction of the theory. Using German establishment-level panel data
(the IAB panel), 1993�1999, we �nd pro-worksharing e�ects in small plants in the East
German non-service sector. There is evidence that a cut in standard hours lowers the
proportion of overtime workers in a plant, as predicted by the theory, and increases
the proportion of standard-time plants.

Zusammenfassung: In der wirtschaftspolitischen Debatte werden immer wieder Ver-
kürzungen der wöchentlichen Normalarbeitszeit zur Bekämpfung der Arbeitslosigkeit
gefordert. Wir präsentieren in dem vorliegenden Papier ein Arbeitsnachfragemodell,
das zwischen Beschäftigten mit und ohne Überstunden unterscheidet. Der E�ekt einer
Arbeitszeitverkürzung auf die Beschäftigung kann dabei nicht eindeutig beantwortet
werden. Auf der Basis des IAB-Betriebspanels, 1993�1999, �nden wir, dass in kleinen
Betrieben des Produzierenden Gewerbes Ostdeutschlands Arbeitszeitverkürzungen und
Beschäftigungserhöhungen miteinander einhergingen. Auÿerdem zeigt sich, dass eine
Verkürzung der wöchentlichen Arbeitszeit den Anteil der Überstundenbeschäftigten �
so wie von der Theorie vorhergesagt � senkt und den Anteil der Betriebe ohne Über-
stunden erhöht.
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1 Introduction

One of the more contentious issues concerning labour-market policy is whether a sus-
tained reduction in the length of the working week leads to more jobs. This policy is
known as worksharing, because a �xed number of hours worked in the economy are
spread over more workers. It is contentious because there are widely di�ering views
promulgated by politicians, trade unions and economists as to whether it actually
works. It is in continental Europe where the policy is debated most; two examples of
worksharing programmes that illustrate the scope for disagreement are in France and
Germany.1 In France, a complex policy programme involving reductions in the working
week (hereafter, `workweek' or `standard hours') was initiated under the Aubry laws
of 1998 and 2000. These laws provided for a statutory standard workweek of 35 hours
down from 39, initially for workers in organisations employing 20 or more and then
extended to cover smaller workplaces. Firms were encouraged to adopt a shorter ba-
sic workweek, with reduced social security contributions as an incentive, and to place
limits of 130 hours per year per worker on the amount of overtime performed. French
survey evidence does indeed show a substantial cut in average weekly hours worked
since 2000 when the policy was �rst applied. According to Government �gures, dur-
ing 2000 and 2001, 83,000 companies moved to a 35 hour workweek and bargaining
agreements involving cuts in the workweek are credited with saving or creating a total
of 365,000 jobs over this period (European Industrial Relations Review 2001). Also, a
Government survey conducted over the period November 2000 to January 2001 showed
that the majority of workers felt their quality of life had improved as a result of the
introduction of the 35 hour week (European Industrial Relations Review 2001). How-
ever, the move to a shorter workweek was attacked by some Government ministers and
employers' federations as contributing to higher unit labour costs, lower French com-
petitiveness and weak economic growth.2 As part of an employer-led backlash against
the Aubry laws, the overtime limit was raised to 180 hours and application of the laws
made less stringent.3

In Germany, which is the focus for this paper, the dominant union, IG Metall, secured
a series of collective bargaining agreements though the 1980s and 1990s to take the

1Elsewhere, the Italian government announced a similar move in October 1997, although the legisla-
tion has not been introduced yet. In 1999, unions in Greece, Spain, Sweden, Belgium and Switzerland
called for a similar policy, although in no cases have statutory economy-wide cuts in hours been im-
plemented; rather any cuts in hours have come through bargaining agreements. Other measures to
induce worksharing via a reduction in hours worked are to increase the yearly holiday entitlement,
to limit the maximum permitted overtime hours or to increase the overtime premia. Increasing the
overtime premium is the only provision in the United States to induce worksharing, where the Fair
Labor Standards Act mandates an overtime premium of 50 percent to be paid after 40 hours.

2Jean-Paul Fitoussi is quoted as saying that it is �not possible for eight people working for six
hours to produce the same amount as six people working eight hours� (The Guardian 2003).

3See European Industrial Relations Review (2002a, 2002b).
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workweek to 35 hours in 1995, which have been followed in other industries.4 In June
2003, though, an attempt by IG Metall to obtain a 35 hour workweek in East German
metalworking plants, in order to gain parity with West Germany, failed as employers'
organisations mounted a successful campaign of resistance to strike action called by the
union. The East German employers argued that parity of the workweek with the West
would undermine a useful cost advantage for employers in the East and cited potential
job losses as an important part of their argument.5

Clearly, policy makers still consider worksharing a tool for reducing unemployment in
Europe. This is despite the fact that many economists have argued that worksharing
does not work. The basic idea is that, as the workweek is cut, �rms substitute hours by
workers, with workers receiving lower weekly pay (income-sharing) but not being worse
o� providing they value leisure su�ciently. However, there is a well-known problem
with the theory (Hart 1987, Calmfors & Hoel 1988, Leslie 1991, Hamermesh 1993,
Hunt 1999). The policy only works for �rms who do not o�er overtime. For those
that employ exclusively overtime workers, cutting standard hours makes hours worked
per person more expensive, and both scale and substitution e�ects predict that the
�rm demands fewer workers. Not only is the theory a priori ambiguous, because it
depends on whether �rms employ overtime workers, it illustrates clearly the fallacy of
�xed lump of labour: �rms will demand fewer man-hours if labour costs go up.

The empirical evidence is equally unconvincing. However it based almost exclusively
on aggregate- or industry-level data; as yet there is virtually no demand-side micro-
econometric evidence with which to assess this issue (see Hart & Wilson (1988), Hunt
(1999), Hernanz, Izquierdo & Jimeno (1999) and Crépon & Kramarz (2002) and Sec-
tion 2 below). In this paper, we present empirical evidence using a panel of German
plants (the IAB panel) for the period 1993�99. We estimate various employment re-
gressions to see whether standard hours have a negative impact.

There are two features of our data that ensure our empirical results add value to the
existing literature. First, not only do we have plant-level data, they are also a panel,
which means that we can control for unobserved scale e�ects which contaminate many
studies of labour demand. Second, uniquely, we observe the proportion of overtime
workers in a given plant. Given the above problem with the theory, it is essential to
distinguish between plants who o�er overtime and those who do not, that is examine
whether estimated employment-standard hours elasticities vary with�in fact, change
sign with�the plant's working-time regime. In reality, many plants employ both over-
time and non-overtime workers, which means we can also estimate the e�ect of standard
hours on this proportion, thereby decomposing employment-standard hours elasticities
into substitution and scale e�ects.

4See Hunt (1998) for an excellent survey. A later demand for 32 hours was unsuccessful.
5For a full review of this case, see European Industrial Relations Review (2003a, 2003b).
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Because the theoretical literature only analyses �rms who employ exclusively standard-
time workers or exclusively standard-time workers, we inform our empirical analysis
by developing a model �rst suggested by Leslie (1991) which incorporates both types
of worker within the same �rm. In this so-called compositional model, the theory
predicts that, as standard hours are cut, the proportion of overtime workers in the
workforce falls as �rms substitute standard-time workers for overtime workers. The
model incorporates the variables we have at our disposal in the data.

The paper is organised as follows. In Section 2, we survey the existing empirical evi-
dence as to whether cuts in the workweek have indeed led to, or are associated with,
increases in employment and/or actual hours of work. In Section 3, we extend standard
models of labour demand by modelling the �rm's choice of overtime regime endoge-
nously and then present our own compositional model that incorporates standard time
and overtime workers in the same �rm. In Section 4 we describe the data. In Sections 5
and 6 we discuss some econometric issues and present our regression results from the
IAB panel. Section 7 concludes.

2 Evidence

In this section we survey the existing empirical evidence as to whether cuts in standard
hours, H̄, have led to, or are associated with, increases in employment,N , hours of
work, H (or, equivalently, overtime, V ), and the proportion of individuals working
overtime. Often these estimates are interpreted as the e�ect of standard hours on the
�rms factor demands for hours and employment, but reduced-form interpretations are
also admissible.

Almost all the early evidence came from time-series data; see Schank (2001, Table 3.1)
for a comprehensive summary of 17 studies covering 6 industrialised economies. For
most countries, time-series plots of H and H̄ indicate secular declines in both series,
hence the strong positive correlation in time-series studies. If overtime is solely a short-
run, disequilibrium phenomenon (i.e. ηV H̄ ≈ 0), this implies that a unit elasticity is an
upper limit for long-run ηHH̄ .6 In fact, most estimates are close to unity; exceptions
are Brunello (1989) for Japan and König & Pohlmeier (1989) for West Germany. In
time-series studies where employment regressions are also run, estimates ofηNH̄ are not
so well-determined. A negative relationship between employment and standard hours
is found in European economies, e.g. Finland, Italy, Netherlands and West Germany.
Again Japan is an exception. More recently, Kapteyn, Kalwij & Zaidi (2000) estimate
a six-variable VAR on a panel for 13 OECD countries, and �nd no causal relationship

6Throughout this paper the elasticity of y with respect to x is denoted ηyx. If it is unambiguously
negative then it might written as a positive quantity: |ηyx|.
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from actual hours worked to employment. Jacobson & Ohlsson (2000) do the same for
Sweden, with the same �nding.

In the late 1990s, the need for micro-econometric evidence, using either �rm/plant- or
individual-level panel datasets, became paramount, there being only Hart & Wilson
(1988) hitherto. Table 1 reports what evidence there is, almost exclusively for the UK
or Germany. Hart & Wilson (1988) estimate conditional factor demand schedules for
hours of work and employment from a panel of 52 engineering enterprises for 5 years
(1978�1982) in the UK, and �nd that ηNH̄ is badly determined, because it con�ates
di�erent e�ects for 9 �rms who o�er no overtime with the rest who do. When the sample
is strati�ed by working-time regime, the elasticity is−0.49 for the zero overtime case
but is 0.41 for �rms who o�er overtime. This supports the prediction that the two
types of �rm respond di�erently to changes in H̄.

Only three other studies have been conducted. First, Hunt (1999) constructed an 30
industry-level bi-annual panel from the West German Mikrozensus for 1982�93, and
so was able to control for industry �xed e�ects, and found positive but insigni�cant
e�ects. The second is Hernanz et al. (1999), whose preliminary estimates imply an
insigni�cant e�ect of standard hours on employment for Spanish manufacturing �rms,
irrespective of speci�cation and estimation method (for removing plant-level �xed ef-
fects and instrumenting standard hours), thereby con�rming the previous two studies.

The last, most compelling, evidence comes from France. Crépon & Kramarz (2002)
examine the impact on transitions from employment to non-employment of the in-
troduction of unanticipated legislation in 1982, which reduced the workweek from 40
to 39 hours. Using the French Labour Force Survey, a panel that records individual
labour-market transitions, Crépon & Kramarz �nd very strong evidence against work-
sharing, where the probability of leaving employment increases by between 2% and 4%,
depending on speci�cation. The e�ects are even bigger for individuals on minimum
wages, where �rms are unable to o�set increased overtime costs by wage cuts, which
were ruled out by law.

All the micro-econometric evidence for ηHH̄ con�rms the robust result found in time-
series data. This is robust to whether censored, truncated, �xed-e�ects or OLS re-
gressions are run. Also note that corresponding probit estimates consistently suggest
a positive e�ect of a cut in standard hours on the probability of working overtime (an
estimate of −0.005 converts to a semi-elasticity of −0.20, multiplying by a standard
40-hour week).

Taking all the evidence on ∂H/∂H̄ together, we conjecture that it is su�ciently con-
vincing to labelled a Stylised Fact:
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The e�ect of standard hours on actual hours is positive, with an elasticity
robustly estimated at slightly less than unity.

However, as noted, the e�ect of standard hours on employment has yet to be established
empirically, especially using �rm- or individual-level panel data. Our own empirical
work below uses a German panel of plants, where the proportion of overtime workers
in a plant is information not analysed in the literature hitherto.

3 The theory of the firm

In the Introduction it was stated that worksharing�a cut in the workweek leading
to a more employment�is not a prediction of the standard theory of the �rm, but
may occur only if the �rm optimally chooses hours of work at the exogenously given
workweek. In this Section we extend standard models of labour demand by modelling
the �rm's choice of overtime regime endogenously (Sections 3.1 and 3.2). This is done
by amending standard labour supply techniques for maximising utility with piecewise-
linear constraints (see, for example, Blundell & MaCurdy 1999, Section 6.4.1). Because
�rms do not employ exclusively overtime workers or standard time workers, we develop
our own compositional model in Section 3.3.

Consider a �rm free to choose both the level of employment,N , and weekly hours, H,
per employee. All workers work the same number of hours. The �rm's cost function is
given by

C = N(wH + z) if H ≤ H̄; (1)
C = N [wH̄ + γw(H − H̄) + z] if H ≥ H̄. (2)

Weekly hours may be greater than the standard workweek, in which case overtime
hours V ≡ H − H̄ are strictly positive. Each hour up to H̄ is paid w; overtime hours
are paid at premium rate γw, where γ > 1. z represents quasi-�xed labour costs,
i.e. those fringe costs which are independent of hours worked, imputed on a per-period
basis. (Typically they represent hiring and �ring costs.)7 The isocost contour in (N,H)

space comprises two convex segments which form a kink atH = H̄ (e.g. A0B0D0 in
Figure 1). The �rm's (strictly concave) revenue function is denoted by θR(H, N),
where θ is a demand shock.

Solutions are found in two steps. First, we determine the choice ofH and N conditional
on locating on a particular segment or kink. The pro�t-maximising �rm faces di�erent

7This piece-wise linear in hours cost schedule is the simplest way of incorporating overtime and is
a reasonable approximation to reality. For the UK, Bell & Hart (1999) report thatγ is invariant to
the number of overtime hours in the 1996 NES and �nd thatγ = 1.4.
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costs for both segments. More precisely, if H ≤ H̄, the �rm chooses H and N to
maximise θR(H, N)− C, where C is given in Equation (1); if H ≥ H̄, the �rm solves
the same problem, except that costs are now given in Equation (2). In general, these
solutions are written:

N = N0(w/θ, z/θ)

H = H0(w/θ, z/θ)

}
if H ≤ H̄, i.e. the undertime segment; (3)

N = N1(w/θ, H̄, z/θ)

H = H̄

}
if H = H̄, i.e. the kink; (4)

N = N2(w/θ, H̄, z/θ)

H = H2(w/θ, H̄, z/θ)

}
if H ≥ H̄, i.e. the overtime segment. (5)

The second step is to determine the segments or kinks on which the �rm operates. If

H0(w/θ, z/θ) < H̄,

then the �rm operates on the lower segment, i.e. o�ers all its employees hours of
work lower then the standard workweek. We ignore this solution henceforth, because
short-time working is not observed very often (part-time working is usually seen as a
supply-side phenomenon). Next, if

H2(w/θ, H̄, z/θ) < H̄ ≤ H0(w/θ, z/θ),

then the �rm operates on the kink. All its employees work the standard workweek.
Firms whose working-time arrangements are characterised as such are hereafter labelled
as `standard-time �rms'. Finally, if

H2(w/θ, H̄, z/θ) ≥ H̄, (6)

then the �rm operates on the upper segment and all its employees work overtime. These
�rms are hereafter labelled `overtime �rms'. The two possible solutions (or `working-
time regimes') are drawn in Figure 1. ForA0B0D0, these are points B0 (standard-time
�rms) and C0 (overtime �rms) respectively.

Notice that not only do the arguments of these functions vary between the three sets
of solutions, so do the functions themselves. In particular, the e�ect of the workweek
on employment varies between overtime and standard-time �rms. We now discuss this
important issue more fully.
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3.1 Overtime firms

The analysis of changes in the workweek where all �rms o�er overtime is well estab-
lished (Hart 1987, Leslie 1991, Hamermesh 1993). The demand for employment and
hours functions are given by Equation (5), whose properties depend, in part, upon the
underlying technology generating the revenue functionθR(H, N). Here, we follow the
strong tradition in the literature which suggests that hours worked are independent
of scale (Ehrenberg 1971).8 With this assumption, a revenue shock does not alter the
pro�t-maximising demand for hours but does a�ect the demand for employment posi-
tively. The `no scale e�ects' revenue function is θR(g(H)N) where g() is any concave
function. It is easily shown that the comparative statics properties of the two demand
functions are that Nw/θ is ambiguous in sign, and that NH̄ > 0, Nz/θ < 0, Nθ > 0,
HH̄ < 0, Hw/z < 0 and Hθ = 0. For a �rm to optimally o�er overtime to all its
employees, Equation (6) suggests that it must face relatively low standard hours. In
Appendix A.1 we show that, for a Cobb-Douglas production function, the appropriate
condition states that the share of �xed costs in `normal' costsk ≡ z/(wH̄ + z) must
be su�ciently high (and, indeed, implausibly so).

A cut in the workweek, H̄, is qualitatively the same as an increase in �xed costs per
worker, z. For given output, the marginal cost of an employee (the so-called extensive
margin) rises but the marginal cost of an overtime hour (the intensive margin) remains
constant, and so the �rm substitutes away from employment towards hours (C0 to
C1 in Figure 1). E�ectively, −H̄ acts as the own price of employment. With pro�t
maximisation, there is an additional scale e�ect, whereby the �rm demands fewer hours
and employees, because costs have risen. For the `no scale e�ects' revenue function,
the solution lies directly below C1. The overall e�ect of a cut in the workweek on
employment is unambiguously negative (NH̄ > 0), being negative for both income and
substitution e�ects: work-sharing is fundamentally �awed. There is more expensive
overtime as the workweek is cut. Crépon & Kramarz (2002) is an overtime model of
this type, where, recall, they �nd strong evidence against worksharing.

Clearly a theoretical model where everyone works overtime is not what proponents
of worksharing have in mind. Moreover, this model is completely at odds with the
empirical evidence, where the e�ect of a cut in the workweek is to reduce actual hours
almost hour for hour (see the Stylised Fact in Section 2 above). The theory requires
that ∂V/∂H̄ < −1, whereas the estimated elasticities are zero or slightly negative.9

8To quote Hamermesh (1993) �After all, there is no evidence that the weekly hours of full-time
workers at General Workers di�er substantially from those at the local steel fabricator�.

9There have been many attempts at resolving this con�ict between theory and evidence. Some
authors have focused on imposing a particular structure on the production technology (Hart 1987,
Calmfors & Hoel 1988, Leslie 1991). Others specify the overtime premiumγ as a increasing function
of hours worked; Hart subsequently found that, in the data,γ increases with hours in Japan, but not
in the UK or US (Hart & Ru�ell 1993, Hart, Malley & Ru�ell 1996, Bell & Hart 1999).
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3.2 Standard-time firms

If it is optimal for the �rm to operate at the kink, e�ectively employment is chosen
conditional on the exogenously determined workweek,H = H̄.10 The �rm's problem
can be more simply stated as

max
N

θR(H̄,N)− (wH̄ + z)N. (7)

This generates the labour demand Equation (4). The variables that enter are the same
as for the overtime regime (see Equation 5); it is the comparative static e�ects that
are di�erent: Nw/θ < 0, NH̄ ≶ 0, Nz/θ < 0, and Nθ > 0. It is clear from (7) that H̄ is a
price of employment, in direct contrast to the overtime model above. Just like a cut in
the wage, a cut in H̄ lowers the marginal cost of an extra employee. On its own this
increases employee demand. However a cut in H̄ also a�ects marginal revenue; only if
the cross-partial is su�ciently positive, ie marginal revenue falls by more than marginal
cost, does employment actually fall. In the Cobb-Douglas case (see Appendix A.2) all
that is needed for worksharing to work is that0 < k < 1− α, where α is the exponent
on H.

Figure 1 illustrates the pure substitution e�ect of such a cut in the workweek, from
B0 to B1, and makes it quite clear why the e�ect is opposite to the interior solution.
Also notice that because costs have risen, the scale e�ect moves the solution belowB1

(vertically if there are no scale e�ects), which illustrates the ambiguity in the partial
derivative.

It is this model that the proponents of worksharing had in mind: the �rm has to employ
more workers if hours are exogenously cut. As already noted, this is not a prediction
for overtime plants. Whether worksharing works depends on the extent to which �rms
employ overtime workers. Many workers in Continental Europe work exactly zero over-
time.11 Of course the shape of the �rm's isocost schedule tends to `attract' observations
at the kink.12 Above, we reported that there is no convincing aggregate evidence that
worksharing works, which is not surprising if some �rms increase employment whilst
others do exactly the opposite. Clearly, it is essential to distinguish between plants who
o�er overtime and those who do not, that is examine whether estimated employment-
standard hours elasticities vary with�in fact, change sign�the plant's working-time
regime. However, very few �rms employ exclusively overtime workers.

10This model has also been analysed by Calmfors & Hoel (1988), and is mentioned in passing by
Hart (1987) and Leslie (1991). Hunt (1999) is a special case of a model analysed by Schmidt-Sorensen
(1991).

11From the German Socio-Economic Panel (1984�97), Bauer & Zimmermann (1999) report that
only 51% of full-time male West Germans (not including Civil Servants) work some form of paid
overtime. In the UK, using the New Earnings Survey, the incidence of overtime has fallen from 46%
in 1979 to 32% in 1999 (Kalwij & Gregory 2000).

12For example, in the Cobb-Douglas example above,k needs to lie in the interval [1−α/β, 1−α/γβ].
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3.3 Two types of worker within a firm

In the above two subsections, we model between-�rm variations in hours of work in
that, given variations in exogenous parameters, some �rms o�er hours of work at the
workweek, whereas others o�er overtime. However, within each type of �rm, all workers
are identical. In this section, we present a model of within-�rm variations in hours of
work: there are two types of worker, one type works exactly the workweek whereas the
other type works overtime. The �rm optimally chooses the numbers of both types and
the number of hours for the overtime workers. This extends Leslie (1991), the only
other compositional-type model in the literature.13

More formally, we assume that there areN̄ workers who work exactly H̄ hours, who are
paid an hourly wage of w̄ and who incur quasi-�xed labour costs of z̄, and that there
are N̂ workers who work Ĥ > H̄ hours, ie strictly positive overtime V , who are paid
an hourly wage of γŵ and who incur quasi-�xed labour costs of ẑ. We assume that the
exogenous parameters w̄, z̄, ŵ, ẑ are such that it is optimal for the �rm to choose these
two particular regimes for these two types of worker (in general each can be o�ered
undertime/on the kink/overtime, as in Section 3 above).14 Total employment is de�ned
as N ≡ N̄ + N̂ and the proportion of overtime workers in total employment is de�ned
as p ≡ N̂/N .

The �rm's revenue depends on four factors of production. In general, all we need
assume is that this function is concave. However, more tractable results can be obtained
if we use an obvious generalisation of the no-scale-e�ects revenue function used earlier,
namely

R = θR(G,L) = θR[f(Ĥ)N̂ , g(H̄)N̄ ],

where the functions R(G,L), f(Ĥ), and g(H̄) are all concave. One other condition
is required, that the �rm must be able to choose exclusively all overtime workers or
all standard-time workers if it is optimal to do so, ieR(0, L) > 0, R(G, 0) > 0, but
retaining R(0, 0) = 0. The Cobb-Douglas production function does not have this
property.

The �rm's problem is written:

max
N̄,N̂ ,Ĥ

Π = θR[f(Ĥ)N̂ , f(H̄)N̄ ]− N̄(w̄H̄ + z̄)− N̂ [ŵH̄ + γŵ(Ĥ − H̄) + ẑ],

13Leslie has cost-minimisation and a �xed number of total hours per week.
14Essentially, ẑ/ŵ has to be su�ciently `high' and z̄/w̄ has to be su�ciently `low'.
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with �rst-order conditions for N̂ , N̄ , and Ĥ respectively given by:

θRN̂ = θRLf = ŵH̄ + γŵ(Ĥ − H̄) + ẑ (8)
θRN̄ = θRGg = w̄H̄ + z̄ (9)

θRĤ = θRLf ′N̂ = ŵγ. (10)

Just as in the overtime model above, the demand for hours is solved �rst, from the �rst-
order conditions for overtime hours (Equation 10) and overtime workers (Equation 8).
The solution for Ĥ is basically the same as the solution for H in Section 3.1, and
therefore has exactly the same properties. In particular, ∂Ĥ/∂H̄ < 0 implies that
∂V/∂H̄ < −1.

What is of interest here is whether an exogenous cut in standard hours means that
the �rm increases total employment (worksharing) and whether there are clear-cut
substitution e�ects between the two types of worker. Formal solutions are given in
Appendix A.3. Intuitively, we can see that there are three distinct channels by which
a cut in standard hours in�uences the �rm's demand for overtime and standard-time
workers, namely:

1. Via the marginal cost of standard-time workers, w̄H̄ + z̄. A cut in H̄ induces
(i) substitution towards N̄ from N̂ and (ii) an increase in both N̄ and N̂ from a
positive scale e�ect. In total, N̄ unambiguously goes up and N̂ also goes up if the
scale e�ect dominates the substitution e�ect. This is the same pro-worksharing
e�ect as in Subsection 3.2. The proportion of overtime workersp unambiguously
falls for the no-scale-e�ect revenue function.

2. Via the marginal cost of overtime workers, ŵH̄ + γŵ(Ĥ − H̄) + ẑ. A cut in H̄

induces (i) substitution towards N̄ from N̂ , as above, but now (ii) a decrease in
both N̄ and N̂ from a negative scale e�ect. In total, N̂ unambiguously goes down
and N̄ also goes down if the scale e�ect dominates the substitution e�ect. This is
the same counter-worksharing e�ect as in Subsection 3.1. Again, the proportion
of overtime workers p unambiguously falls for the no-scale-e�ect revenue function.

Thus far, these predictions are clear-cut, and general. First, worksharing is more
likely to work the smaller the proportion of overtime workers in the �rm. Second,
the proportion of overtime workers unambiguously falls. However, these e�ects
are ameliorated by the third channel, namely:

3. Via H̄ in the revenue function. This is directly analogous to the e�ect of the
capital stock as an exogenous variable in the text-book short-run labour demand
model. Intuitively, one might expect the demand for both types of worker to fall,
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with no substitution e�ects. This is true for a Cobb-Douglas revenue function�
admissible providing that 0 < p < 1�but the only unambiguous prediction
from the no-scale-e�ect revenue function is that fewer standard-time workers are
employed.

Thus we conclude: (i) ultimately it is an empirical issue as to whether worksharing
works, and (ii) worksharing is primarily a substitution phenomenon. (ii) implies that
we should expect to observe, in the data, a clear positive e�ect of standard hours on
the proportion of overtime workers within a plant, and on the proportion of overtime
plants in the sample. This is a di�erent prediction to the non-compositional model in
Sections 3.1 and 3.2. There, plants with a lower workweek o�ered all their workers
overtime. As the workweek increases, there is a discrete point at which the plant o�ers
nobody overtime, as illustrated in Figure 2. Evidence from individual-level data says
that overtime incidence is decreasing in the workweek (Table 1). In the IAB data
used below, we observe p, N , V and H̄ for each plant, and so these data are ideal for
examining these predictions. Our empirical results are presented in the rest of this
paper.

4 The IAB panel

The dataset used in our empirical work is theEstablishment Panel Data Set collected
by the Institute of Employment and Research (IAB), Nürnberg, Germany. The data
cover six years (1993, 1995�99) comprising yearly interviews with approximately 8,250
plants located in the former West Germany since 1993 and an additional 7,900 (ap-
proximately) plants located in the former East Germany since 1996.15

There are three potential problems with these data. The �rst of these arises because
of the particular sampling procedure used, which causes the IAB dataset to be highly
strati�ed. The second is that a non-negligible proportion of plants did not provide
information on some of the key variables. The third is attrition, because of non-
response, birth and death of plants. All are discussed in Schank (2001, chapter 4), who
concludes that the impact of the latter two is more or less random for the variables
we use for this study. This remains true when we reinvestigate these issues using
Wooldridge (2002, Section 17.7).

To address the �rst problem, for each plant�year we calculate population weights by
de�ning 320 strata for each year. These are formed out of 10 plant-size categories for 16
industries for both East and West Germany. Given the way the data were collected, we
believe that, within each stratum, the plants are randomly sampled and so we ascribe

15Not all relevant variables were recorded in 1994.
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to all plants within a given stratum the same population weightω:

ωjs = Ms/ms s = 1, . . . , 320,

where j indexes plants within a stratum,Ms is the number of plants in the population in
stratum s (taken from the Employment Statistics Register) andms is the corresponding
number in the IAB sample.16 The weights vary considerably, but especially across
plant-size, as summarised in Table 2. For example, included in the sample are 50%
of plants in the population employing more than 5,000 employees but only 0.25% of
plants employing fewer than 100 employees.

For any variable X, the weighted sample mean is given by

X̄w =

∑S
s=1

∑Ms

j=1 ωjsXjs∑S
s=1

∑Ms

j=1 ωjs

=
S∑

s=1

Ms

M
X̄s, (11)

where X̄s is the unweighted sample mean of X in stratum s, and M ≡ ∑
s Ms is

the number of plants in the sample. Deaton (1997, p. 67) notes that provided that
the sample means for each stratum are unbiased for the corresponding population
means, so is the weighted mean for the overall population mean. This is why we report
both weighted and unweighted means in our table of descriptives. WhenX refers to
employment (N), it is easier to write Equation (11) as

N̄w =

∑M
i=1 ωiNi∑M

i=1 ωi

(12)

where the i index simply replaces js.

Table 3 reports the means of key variables, weighted and unweighted. Whilst we
observe employment (N) for each plant-year, many plants did not supply information
on other variables, with wages, overtime and investment being the worst a�ected. This
reduced the usable dataset by about one-half. Thus, the �nal two columns of Table 3
refer to the unweighted regression samples, whereas the rest of the table refers to the
whole dataset, that is weighted means based on all the available information.

The bottom two rows of Table 3 report the numerator and denominator of Equa-
tion (12) which are, respectively, estimates of total employment in the population and
the total number of plants in the population. N̄w is given in the �rst row of the third
panel, and is 18 employees. The corresponding unweighted �gures are (not shown) 517
for the West and 172 for the East. This over-sampling of large plants implies that
the survey covers about 0.4% of all plants in Germany but 8% of all employees, and
indicates that our empirical investigations below need to take account of these highly

16Throughout this subsection, for notational clarity, j refers to a plant-year.
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variable population weights.

Of the variables identi�ed in the compositional model in Subsection 3.3 above, all of
N̂ , N̄ (and therefore p), H̄, H, and V are observed. The actual question asked of H̄
is: �How long is the currently agreed weekly working time for full-time workers?�.17
Standard hours H̄ are determined by collective bargaining agreements or by individual
contracts.

Like the theory, p refers mainly to paid overtime, although its de�nition improves
slightly in 1999. In 1999, p and V refer only to those employees who work paid overtime,
whereas for 1996�98 both p and V also refer to those employees who work unpaid
overtime and/or who are compensated by leisure. Notice thatp and V are only observed
from 1996 onwards. By construction, p = 0 is necessary and su�cient for V = 0. We
identify three types of plant:

D = 0: plants where every worker works zero overtime (p = 0)
D = 1: plants where a proportion of workers work positive overtime (0 <

p < 1)
D = 2: plants where every worker works positive overtime (p = 1)

Slightly less than half of the IAB dataset (45%) comprises overtime plants (D = 1, 2),
of which very few plants (10%) employ entirely overtime workers (D = 2). The aver-
age proportion of overtime workers in overtime plants is 41%. When weighted, these
numbers�given in the third column from the right of Table 3�change a lot: 25%, 28%,
58%. The corresponding unweighted numbers for the regression samples are given in
the two rightmost columns of Table 3.

Of the remaining variables, there is no information on either ẑ or z̄. For the hourly
wage rates ŵ and w̄, all we observe is total labour costs in the plant:

C = w(H̄ + γV )N̂ + wH̄N̄, assuming w = w̄ = ŵ, (13)

from which an hourly wage rate w can be computed using γ = 1.25.18

Three other key variables are listed in Table 3, which also reports weighted sample
means, by the two plant-types, and by year. Two are included to control for the scale of
the plant. Received wisdom is that the capital stockK should be used, which is a much
better control than real output Y which is jointly determined with employment and
hours. Unfortunately, we only observe investmentI, which is of some use in regressions

17This was modi�ed, in 1998, to �How long is the average currently agreed weekly working time for
full-time workers?�, to take account of �exible bargaining agreements, which allowH̄ to vary over the
workforce.

18In Germany, most bargaining agreements �x γ at 1.25 (as obtained from the WSI-Tarifarchiv,
BMA-Tarifregister); however, γ is typically larger for weekend or night work.



16

where the change in K is used. We also model aggregate demand θ using a production
index for the plant's two-digit industry. The �nal variable is a union bargaining dummy
B for whether there is an agreement at either the plant� or industry�level.

Some other facts in Table 3 are noteworthy. Overtime plants are bigger, on average,
than standard-time plants. They also have a higher standard workweek, in spite of
o�ering overtime. Also, average overtime is about three hours, worked by about 60%
of employees on average. There are also some di�erences between East and West.
Overtime plants are bigger in the West whereas standard-time plants are about the
same size. The standard workweek is one hour shorter in the West and the hourly
wage rate 2.5 DM higher, giving workers in the West a higher weekly income. Also,
labour productivity is nearly twice as high in the West, while investment per head is
1.6 times larger in the East. For these reasons, we stratify by East/West throughout
our empirical work.

Average employment has fallen in both East and West. At the same time, the propor-
tion of overtime plants has fallen considerably, from 30% to 22% in the West (over 6
years) and from 29% to 19% in the East (over 4 years). (See the row forD in Table 3.)
In both the West and East, standard hours fell very little between 1995 and 1999. This
is the �rst time in many years that, on average, standard hours have not fallen.19 Esti-
mates of worksharing e�ects in the employment regressions are driven by cross-section
correlations between changes in standard hours and changes in employment. In the
IAB dataset, 80% of all plant-year observations saw no change in standard hours; of
those that did, 63% were cuts whereas 37% were increases (Schank 2001, Table 4.6). A
bigger proportion of plants changed H̄ in the early part of the sample: in the West the
proportion was 27% for 1993/95 but dropping to 20% in later years; for the East, the
corresponding numbers for 1996 are 32% and 15%. Finally, the variance of standard
hours, about a mode of 40 hours, is much smaller in the East (see Figure 3).

Table 4 reports the basic regression samples. For regressions with employment as the
dependent variable (1993�99) there are 18,596 plant-years; for regressions with the
proportion of overtime workers as the dependent variable (`employment decomposition
regressions') there are 13,163 plant-years. The latter sample size is smaller because
p is only observed for 1996�99, and, in addition, there are missing values forp. The
corresponding number of plants are also reported in the table. The number of di�er-
ences, that is the number of plant-years corresponding to plants that have two or more
observations, is obviously smaller.

19See Bauer & Zimmermann (1999, Figure 4) and Hunt (1999).
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5 Employment Regressions

5.1 Econometric issues and basic results

Below we report estimates of standard labour demand functions which includeH̄ as
the covariate of interest, recognising that its e�ect (and other variables) may depend
on whether the observation refers to an overtime or standard-time plant. Because
the wage is often endogenous for many plants, being negotiated over with unions,
we estimate reduced-form labour demand equations where the wage is absent. The
estimated employment-standard hours elasticity is of more policy interest than those
in Equations (4, 5) above.

One speci�c issue we consider throughtout is the extent to which there is heterogeneity
in any estimated worksharing e�ects. We therefore stratify pairwise between East and
West and between the agriculture/manufacturing and service sectors. (Hereafter we
refer to the former as `manufacturing'.) As noted already, during the sample period,
there were big di�erences between East and West German economies; the East had
lower productivity, lower wages, fewer unionised plants, a longer and less variable
standard working week, and more investment. Also, unemployment was higher, and
so it might be easier to substitute unemployed workers for hours. We stratify between
the two sectors because they have di�erent production processes and because unpaid
overtime is more prevalent in the service sector.

Unobserved scale effects

The perennial problem with estimating labour demand functions is that very spurious
e�ects will be estimated unless the scale of the plant is controlled for. Suppose that
the true labour demand model is:

nit = ηh̄it + x′itβ + γkit + fi + uit, (14)

where n ≡ log N , h̄ ≡ log H̄, x′it is a vector of other covariates, andfi is a plant-speci�c
time-invariant unobservable, which may be modelled as either a random or �xed e�ect,
depending on whether it is assumed uncorrelated with the observed covariates. kit is
the log of the scale of the plant and, because of constant returns to scale, we expect
γ ≈ 1.

If kit is not observed, then OLS or random e�ects (GLS) estimates ofη will be down-
wards biased (too negative), because the bias depends on the correlation betweenh̄it

and kit and the true value of γ. It seems reasonable to assume that the correlation be-
tween standard hours and scale is negative as large plants are typically more unionised,
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with bargains resulting in lower standard hours than in the non-union sector. (See An-
drews & Simmons (2001) for further evidence and a bargaining model with such a
prediction.) Moreover, the size of the bias is going to be considerable, givenγ ≈ 1.

If kit is inadequately proxied by observables, then part of the scale e�ect will be picked
up by fi, particularly if the underlying scale e�ect is time-invariant. Of course,fi itself
may well be correlated with H̄. The standard way to test for the correlation between
fi and all the covariates is a Hausman test, computed by comparing random e�ects
(GLS) and �xed e�ects (covariance) estimates. Throughout, the null of no correlation
is massively rejected and, as expected, implausible estimates ofη (large negative) are
obtained, and are, in fact, quite close to their OLS counterparts.

The decision whether to estimate the model in �rst di�erences or use the covariance
transform depends on which give the more e�cient estimates. Both estimators are
consistent. Following Wooldridge (2002, Section 10.6.3), we estimate the model in �rst
di�erences,

∆nit = η∆h̄it + ∆x′itβ + γ∆kit + ∆uit, (15)

and then test whether the residuals ∆̂uit exhibit �rst-order serial correlation by re-
gressing them on ∆̂ui,t−1. A serial correlation estimate approaching−0.5 suggests that
the within estimator is more e�cient.

The �rst set of estimates are reported in Table 5 as `BaseFD', together with Wooldrid-
ge's test, denoted `SC test'. Also note that ∆kit is proxied by investment (using
output�in fact, total sales�di�erences, appropriately instrumented, made little dif-
ference). Also included in x′it are T − 1 di�erenced time-dummies, where T = 6 years.

The worksharing estimates themselves are discussed more fully below; however, there
is a sizeable, signi�cant negative estimate of η = −0.754 for manufacturing in East
Germany. The e�ect in the East Service sector is also negative, but smaller and in-
signi�cant. The e�ects for both West German sectors are zero, as it is for the whole
sample.

Wooldridge's serial correlation test is either insigni�cant or the estimate is much closer
to zero than −0.5. We only report di�erenced estimates, therefore. The price of esti-
mating the model in di�erences (or mean-deviations) are potentially threefold. First,
the e�ects of other covariates are either swept away or rely solely on time-series (within)
variation in the data. However, these estimates are not of interest. Second, measure-
ment error means estimates are too close to zero, but we argue that the wording of the
question on standard hours rules out this possibilitya priori. Third, there needs to be
su�cient variation in ∆h̄it across plants. As already noted above, enough plants have
changed standard hours in the sample; our estimates are e�ectively based on 2,851
non-zero di�erences (again see Table 4).
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Weighting

Given the highly variable weights discussed above, here we discuss whether or not we
should use weighted or unweighted estimation, correctly incorporated into a model with
�xed e�ects. The issue is whether it is a single worksharing parameter in the population
that is being modelled, or whether there is likely to be heterogeneity in the worksharing
e�ect across various strata s. When there is heterogeneity, the classic argument is
that both OLS and weighted least squares (WLS) are inconsistent, but if there is no
heterogeneity, OLS will be more e�cient (because of Gauss-Markov) (Deaton 1997).
Deaton recommends the computation of a Hausman-type test that compares the two
sets of parameter estimates. If the null hypothesis is not rejected, one would use OLS
estimates; otherwise, further modelling of the heterogeneity is needed. This is why we
stratify the sample between East and West Germany and between the manufacturing
and service sectors, and why we also examine below whether worksharing varies between
standard time and overtime plants, between union and non-union plants and across
plant size.

The appropriate weighted least squares (WLS) regression that sweeps out the �xed
e�ects using a covariance transform is to use deviations from the probability weighted
means across time for each plant, and then use GLS, using ω as a weight. This
makes intuitive sense in that, in the absence of weights, one would use deviations
from unweighted time-series means. For any variable z, this means computing zit −∑

t ωitzit/
∑

t ωit. When Ti = 2, this regression is the same as using di�erences, but us-
ing ωi1ωi2/(ωi1 +ωi2) as weights. Thus Equation (15) is estimated usingωitωi,t−1/(ωit +

ωi,t−1) as weights. Notice that there is no requirement that the weights have to vary
across time. Clearly this regression can be compared with Equation (15) without
weights (ie set to unity). Given we are only interested in the e�ects of standard hours,
we only compute a Hausman test for the equality between the parameter(s) on standard
hours.

The WLS results are reported in the rows denoted `FD weighted', with the Hausman
test immediately below. The estimates are very similar to `FD unweighted' and conse-
quently the Hausman test is not rejected easily in all �ve cases (the estimate for East
manufacturing moves from −0.754 to −0.914). Given this, and that modern practice
says that its is better to use OLS estimates, but correcting the covariance matrix for ar-
bitrary heteroskedasticity, hereafter we dispense with WLS estimates. The covariance
matrix is clustered using the 320 strata s.
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Are standard hours endogenous?

We now consider whether is it legitimate to assume that standard hours are strictly
exogenous, E(uit|h̄it, fi) = 0. This assumption partly depends on the `level' at which
bargaining with unions takes place. In Germany, if the plant is unionised, bargaining
over standard hours usually takes place at the industry, regional, or even national
level. Recall that, historically, most changes in standard hours have been driven by
two large unions (IG Metall and IG Druck). Here, one can safely assume that the plant
is on its labour demand schedule. Similar considerations apply to plants who do not
bargain with unions and who operate in a competitive labour market. In both cases,
one might argue that standard hours are strictly exogenous. On the other hand, if
union-plant negotiations are at the plant-level, one might argue that standard hours
are endogenous (and the issue of worksharing might be part of such negotiations).
For example, in Andrews & Simmons's (2001) model, standard hours and the hourly
wage rate are on a downward-sloping contract curve located to the right of the hours
demand schedule, which suggests that h̄it needs an instrument. Before we discuss such
an instrument, there are other reasons why h̄it and uit might be correlated, and so
we proceed �rst by testing for strict exogeneity following Wooldridge (2002, Section
10.7.1). Here we add the level h̄it to Equation (15) and test for its signi�cance: see
`Endogeneity test' in Table 5. Although it is sometimes signi�cant, in practical terms
the worksharing estimates are una�ected.

Our candidate instrument is industry-level standard hours,h̄∗it ≡ log H̄∗
it, which should

be uncorrelated with uit, but will in general have some in�uence on negotiated hours;
that is, we can check the extent to which h̄∗it and h̄it are correlated. We therefore report
IV estimates of Equation (15) using the following instrument,

1{B = 0, 1}h̄ + 1{B = 2}h̄∗,

as a di�erence, where B = 0 indicates that a plant does not have a bargaining agree-
ment, B = 1 indicates that a plant has a bargaining agreement at the industry level,
B = 2 indicates that a plant has a bargaining agreement at the plant-level, and the
function 1{ } takes the value unity if the statement in { } is true, zero otherwise.
This assumes that only plant-level bargains are endogenous. Because plants may have
some market power even when they do not negotiate with unions, we also use, as an
alternative:

1{B = 1}h̄ + 1{B = 0, 2}h̄∗.

The instrumental estimates are given under `FDIV' for both variants. When we use
the �rst instrument, very little changes, mainly because plant-level bargains represent
only 4.7% of the sample. For the second instrument, the estimates do change, with
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the estimate for East/manufacturing moving from−0.754 to −0.839. However, the
standard error doubles, because the partial correlation between h̄ and h̄∗ is 0.679 (in
levels, 0.830) (Wooldridge 1999, Eqn. 15.13). See the row labelled `First Stage FDIV'.
However, notice that the sample sizes are smaller because data onh̄∗ are not available
for all plants, and it is possible that the estimated e�ect on all the data might have
been stronger (in fact, the BaseFD estimate falls from−0.754 to −0.511 with 374 fewer
observations).

The main result from Table 5�and the most important result of the paper thus far�
is that there is a strong negative (pro-worksharing) e�ect in the East manufacturing
sector (elasticity of−0.839). In other words, a 2-hour reduction in normal working time
(ie a 5% reduction) increases employment on average by about 4% in this sector. There
are no worksharing e�ects estimated for West Germany. Because the FDIV and FD
(weighted and unweighted) estimates are very similar, we stick with unweighted OLS
in what follows. In particular, instrumenting standard hours in censored regression
models later on is problematic.

5.2 Other specifications

We �rst investigate whether worksharing varies between standard-time and overtime
plants. The only other investigation of this issue (Hart & Wilson 1988) recognised that
the theory predicts that worksharing is less likely in overtime plants (see Subsections 3.1
and 3.2 and especially Figure 2) and so we group together all plants that have at least
some overtime working into one category, ieDit = 1, 2. In Equation (14), we replace
ηh̄it by

η01{Dit = 0}h̄it + η11{Dit = 1, 2}h̄it + η21{Dit = 1, 2},

and then estimate in di�erences. We do not report these regressions as thet-test for
the hypothesis that η0 = η1 is rejected in all 5 cases. In other words, the estimates ofη
do not depend on working-time regime (D = 0 versus D = 1, 2). We also investigated
the possibility that plants who change status might have a di�erent e�ect to those who
do not change, but found nothing signi�cant. This suggests that the discontinuous
behaviour implied by Figure 2 is not found in the data, and that �rms are more likely
to adjust to changes in standard hours by o�ering/withdrawing overtime to only a
proportion of its workforce.

We next investigate whether worksharing e�ects vary by the bargaining dummyB,
three plant-size categories, and whether the plant was born before uni�cation in 1990.
The next table (6) reports variations by plant-size, for both FD and FDIV estimators.
In other words, we replace ηh̄it by

η31{Nit < 15}h̄it + η41{15 ≤ Nit < 100}h̄it + η51{Nit ≥ 100}h̄it + η61{Bit = 1, 2}h̄it,
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and then estimate in di�erences. The table suggests that the strong worksharing e�ects
detected in East German manufacturing are driven by small plants (those employing
less than 15 employees), although there are also negative e�ects estimated for the
other size categories, although insigni�cant. There is no evidence that the presence of
a bargaining agreement a�ects worksharing (reported), nor whether the plant is older
than 1990 (not reported). We now attempt to explainwhy worksharing occurs only in
small East German plants.

5.3 Why is there worksharing in small, East German manufac-
turing plants?

It is the case that East German plants are di�erent from West German plants, as
already noted. Establishing why this means di�erences in worksharing e�ects is a lot
harder. In what follows, we list a number of reasons, and provide evidence, if available
in our data.

All of the regressions reported thus far have employment as the dependent variable.
We also re-estimate all of the models reported in Tables 5 and 6, but with the hourly
wage rate and total weekly hours on the left-hand-side. These are not reported in
the tables. When modelling total weekly hours, the Stylised Fact on Page 7 is just as
true for our plant-level data. Virtually every estimate obtained (weighted/unweighted,
OLS/IV, �xed/random e�ects, with/without censoring) lies within two standard errors
of unity. In other words, changing standard hours has no e�ect on overtime. However,
there are no di�erences for small, East German, manufacturing plants.

The regressions for hourly wage rates are more interesting. It is generally accepted that
the way to interpret a negative e�ect of standard hours on wages is as a supply side
response: workers negotiate for higher hourly wages (so-called wage compensation). If
the labour demand model includes the hourly wage rate as a covariate (recall, ours
do not), this adds a negative indirect impact on employment in addition to any direct
e�ect from standard hours. These e�ects can be sizeable if the labour demand elasticity
for wages is large, or the e�ect of standard hours on wage rates is large. The latter is
often the case: an elasticity of minus unity means that workers' incomes are una�acted
by cuts in standard hours.

Our wage regressions reveal that income compensation is lowest for small manufactur-
ing plants in East Germany, with apositive elasticity of 0.117. The other estimates are
−0.321 for West/manufacturing, −1.36 for West/service and −0.609 or East/service,
giving an overall estimate of −0.905 for all small plants. In general, wage costs are
lower in East Germany, where employers might be more willing to increase employ-
ment after a cut in standard hours, although this clearly did not happen in June 2003
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(see the Introduction). This provides one possible, fairly convincing, reason for the
pro-worksharing e�ects being discussed.

One of the standard predictions of the theory is that worksharing is less likely where
quasi-�xed labour costs are higher. Whilst this might explain why small plants might
adjust employment rather than hours, it does not explain di�erences between East and
West. However, in East Germany, it is likely that small plants might be more e�cient
and �exible than larger ones, as they tend to be younger and less likely to su�er from
working practices inherited from before re-uni�cation. We attempted to �nd evidence
for this by adding a dummy for whether a plant was born before 1990, but this revealed
nothing as it is so highly correlated with �rm size.

Next, there are lots of employment programmes in East Germany where plants get
subsidies for hiring employees. As these plants increase their workforce, it is possible
they lower their standard working time. Although the IAB-panel includes information
on employment subsidies, this information is basically a �xed-e�ect and is therefore
useless in panel estimations.

Finally, the concept of a standard working is more relevant for blue-collar compared
with white-collar workers; the latter, if working overtime, will work unpaid overtime,
for which the theory does not apply. Since the proportion of blue-collar workers is
much larger in manufacturing than within services, this may explain why we detect
worksharing e�ects in the East, especially manufacturing.

To conclude, we suspect that there is no single explanation for why we �nd worksharing
e�ects in small East German manufacturing plants. It is also worth noting that these
e�ects might disappear through time as East Germany converges towards the West.

6 Employment decomposition regressions

The next set of regressions decompose the impact of standard hours (H̄) on employ-
ment (N) into the impact on the number of overtime workers (N̂) and the number of
standard-time workers (N̄), thereby testing the model of Section 3.3, which predicts
that the proportion of overtime workers (p) falls after a cut in the normal working
time. We do this by estimating models forN (as above) and p:
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Nit = a1h̄it + x′itβ1 + γ1kit + fi + vit (16)
p∗it = a2h̄it + x′itβ2 + γ2kit + ξi + εit (17)

pit =





0 if p∗it ≤ 0 (Dit = 0), i.e. Nit = N̄it

1 if p∗it ≥ 0 (Dit = 2), i.e. Nit = N̂it

p∗it else (Dit = 1), i.e. Nit = N̄it + N̂it

N̄it ≡ (1− pit)Nit; N̂it ≡ pitNit (18)

The parameter a1 is di�erent to η in Equation (14) above, as the dependent variable is
no longer in logarithms. As above, Equation (16) is estimated by di�erencing out the
�xed-e�ects.

Equation (17) is more succinctly written asp∗ = z′δ + ε. Assuming that ε is Normally
distributed, Equation (17) is estimated as a two-sided censored regression (hereafter
referred to as a two-sided Tobit). Figure 4 suggests that Normality is a reasonable
assumption, at least for 0 < pit < 1. ξi is a �xed-e�ect, just like fi, and is again
potentially correlated with h̄it. Estimation of Tobit-type �xed-e�ects models is less
straightforward than for Poisson- or Logit-type models (see Arellano & Honoré (2001)
for a recent survey). However, Wooldridge (2002, Section 16.8.2) recommends the
following under the assumption of strict exogeneity, one we have made throughout.
The potential correlation between standard hours andξi is modelled by ξi = a3h̄i + ωi,
where h̄i is average standard hours for plant i and ωi is a random e�ect. Substituting
into Equation (17) suggests that the two-sided Tobit be estimated as a random e�ects
model�straightforward in Stata, for example�but with h̄i as an extra covariate.

It turns out that h̄i is insigni�cant in all 5 regressions; the p-values being 0.37, 0.34,
0.58, 0.34 and 0.14. The reason why ξi is uncorrelated with average standard hours is
probably because there are no scale e�ects in the model forp∗. This is because p∗ is a
logit function of log N̄ − log N̂ , and so scale e�ects approximately `di�erence out'. In
what follows we dispense with the e�ciency gains by estimating the model, withouth̄i,
as a random e�ects two-sided Tobit because this would complicate what follows later.

The parameter of interest is a2, but the marginal e�ect of p with respect to standard
hours is also computed (with z′δ evaluated at the sample means of the data):

∂p

∂h̄
=

[
Φ

(
1− z′δ

σ

)
− Φ

(−z′δ
σ

)]
a2. (19)

The term in square brackets is a positive fraction.20 The e�ect of standard hours on
20More correctly written as ∂E(p)

∂h̄
. Similarly, the marginal e�ect for the censored observations,

∂E(p|0<p<1)

∂h̄
, can also be computed, but this is just another positive fraction ofa2.
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plant-type is also computed:

∂ Pr(D = 0)

∂h̄
= −φ

(−z′δ
σ

)
a2

σ
< 0

∂ Pr(D = 2)

∂h̄
= φ

(
1− z′δ

σ

)
a2

σ
> 0 (20)

∂ Pr(D = 1)

∂h̄
=

[
φ

(−z′δ
σ

)
− φ

(
1− z′δ

σ

)]
a2

σ
≷ 0.

It is easy to see that a cut in standard hours shifts the distribution ofp∗ to the left
(assuming a2 > 0), generating a larger proportion of the sample as left censored, but a
smaller proportion as right censored. Thus the proportion of overtime plants (D = 1, 2)
should fall, which is at odds with the small amount of evidence we have from individual-
level data (Table 1). This result is guaranteed ifa2 > 0. It is also a di�erent prediction
to the models where plants employ either entirely standard-time workers or entirely
overtime workers, as illustrated in Figure 2.

Equations (16) and (17) are estimated on the same sample (1996�99 only, sincep is
only observed for these years) and our results are presented in Table 7. The results for
the employment equations are very similar to those estimated on the full sample (1993�
99), that is, the �nding that pro-worksharing e�ects are con�ned to the manufacturing
sector of East Germany still holds up.

Turning to the �ve equivalent equations for the proportion of overtime workers (p),
estimated as two-sided Tobit regressions, �rst notice that the parameter associated
with standard hours, a2 ≡ ∂p∗/∂h̄, is estimated at 0.35. This is approximately equal
to the weighted average of the four sector estimates, being zero for both manufacturing
sectors and about 0.7 for both service sectors. These two positive e�ects are exactly as
predicted by the theory. For the West German service sector, a cut in standard hours
of 4 hours (10%) leads to a 4.59 percentage point increase in the number of standard-
time plants (D = 0), with the D = 1 plants falling by about the same amount. (D = 2

plants are a very small proportion of total.) These are large semi-elasticities. Notice
that the 0.71 estimate converts to an estimate on theobserved proportion of overtime
workers employed in the plant as ∂p/∂h̄ = 0.23. The reason for this smaller impact
is that, as with all censored regression models, as standard hours fall, some plants
substitute completely away from employing overtime workers and therefore change
their working-time regime to a standard-time plant.

Although the aim of the exercise is estimate ∂p/∂h̄, it is interesting to compute ηN̂H̄

and and ηN̄H̄ , given estimates of the elasticity ηNH̄ from Equation (16) and the semi-
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elasticity ∂p/∂h̄ from Equation (17). From Equation (18):

1

N̂it

∂N̂

∂h̄
=

1

pit

∂p

∂h̄
+

1

Nit

∂N

∂h̄
or ηN̂H̄ ≡ 1

pit

∂p

∂h̄
+ ηNH̄ if 0 < pit ≤ 1 (21)

1

N̄it

∂N̄

∂h̄
= − 1

1− pit

∂p

∂h̄
+

1

Nit

∂N

∂h̄
or ηN̄H̄ ≡ − 1

1− pit

∂p

∂h̄
+ ηNH̄ if 0 ≤ pit < 1.

(22)

Thus we report in Table 7 that ηN̄H̄ = −0.238 (ranging from zero to −0.845) and
ηN̂H̄ = 0.199 (ranging from −0.605 to 0.230), where we have evaluated pit at the
appropriate sample average of p (also given in Table 7). Of course, it is no surprise
that these estimates are sensible, given the estimate of∂N/∂h̄ and given that ∂p∗/∂h̄

and therefore ∂p/∂h̄ are estimated as positive. In e�ect, we have decomposed the total
worksharing elasticity ηNH̄ into elasticities for the two types of worker, in so far asηNH̄

is approximately equal to ηN̂H̄ + ηN̄H̄ for three of the �ve columns.

The objective of this section was to use data on p to see whether the theory is correct
in predicting that a cut in standard hours leads to more standard time workers, but
fewer overtime workers. The �nal panel of Table 7 clearly illustrates this substitution
e�ect for the two service sectors. However, the theory is silent on whether or not total
employment increases (worksharing)�the evidence suggests that it remains constant
except for small plants in East German manufacturing.

7 Conclusion

In this paper, we report new estimates of the e�ect of changing standard hours on
employment, using a panel of German plants (the IAB panel) for the period 1993�99.
Hitherto there has been virtually no microeconometric evidence with which to assess
this issue, with Crépon & Kramarz (2002) being a notable exception. In our data,
not only are we able to observe whether a plant is an overtime plant or standard-time
plant, but also we observe the proportion of overtime workers employed in the plant.

We develop a compositional model to incorporate these two variables. Our model
shows that worksharing is basically a substitution e�ect, whereby a cut in standard
hours leads to a smaller proportion of overtime workers. It is silent as to whether total
employment increases; in other words, it is an empirical issue as to whether worksharing
works.

Although the data over-sample large �rms, our analysis has checked that unweighted
methods are appropriate. We also use di�erences to sweep out unobserved �xed e�ects
(primarily caused by not observing the scale of the plant), and use IV methods to
control for the potential endogeneity of standard hours. We stratify across four sectors,
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that is East and West Germany taken pairwise with manufacturing/agriculture and
service sectors.

Our results are as follows:

1. Apart from one exception, there is no evidence of worksharing with these data.
The presence of unions has no e�ect, nor does the working-time regime of the
plant. This contrasts with Crépon & Kramarz (2002), but our study is not really
comparable, using plant-level rather than individual-level data. Also, Crépon
& Kramarz (2002) analyse data which are much more like a natural experiment
than in Germany, where cuts in standard hours occur frequently, but are not part
of a single one-o� policy change.

2. There are large pro-worksharing e�ects in small plants (fewer than 100 employ-
ees) in the East, non-service sector (ηNH̄ ≈ −3/4). We discuss various reasons
why this is so, and conclude that these arise because the East German non-
service sector is di�erent from the West. As these di�erences will disappear with
convergence, we predict that this worksharing result will weaken through time.

3. Because we observe the proportion of overtime workers employed in the plant,
we use a two-sided Tobit regression to estimate the e�ect of standard hours. Our
estimate ∂p∗/∂h̄ is about 0.7 in the two non-service sectors, but zero otherwise.
We then (approximately) decompose the e�ect of standard-time changes on em-
ployment ηNH̄ into separate e�ects for overtime workers ηN̂H̄ and standard-time
workers ηN̄H̄ . These estimates vary across the four sectors, depending on the
estimates of ∂p∗/∂h̄ and ∂ log N/∂h̄.

4. Because we also observe the plant's working-time regime, the two-sided Tobit
suggests that ∂Pr(D = 0)/∂h̄ is estimated as approximately �1/4. This estimate
for the impact of standard hours on the proportion of standard-time plants is
consistent with the theory, but is completely at odds with all the evidence from
individual-level surveys. This might explain why our result is di�erent from
Crépon & Kramarz's, although one would need matched employee-employer data
to resolve this issue.

To conclude, in our compositional model of demand for hours and employment, we ex-
plicitly model the proportion of workers performing overtime in plants. This generates
a richer model of demand for hours and employment than has been available hitherto
and permits a rigourous empirical treatment of the worksharing issue when applied to
the German IAB establishment-level panel.
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Appendix A Comparative statics

A.1 Overtime firms

See Section 3.1. An interesting special case of `no scale e�ects' is whenR(g(H)N) =

(g(H)N)β and g(H) = Hα/β, 0 < α < β < 1, which generates the familiar Cobb-
Douglas θHαNβ. Tractable and realistic demand functions can then be derived:

H =
α

γ(β − α)

z

w
− α(γ − 1)

γ(β − α)
H̄ (A.1)

N =
(γ

α

w

θ

) 1
β−1

H
1−α
β−1 with H as above. (A.2)

It is self-evident that H̄ cannot be too high relative to the values of other exogenous
variables in the model or else the constraint given by Equation (6) is violated because
the �rm demands too few hours. It is easy to show that the necessary condition is
H̄ ≤ [α/(γβ − α)](z/w), which can be rewritten as:

k ≡ z

wH̄ + z
≥ 1− α

γβ
. (A.3)

In other words, the share of �xed costs in `normal' costs must exceed the right-hand-side
of the equation. Plausible values for these parameters (β = 3/5, α = 2/5, γ = 3/2)
would imply that k ≥ 5/9 is much higher than the one-quarter �gure often quoted
(Hart 1984).

A.2 Standard-time firms

The Cobb-Douglas case is illustrative:

N =

(
wH̄ + z

θβH̄α

) 1
β−1

. (A.4)

It is easy to show that ηNH̄ is given by:

ηNH̄ =
1− k − α

β − 1
≤ 1− 1

γβ

with the inequality coming from (A.3). Worksharing works ifα < 1− k. It is possible
to �nd parameter value so that ηNH̄ > 0 (e.g. β = 4/5, α = 1/5, γ = 3/2, k = 0.82)
but the set is small, and the values of k needed are implausibly large.
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A.3 Two types of worker within a firm

See Section 3.3. Comparative statics come from di�erentiating Equations (8�10). (In
this subsection, we set θ = 1.)




RN̂N̂ RN̂N̄ RN̂Ĥ −RĤ/N̂

RN̄N̄ RN̄Ĥ

RĤĤ







dN̂

dN̄

dĤ


 =




0

w̄

0


 dH̄ +



−(γ − 1)ŵ

0

0


 dH̄ −




RN̂H̄

RN̄H̄

RĤH̄


 dH̄. (A.5)

Concavity implies that RN̂N̂ < 0, RN̄N̄ < 0, RĤĤ < 0, and |R| < 0. As usual, we
also assume that RN̂N̄ > 0, RN̄N̂ > 0, and RN̂Ĥ − RĤ/N̂ < 0. Each term on the
RHS of the equation corresponds to the 3 `channels' discussed in the main text. To
establish the e�ect of standard hours H̄ on the proportion of overtime workers p, note
that p = Λ(N̄/N̂), where Λ() is the Logit function, and so

∂p

∂H̄
= Λ′

N̄

N̂

(
1

N̄

∂N̄

∂H̄
− 1

N̂

∂N̂

∂H̄

)
, Λ′ > 0.

For the �rst channel, it follows that, for any revenue function:

∂N̄

∂H̄
=

w̄

|R|

∣∣∣∣∣
RN̂N̂ RN̂Ĥ −RĤ/N̂

RN̂Ĥ −RĤ/N̂ RĤĤ

∣∣∣∣∣ < 0

∂N̂

∂H̄
=

w̄

|R|

∣∣∣∣∣
RN̂N̄ RN̂Ĥ −RĤ/N̂

RĤN̄ RĤĤ

∣∣∣∣∣ ≶ 0

which is the usual negative own-price e�ect and ambiguous cross-price e�ect, the latter
depending on the balance of substitution and scale e�ects. For the second channel, the
price of N̂ is −ŵ(γ − 1), and so

∂N̂

∂H̄
=
−ŵ(γ − 1)

|R|

∣∣∣∣∣
RN̄N̄ RN̄Ĥ

RĤN̄ RĤĤ

∣∣∣∣∣ > 0

∂N̄

∂H̄
=

ŵ(γ − 1)

|R|

∣∣∣∣∣
RN̄N̂ RN̄Ĥ

RN̂Ĥ −RĤ/N̂ RĤĤ

∣∣∣∣∣ ≶ 0.

Clearly, the e�ect on employment is ambiguous because the scale e�ects operate in
di�erent directions.

To show that the substitution e�ects∂p/∂H̄ are unambiguously positive, it is necessary
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to use the no-scale-e�ect revenue function, whereby: RN̂N̂ = RLLf 2 < 0, RN̂N̄ =

RGLfg > 0, RN̂Ĥ = RLLff ′N̂ + RLf ′ < 0, RN̄N̄ = RGGg2 < 0, RN̂Ĥ = RGLgf ′N̂ > 0,
RĤĤ = RLLf ′f ′N̂2 + RLf ′′N̂ < 0, and

|R| = (RGGRLL −R2
GL)f 2g2f ′′N̂ < 0.

It follows that, adding both channels,

∂p

∂H̄
= −Λ′ŵ(RGGRLL−R2

GL)g2f ′f ′N̂/ |R|−Λ′ŵ(RGGg/N̂ +RGLf/N̄)gRLf ′′N̂/ |R|
− Λ′(γ − 1)w̄(RLLf/N̄ + RGLg/N̂)fRLf ′′N̂/ |R| .

This is unambiguously positive i�RGGg/N̂+RGLf/N̄ < 0 and RLLf/N̄+RGLg/N̂ < 0.
Both conditions apply to most revenue/production functions, and follow from assum-
ing that e�ect of increasing the number of standard-time workers is going e�ect the
marginal product of a standard-time worker more than it does an overtime worker, and
vice versa.

Analogous expressions for the third channel are not ambiguous for no-scale-e�ects
revenue functions. However, it is easy to show that forR = N̂β2N̄β1Ĥα2H̄α1 ,

∂N̂

∂H̄

H̄

N̂
=

∂N̄

∂H̄

H̄

N̄
=

α1

1− β1 − β2

> 0
∂p

∂H̄
= 0.

All three make intuitive sense, and if it is the case that∂p/∂H̄ is zero, or very small,
for more general revenue functions then the overall prediction that a cut in standard
hours lowers the proportion of overtime workers in a �rm still holds up.
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Table 1: Standard hours elasticities on actual hours, employment, and probability
of working overtime: microeconometric evidence
Study Data ηHH̄ ηNH̄

∂Pr(V >0)
∂H̄

a

Hart & Wilson
(1988)

52 UK engineering �rms,
panel, 1978�82

0.80 0.41/−0.49b

Bell & Hart
(1999)

New Earnings Survey, 24029
males, 1996; GB

0.798c −0.012

Own
regressions

New Earnings Survey, 34657
manual males, 1978; GB

0.895c −0.0053

Own
regressions

New Earnings Survey, 31360
manual males, 1985; GB

1.056c −0.0005

Kalwij &
Gregory
(2000)

New Earnings Survey,
1975�99; GB

0.98d

Bauer &
Zimmermann
(1999)

German Socio-Economic
Panel, 17332 individuals,
1984�97; West Germany

1.034c 0.0020

Hübler (1989) German Socio-Economic
Panel, 1031 individuals, 1984;
West Germany

0.924e ≈ �0.0075

Hübler &
Meyer (1997)

Panel of �rms (1024 in 94;
849 in 95); West Germany

0.99

Hunt (1999) German Socio-Economic
Panel, 4386 workers,
mnfg/service sectors,
1984-94; West Germany

[0.70,0.85] [−0.0029,
−0.0017]f

Hunt (1999) 30 manufacturing industries,
bi-annual pooled, 1982�93;
West Germany

0.90 �0.50g

Hernanz et al.
(1999)

Spanish EESE Panel, 7300
�rms, manufacturing,
1990�97

1.09 �0.005

Crépon &
Kramarz
(2002)

French Labour Force Survey,
panel, 1977-87

[0.8,1.6]h

aExcept for Bauer & Zimmermann (1999) and Hunt (1999), estimated as a Probit.
bηNH̄ = 0.41 for �rms who o�er overtime, ηNH̄ = −0.49 otherwise.
c Is the regression parameter in a Tobit, ie estimates ∂H∗/∂H̄, where H∗ is unconstrained

choice of hours.
dML Fixed E�ects Tobit.
eAs c, but uses Heckman-corrected truncated regression.
f Linear probability model with individual �xed-e�ects.
g Insigni�cant. Changes to 0.71 in a 10-industry panel, 1984�94.
hE�ect of reducing H̄ from 40 to 39 hours in 1982 on prob of employment to non-employment

transition.
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Table 2: Average weights (ω) for dif-
ferent plant sizes (N)

West East
1 ≤ N < 5 1209.70 240.91
5 ≤ N < 10 1065.38 178.00
10 ≤ N < 20 591.88 95.20
20 ≤ N < 50 234.62 38.50
50 ≤ N < 100 112.92 19.44
100 ≤ N < 200 56.44 9.09
200 ≤ N < 500 22.35 4.01
500 ≤ N < 1000 10.91 2.41
1000 ≤ N < 5000 3.36 2.00
5000 ≤ N 2.05 1.26

All 382.19 83.38
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Table 4: Observations per year and per plant
N� p�
reg.a reg.b

No. of plants with 1 observation 0 0
No. of plants with 2 observations 1266 1152
No. of plants with 3 observations 995 1101
No. of plants with 4 observations 1763 1889
No. of plants with 5 observations 645 0
No. of plants with 6 observations 467 0
No. of plants 5136 4142

No. of observations in 1993 1208 0
No. of observations in 1995 2174 0
No. of observations in 1996 4321 3472
No. of observations in 1997 4219 3742
No. of observations in 1998 3673 3265
No. of observations in 1999 3001 2684
No. of plant-years 18596 13163

No. of di�erences 13315 9021
No of non-zero ∆h̄ obs 2851 1176
aSample corresponds to regressions reported in Table 5.
bSample corresponds to regressions reported in Table 7.
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