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Abstract: This article argues that the European regulatory approach to disinformation online is 
stymied by inappropriate regulatory theories. On that basis, this article seeks to advance an 
alternative theoretical approach, inspired by the contemporary European paradigm of financial 
services regulation. It outlines how the key theories underpinning financial services regulation 
could engender policy solutions that are both more rights-protective and more responsive to the 
role played by content recommender systems in compounding the policy problem of disinformation 
online. It assesses the extent to which these alternative regulatory theories manifest in the draft 
EU Digital Services Act. 
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Section 1. Introduction 

Across Europe, policymakers and the public are increasingly demanding the regu-
lation of so-called 'harmful-but-legal' online content (European Commission, 
2018). Disinformation —information that is false and deliberately created to harm 
a person, social group, organisation or country—is a quintessential example of this 

‘harmful-but-legal’ phenomenon (Wardle & Derakhshan, 2017, p. 20). 1 The moti-
vation for regulatory interventions to address disinformation online is well-found-
ed. There is an ever-increasing body of empirical evidence that links it to ‘real’ 
harms; harms that cut across individual welfare, broader social interests, and de-
mocratic stability (Shmargad & Klar, 2020; Vaccari & Chadwick, 2020). The ongo-
ing COVID-19 pandemic bears witness to this unsettling reality, with online disin-
formation being linked to a variety of untenable outcomes—from attacks on 
telecommunications infrastructure, to the consumption of dangerous ‘miracle 
cures’, to increased xenophobia. 

Yet despite the broad desire for intervention, policymakers in the EU and UK have 
thus far struggled to develop effective regulatory responses. This results from the 
fact that the long-standing paradigm within which content regulation in Europe 
manifests, and thus the starting-point for discussions concerning the regulation of 
disinformation online, is underpinned by regulatory theories that are unsuitable 
for the problem at hand. As will be explained in detail in the following sections 
there are two principle and related reasons for this. First, the regulatory theories 
underpinning our contemporary approach take their objective to be suppression of 
content that is considered objectionable, a reality which ignores the wholly con-
text-dependent nature of the harm in disinformation. Second, much of the causal 
factors that give rise to the policy problem of disinformation online are informed by 
the business practices of certain contemporary online service providers, most no-
tably their provision of open content recommender systems. Yet in spite of this, the 
theories that underpin the contemporary approach to content regulation largely 
ignore business practices by firms in the market as potential sites for regulatory in-
tervention. 

In that context, the aim of this article is to open the door to a potentially more ef-
fective approach for addressing disinformation online, by borrowing from contem-

porary European financial services regulation. 2 The intention of this article is not, 

1. This should not detract from the fact that some content that falls within the broad definition of dis-
information may indeed be illegal under national law, for instance disinformation that meets the 
standard of proscribed hate speech or which incites violence. 

2. Where utilised in this article, ‘European’ refers to the legal frameworks of both the European Union 
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however, to set out a fully-fledged alternative regulatory framework. Rather, it ex-
plores whether and to what extent the theories that underpin financial services 
regulation could be borrowed by policymakers who seek to develop a more appro-
priate regulatory response to disinformation, and indeed how they could serve as 
the crucial underpinning of novel regulatory interventions. To frame that endeav-
our, section 2 explains precisely why the present regulatory paradigm and its un-
derlying theories are unsustainable, with a specific focus on their treatment of 
freedom of expression and content recommender systems. Section 3 isolates the 
key theories that underpin financial services regulation and outlines how they 
might be utilised to underpin a novel regulatory approach to disinformation on-
line. Section 4 then moves to illustrate the improvements that such an approach 
would have over the status quo, while section 5 engages with the potential short-
comings. Section 6 concludes by plotting a course forward for this area, in context 
of the recently-proposed legislative proposal for an EU Digital Services Act (‘DSA’). 

This article sits within the emergent body of scholarly and policy work that seeks 
to identify next-generation approaches to the governance of online content and 
the regulation of large content-sharing platforms. Many of these proposals high-
light the need for an appreciation of, and regulatory attuning to, power dynamics 
in the platform ecosystem (Helberger, 2020; Graef & van Berlo, 2020; Gillespie et 
al., 2020); others identify firms’ business practices and commercial logics as moti-
vations for, and necessary sites of, regulatory intervention (Cobbe & Singh, 2019; 
Woods & Perrin, 2019; Gary & Soltani, 2019); and others again provide paths for-
ward for scrutinising and evaluating said practices and power dynamics (Wagner et 
al., 2021; Leerssen, 2020). As such, these efforts anticipate the kind of regulatory 
solutions that are required to better address the problem of disinformation and 
other online harms facing the internet ecosystem today. The contribution that this 
article seeks to make is to provide the necessary suite of regulatory theories that 
can underpin those promising solutions. 

Ultimately, my contention is that a regulatory approach that grounds itself in the 
theories of financial services regulation would help us to better moderate the busi-
ness practices that can make disinformation harmful, while engendering less inter-
ference with fundamental rights. However, this focus on addressing disinformation 
online through platform regulation is not premised on reductive technological de-
terminism. We will not ‘solve’ disinformation by regulating online content. Problem 
definitions and policy solutions must not ignore the political, sociological, and 
economic contexts and structures within which disinformation online emerges. 

and the United Kingdom. 
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Nor should they ignore the role of entities that develop, transmit, and amplify dis-
information for malign ends. Simply put, this is a multifaceted problem that neces-
sitates multiple vectors of intervention both online and off. Some of the most im-
portant interventions—particularly those in the domain of media literacy—require 
action and investment now but whose ‘pay-off’ may not be observable for several 
years. That I have chosen to focus my attention on one component is not intended 
to dismiss the need for a holistic interdisciplinary approach. 

Section 2. Disinformation online and the regulatory 
context 

2.1 A focus on the wrong target 

As noted above, the contemporary regulatory paradigm within which our approach 
to disinformation online is situated systematically engenders unjustified interfer-
ences with individuals' fundamental rights, in particular freedom of expression. 
This results from the fact that it takes its objective to be the regulation of content 
as such, and more precisely, from its strategic reliance on what is known in regula-
tory theory as performance and technology-based approaches to regulatory inter-
vention (Coglianese & Lazar, 2003). In practice, these theoretical underpinnings 
typically manifest in law as output targets (e.g. the removal by firms of all notified 
content within 24 hours) and specific technological mandates (e.g. the deployment 
by firms of automated content filters). Crucially, performance and technology-
based interventions aim at achieving certain outcomes with respect to content that 
is objectionable. Put another way, the belief is that these are ‘content’ problems, 
and as such, warrant ‘content’ solutions (Francois, 2019, p. 2). 

One key reason why this regulatory strategy gives rise to systematic and intolera-
ble rights interferences when applied to disinformation online is because the 
‘harm’ of disinformation is not to be found in some objective and essential feature 
of the content. On the contrary, the fact of whether disinformation is harmful by 
any given metric of ‘harm’ is wholly contextual. It depends on the intersection of 
various factors related to the content, the consumer, and the broader social, politi-
cal, and cultural environments within which that content is consumed (Wardle & 
Derakhshan, 2017). As such, parsing ‘harmful’ disinformation from trivial false-
hoods, satire, and unintended inaccuracies is no easy task, and certainly not one 
that can be made with reference to the content alone (Francois, 2019). Policymak-
ers are thus left in a bind. The regulatory paradigm within which they operate as-
sumes harm to be located predominantly within content, and therefore the toolbox 
at their disposal includes almost exclusively instruments that address content as 
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such. ‘Compliance success’ under this ‘content-centric’ approach means more take-
downs and more filtering. Yet given that identifying disinformation requires careful 
assessment and its ‘harm’ depends on a variety of contextual factors, an approach 
which optimises for speedy content suppression at scale is naturally going to lead 
to systematic over-removal and suppression of legitimate expression, often with 
little possibility for affected individuals to plead their case or seek redress (Keller, 
2019; Engstrom & Feamster, 2017). To give individuals’ fundamental rights the 
protection they warrant, we need a different approach. 

2.2 Blind to the business practices 

Yet not merely rights-interfering, the contemporary paradigm is also ineffective at 
addressing disinformation online. This is a consequence of its silence with respect 
to the influential role played by the business practices of certain types of online 
service providers (henceforth, ‘online service providers’ or ‘OSPs’) in exacerbating 
the policy problem. Indeed, certain types of OSPs control many of the aforenoted 
contextual factors that determine whether a piece of disinformation is absorbed by 
its consumer as either a trivial falsehood worthy of ridicule or as a serious source 
of 'real-world' harm (Cobbe & Singh, 2019). This occurs most notably where they 
operate content recommender systems. 

Following Cobbe & Singh, I define content recommender systems as product fea-
tures that algorithmically rank and present content to particular users, according to 
some determination made by the OSP of the relevance, interest, and importance of 
the content for that particular user (Cobbe & Singh, 2019, p. 3). Content recom-
mender systems come in many forms, but of particular interest for our purposes is 
the 'open' model, such as Facebook's News Feed and YouTube's ‘Up Next’ feature, 
whereby unvetted third-party content is selected for promotion to a new audience 

(henceforth, ‘open content recommender systems’ or ‘OCR systems’). 3 In determin-
ing what third-party content to surface for a user, the system’s algorithm typically 
draws upon user inputs (e.g. what that individual has already consumed); group 
predictors (e.g. what similar types of users have consumed); and a variety of other 
contextual personal data points (e.g. profiling data from data brokers) (Ibid, 2019). 
As such, OSPs that operate OCR systems (hereafter, ‘the OCR sector’) largely define 
what content is seen, whom it is seen by, and how it is presented, while simultane-
ously being subject to no formal editorial control obligations vis-à-vis said con-

tent. 4 

3. This is of course notwithstanding the fact that some OSPs do engage in pre-screening of content in 
certain instances, particularly with respect to copyright infringement (e.g. YouTube’s Content ID) 
and child sexual abuse material (e.g. Microsoft’s PhotoDNA). 
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The problem is that the commercial incentives that determine the design and op-
eration of these systems may inadvertently exacerbate the spread and impact of 
disinformation (Marechal & Roberts Biddle, 2020; Singh, 2019; Gary & Soltani, 
2019). In short, the business model of the major OSPs operating OCR systems is 
targeted advertising; the OSPs’ revenue function depends on consumers spending 
time on the platform and consuming advertising content. OCR systems help max-
imise this revenue function by presenting users with the kind of personalised con-
tent that keeps them engaged with the platform, and hence addressable with ad-
vertising content (Solsman, 2018). Yet much of the content that typically engages 
users is shocking and misleading, and hence OCR systems that are designed to 
maximise user engagement can inadvertently compound the problem of disinfor-
mation and other 'harmful-but-legal' content (Gary & Soltani, 2019, §1). For in-
stance, internal research from Facebook, undertaken in 2016 and only recently 
brought into the public domain by investigatory reporting, found that ‘64% of all 
extremist group joins are due to our recommendation tools’ (Horwitz & Seethara-
man, 2020, §2). As Balkin (2018, p. 3) observes, ‘the same business model that al-
lows companies to maximize advertising revenues also makes them conduits and 
amplifiers for propaganda, conspiracy theories, and fake news’. 

Unfortunately, complex OCR systems and their contribution to the problem of dis-
information were unforeseen at the time that the present European regulatory par-
adigm was coming into being. It makes content the object of regulatory interven-
tion, yet is largely silent on the systems and processes by which that content is 
served and consumed. In the case of disinformation this limitation poses acute 
challenges. Given that the harm of disinformation depends wholly on contextual 
factors—many of which are controlled by OSPs that operate OCR systems—it is un-
tenable that the regulatory approach should remain passive with respect to the 
design and operation of these systems. On the basis of these shortcomings we 
need to change course in our regulatory approach to disinformation online. Yet we 
find few obvious alternative solutions within the domain of online content regula-
tion. I therefore propose that we look further afield, to a sector with a longer tradi-
tion of intensive regulation, namely, the financial services sector. 

4. Admittedly this will soon change to an extent as, under the revised EU Audiovisual Media Services 
Directive, ‘video-sharing providers’ will for the first time be subject to certain principle-based edito-
rial obligation measures. It should also be stressed that the fact that OCR systems remain outside 
the scope of traditional editorial obligations that apply to broadcasters is not a policy weakness per 
se. As Leerssen (2020) points out, unlike in the broadcasting realm users are not wholly passive 
with respect to open content recommender systems—in almost all cases the content served to the 
user is somewhat informed by those users’ explicit and implicit preference signaling. 
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Section 3. Imitation is the greatest form of flattery: 
learning from the financial services sector 

3.1 Methodological motivations and justifications 

The financial services sector is a suitable candidate of comparison for a number of 
reasons. As Black (2012) notes, it has been the testing ground for many of the 
leading new governance theories of regulation over the last 30 years. As such, by 
looking to the world of financial services we can grasp a landscape picture of the 
various possible regulatory theories at our disposal. The motivation for the sub-
stantive comparison arises because the factors that shape regulatory dynamics in 
the financial services sector appear similar to the OCR sector in three important 
respects: first, the structure of the market; second, the nature of firms’ incentives; 
and, third, the consequences that arise when things go wrong. 

In the first case, the financial services sector is characterised by various types of 
actors (e.g. from retail to investment banking), operating at different scales (from 
multinationals to credit unions), and involved in numerous lines of business (from 
deposit holding to mortgages to wealth management). As such, there is a high de-
gree of market heterogeneity, with regulation evolving in response to this. Consid-
erable heterogeneity can also be observed in the OCR sector, where firm size 
varies and where OCR systems take on distinct roles within broader product bun-
dles. For instance, Facebook's News Feed OCR system is a core feature of the user 
experience architecture, serving as a pathway to 'ancillary' services such as interest 
groups as well as public pages. In contrast, YouTube's OCR system takes multiple 
distinct forms, including AutoPlay and homepage recommendations. Crucially, in 
both instances the firm’s OCR system is bundled within largely distinct online ser-
vices that could arguably be said to operate within different product markets. The 
revenue base for firms in the broader OCR market is likewise varied, even amongst 
the largest actors. For instance, Twitter’s 2019 revenue amounted to US$ 3.46 bil-
lion, a figure dwarfed by Facebook’s US$ 70.7 billion (Macrotrends, 2021). 

In the second case, a guiding assumption of financial services regulation is that 
firms' commercial incentives are naturally misaligned with the public interest, and 
so regulatory intervention is essential to ensure that firms will internalise costs 
that would otherwise be externalised (House of Commons, 2009). As we saw in the 
section prior, an increasing body of research suggests that a similar dynamic of 
misaligned incentives is at play in the market for OCR systems. Therein, the com-
mercial incentives underpinning the design and operation of OCR systems can in-
advertently exacerbate the spread and impact of disinformation. Although we do 
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not yet possess a comparable degree of insight as in the financial services sector, 
with every passing day new evidence emerges that points to a pronounced struc-
tural misalignment between the OCR sector’s incentives and the broader public in-
terest (Hao, 2021; Horwitz & Seetharaman, 2020; Bergen, 2019). 

In the third and final case, the comprehensiveness and intensity of the financial 
services regulatory regime is a response to the sheer degree of harm that may 
arise when financial services firms act in a manner that is contrary to the public in-
terest (e.g. loss of savings by individuals and businesses; exploitation of vulnera-
ble consumers, etc.). While the types of harm that may arise from disinformation in 
OCR systems (e.g., individuals ignoring crucial public health messaging during a 
pandemic; groups of voters succumbing to voter suppression efforts during an 
election period) are obviously different in nature, their impact in terms of negative 
public interest outcomes can arguably be similar. Indeed, it is not without reason 
that the draft DSA identifies OCR systems as a vector for ‘systemic risks’ and hence 
worthy of heightened oversight (COM/2020/825 final, rec. 54). 

Equipped with this comparative framing, we may now turn to the question of what 
precisely are the key regulatory theories underpinning financial services in the EU 
and UK and how they might be applied to our domain. Broadly speaking, European 
financial services regulation includes three theoretical features that I believe could 
underpin a more effective policy response to disinformation online: first, a compre-
hensive focus on risk management; second, a dependence on principle-based 
rules; and third, a reliance on regulated firms to achieve desired policy outcomes 
(Black, 2012). While there are differences across jurisdictions and there is of course 
more to the sector’s regulatory theory than these three elements, these are select-
ed for consideration on the basis of both their foundational role within financial 
services regulation and their prima facie promise for our purposes. In what follows, 
I will briefly outline their meaning before articulating their envisaged application. 

3.2 Thinking in terms of risk 

'Risk' in the financial services regulatory theory should be understood broadly, as 
the concept serves to underpin numerous modalities of policy therein. Most no-
tably, risk provides the basis for regulatory legitimacy. Financial institutions are un-
derstood as posing systemic risks of various kinds, and that if left to their own de-
vices firms are incapable of identifying, managing, and mitigating those risks. This 
understanding motivates and legitimises a body of law—known as ‘prudential reg-
ulation’—that intervenes with, and deeply scrutinises, everything from firms’ com-
mercial practices, to their risk-mitigation strategies, and even the composition of 
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their senior leadership. For instance the EU Prudential Requirements directive 
grants regulatory authorities the power to limit or prevent business practices 
which pose ‘excessive risk to the soundness of an institution’ (Directive 2013/36/
EU, art. 92.2 (a)), and to take steps to ensure banks’ remuneration policies ‘promote 
sound and effective risk management and do not encourage [excessive] risk-taking’ 
(Ibid, art. 104.1(e)). In addition, risk often manifests as the metric by which compli-
ance measures are determined. For instance, the body of law concerning anti-mon-
ey laundering and terrorist financing (AML-TF) is grounded in the belief that it is 
impossible to ever fully prevent a firm’s services from being exploited to launder 
money or finance terrorist activities. Consequently, the counter-measures that a 
regulated entity should take to address these unlawful practices—such as know-
your-customer due diligence and transaction analysis—are to be commensurate
with the risk of the exploitation occurring. Entities like the Financial Action Task 
Force issue regular authoritative compliance guidance for regulators and firms on 
how to assess, evaluate, and manage AML-TF risks in practical settings. 

To utilise the risk-based approach as an underpinning of our policy response to 
disinformation online, we would of course first need a clear conceptual understand-
ing of risk as it pertains to our domain. Specifically, policymakers would be re-
quired to establish a methodology for determining various individual and public 
interest disinformation-related risks as well as a hypothesis explaining how these 
risks can manifest in both online content and on the basis of the commercial prac-
tices of firms. An effective risk schema should provide the means by which—in dif-
ferent contexts—we could assess whether and to what extent a given piece of dis-
information is likely to cause harm to the public interest, and likewise assess the 
risk profile of specific commercial practices and product features. 

Policy interventions on the basis of this approach would aim at the identification, 
management, and mitigation of these disinformation-related risks. Crucially, under 
the risk-based approach compliance efforts would be commensurate with the de-
gree of risk posed to the public interest—this focus on ‘commensurability’ means 
that the fact of hosting disinformation would not in itself be indicative of noncom-
pliance with the law. Moreover, the adoption of a risk-based approach would re-
quire a general shift in the locus of policy intervention away from content removal. 
Today, intervention often aims at firms’ outputs, meaning action occurs once the 
risk is materialising. Yet, many of the risks associated with disinformation are inti-
mately related to firms' business practices and how they engage with third-party 
content on their services. Consequently, a true risk-based approach to addressing 
disinformation would manifest in regulatory interventions earlier in the product cy-
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cle. This means focusing particularly on OCR systems, given their significant influ-
ence in shaping the spread and impact of disinformation. For instance, it could 
manifest as regulatory obligations regarding algorithmic auditing and inspection, 
that aim at continuous quality assurance of OCR systems and early warning of any 
operational flaws. In addition, it could manifest as measures that place restrictions 
on the micro-targeting of content to specific types of uses, given that much of the 
public interest risk in disinformation is determined by who sees the content and 
under what circumstances (Haines, 2019). 

Notably, the focus on ‘risk’ shines through in the draft DSA in at least two distinct 
modalities. First, we have seen how risk serves as the basis for regulatory legitima-
cy in the financial services sector. The DSA adopts a similar approach, delineating 
a category of online service providers—so-called ‘Very Large Online Plat-
forms’—whose size, influence, and risk justifies asymmetric regulatory obligations 
(COM/2020/825 final, art. 25). In addition, risk manifests as a metric of compliance 
in a manner similar to AML-TF regulation, with firms obliged to assess “the sys-
temic risks stemming from the functioning and use of their service, as well as by 
potential misuses by the recipients of the service, and take appropriate mitigating 
measures” (Ibid, rec. 56, my emphasis). Notably, while the provisions of the DSA 
that establish direct obligations and responsibilities with respect to content—e.g. 
the provisions on notice & action—limit their focus to that which is illegal, the risk 
assessment and mitigation measures enshrined in the law’s articles 26 and 27 do 
implicate disinformation explicitly and implicitly. Indeed, these provisions draw 
out ‘coordinated inauthentic behaviour’ as a risk to be mitigated (Ibid, art. 26. 1 (c)) 
and likewise earmark OCR systems as a site where risk mitigation measures should 
be located (Ibid, art. 27.1 (a)). 

Yet we have discussed that for risk to serve as an effective basis for regulatory in-
tervention (in the case of disinformation or any other ‘harmful-but-legal’ content), 
policymakers must first establish a rigorous risk schema. In that regard, the DSA is 
somewhat underwhelming, in that its guidance on what risks to assess and how 
they ought to be mitigated is vague. In the case of risk assessment, companies are 
expected to translate interferences with fundamental rights into the language of 
risk management, with little delineation of how those risks might be understood 
or quantified in practical terms. As we will discuss in section 5, this shortcoming 
brings a myriad of theoretical and practical challenges. In addition, risk is typically 
understood across domains as a function of the probability and severity of a cer-
tain (inverse) outcome (ISO, 2018 §3). Yet the legal architecture of the DSA’s risk-
based approach appears overly weighted toward addressing the severity of risks 
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rather than their probability, notably through its focus on addressing systemic risks 
related to ‘dissemination’ of illegal content and the ‘intentional manipulation’ of 
their service. While of course it is important to assess and address the severity of 
risks that materialise (e.g. through developing partnerships with trusted flaggers; 
deploying content recognition software to assist human review), risk assessment in 
this domain will only be meaningful if it gives equal weight to the probability of a 
certain risk materialising (e.g. assessing whether OCR system design may inadver-
tently privilege the virality of disinformation). 

3.3 Principles over prescription 

A second key feature of regulatory theory in the European financial services do-
main, most associated with the UK, is the emphasis on principles-based rule-struc-
tures. The rules governing the conduct of regulated entities are often ‘general, 
qualitative, purposive, and behavioural’ (Black, 2008, p. 13). A quintessential exam-
ple of this approach is found in the UK Prudential Regulatory Authority's 'Funda-
mental rules', where regulatory obligations are expressed in such terms as 'a firm 
must organise and control its affairs responsibly and effectively’ (PRA, 2014, p. 5). 
In the EU, the 2013 Prudential Requirements directive exhibits similar principles-
based requirements with respect to the regulation of business conduct, demanding 
that regulated firms to have in place ‘robust’, ‘sound’, and ‘effective’ policies and 
governance arrangements (2013/36/EU, art. 73). Transitioning from the macro to 
the micro—that is, the process whereby the principles are translated into specific 
compliance approaches for individual firms—is usually done through iterative dia-
logues between firms and regulators as well as through guidelines and secondary 
legislation. 

While admittedly the regulating-by-principles approach can already be found in 
some foundational elements of the EU and UK content regulation legislative ac-
quis, the paradigm has become increasingly defined by 'prescriptive' and 'bright-
line' rule forms in the last two decades, whereby rules often take the form of high-

ly-complex descriptive obligations or simple rigid directives respectively. 5 To un-
derstand how principles-based rule-structures could be more formally deployed in 
the policy response to disinformation online, it is worth considering a hypothetical 
statutory rule of its form, namely: firms must implement effective and proportionate 
measures to limit the virality of disinformation on their services. Notably, the qualita-
tive and behavioural nature of the principles-based rule form allows for far greater 

5. The German NetzDG (2017) and the EU Terrorist Content Online regulation (COM (2018) 640 final) 
are two cases in point of this trend. 
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flexibility in the types of measures that demonstrate compliance. Relevant OSPs 
could, depending on their specific context, satisfy this rule by implementing: an 
automated mechanism to identify content that meets a standard of virality, allow-
ing for fast-track review; a content de-ranking policy for identified disinformation; 
or, specific OCR system design tweaks. Another such principle-based rule to ad-
dress disinformation could be: firms must take steps to enhance the visibility of factu-
al information in OCR systems. As with the previous example, the desired regulatory 
outcome here could be achieved in a number of different ways, as evidenced by 
the various voluntary efforts of platforms such as Facebook and YouTube to that 
specific end to date. 

Again, the move towards principles-based rule-structuring would likely entail new 
loci of regulatory intervention. Principles-based rules invite compliance measures 
that manifest earlier in the product cycle—such as in the design and operation of 
OCR systems—as these interventions are likely to be far more influential in re-
sponding to the rules’ behavioural and purposeful requirements. For instance, the 
effort to limit virality of disinformation is likely to be far better satisfied by mea-
sures that correct for the very design flaws in OCR systems that give rise to said vi-
rality, rather than an intervention late in the product cycle that focuses on removal 

speed of notified content. 6 

Again, while not ostensibly concerned with the regulation of disinformation online, 
the DSA signals a new embrace of the principles-based approach to rule form in 
the online content domain. For instance, the risk mitigation measures that firms 
are expected to take under article 27 are to be ‘reasonable, proportionate, and ef-
fective’ while also being ‘tailored’ to specific risks. In addition, firms operating OCR 
systems must provide service users with ‘clear, accessible, and easily comprehensi-
ble’ information regarding the curative role of these systems (art. 29). The DSA al-
so seeks to anticipate the compliance challenges that are likely to accompany the 
shift to principles-based rule forms, most notably in its commitment to ‘support 
and promote the development and implementation of voluntary industry stan-
dards’ (art. 34) and its provisions on future Codes of Conduct that will aim to elab-
orate on, and give specific meaning to, the generalised rules (art. 35). It is impor-
tant to note that while the DSA will not set out specific principles-based rules for 
addressing disinformation (such as those used in the examples previously), it will 
nonetheless provide the novel regulatory architecture within which such rules can 
be developed and implemented. Indeed, the European Commission has already 

6. Of course, this assumes that companies and those overseeing them are committed to implementing 
the principles-based approach in good faith, an assumption that is interrogated in Section 5. 
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suggested that the principles-based EU Code of Practice on Disinformation will, in 
the future, be subsumed under the legal architecture of the DSA’s Code of Conduct 
provisions (European Commission, 2020 §4.2). 

3.4 The ‘responsibilisation’ of internal management 

The third and final feature of financial services regulation that is relevant for our 
purposes is the explicit reliance on regulated entities in the execution of regulato-
ry objectives. Firms are themselves expected to take primary responsibility for op-
erationalising generalised rules in their own internal compliance programme and 
devising the means by which the rules’ objectives are best achieved. Examples of 
this philosophy can be found across the financial services legislative acquis. For in-
stance, the Prudential Requirements directive (Directive 2013/36/EU) directs na-
tional regulators to ‘ensure oversight by the [firm’s] management body, promote a 
sound risk culture at all levels of […] firms and […] monitor the adequacy of internal 
governance arrangements’ (Ibid, art. 54, my emphasis). In the theory, this strategy of 
empowering and relying on firms to achieve regulatory objectives is typically re-
ferred to as 'management-based' or ‘meta-‘ regulation (Black, 2012; Coglianese & 
Lazer, 2003). The management-based theory of regulation aims to incentivise com-
mercial prudence at the point where firms are contemplating business decisions 
and practices, rather than in outputs. 

When applied to the disinformation context, rather than being commanded and 
controlled through specific directives, relevant OSPs would bear primary responsi-
bility for identifying and mitigating the risks that their commercial practices pose 
to the achievement of regulatory objectives regarding disinformation. Practically-
speaking, it would likely materialise in an increased focus on formalised impact 
assessments that are tailored to disinformation-rated risks; systemic documenta-
tion by firms of their internal operational processes; and, an organisational restruc-
turing that gives more prominence to internal compliance functions (e.g., the cre-
ation of a Chief Risk Officer; embedding compliance staff in product teams; etc.). 
As with the risk-based and principles-based approaches, the management-based 
approach will likely shift the focus of compliance measures towards OCR systems, 
as it forces firms to scrutinise how their business practices are likely to contribute 
to the spread and impact of disinformation. Ultimately, the specific compliance 
strategies that firms pursue under the management-based approach could be sub-
ject to varying degrees of supervision, depending on the levels of trust between 

firms on the one hand, and the public and policymakers on the other. 7 

7. For instance, firms could be obliged to submit their chosen compliance strategy to regulatory au-
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Again, we see some flavour of the management-based approach in the draft DSA, 
with firms themselves given the responsibility to identify, evaluate, and manage the 
risks that they face (arts. 26, 27); develop ‘audit implementation report[s]’ in re-
sponse to recommendations of third-party auditors who monitor the law’s enforce-
ment (art. 28); and to appoint compliance officers who ‘shall directly report to the 
highest management level of the platform’ (art. 32). 

At this point we have outlined how, by deploying certain foundational theories of 
financial services regulation, we could develop a novel policy approach to disinfor-
mation online. We have also seen how these theories are already starting to enter 
the EU content regulation paradigm, through the provisions of the DSA. Equipped 
with this context, we can now turn to the crucial question of whether a regulatory 
transformation on this basis could meaningfully address the identified shortcom-
ings of the contemporary regulatory approach to disinformation online. 

Section 4. Improvements on the status quo 

4.1 The appeal of content agnosticism 

This project is motivated by the belief that our contemporary approach to disinfor-
mation online systematically engenders intolerable interferences with individuals’ 
freedom of expression, owing to its reliance on performance- and technological-
based theories of regulation. ‘Compliance success’ under this ‘content-centric’ ap-
proach means more takedowns and more filtering, a state of affairs that does not 
apply well to a type of content the harm of which is dependent on a variety of con-
textual factors. 

By borrowing regulatory theories from the financial services sector we could allevi-
ate this problem to a considerable degree, simply because this approach would 
tend towards regulatory interventions that locate themselves ‘upstream’ in the 
product cycle. For instance, the risk-based approach gives recognition to the fact 
that firms’ business practices and processes—in particular, OCR systems—can con-
tribute significantly to disinformation-related harms. As such, the approach aims at 
interventions vis-à-vis those very practices and processes. It is, as such, content ag-
nostic—firms would not be explicitly directed to take action against specific pieces 
of online content and in the majority of cases there would not be an expectation 
that objectionable content be removed from the public domain (MacCarthy, 2020). 
8 It simply requires firms adopt a more prudential approach in their business prac-

thorities for prior review; be obliged to keep formal compliance strategies ‘on file’ for ex post re-
view; or simply be subject to ad hoc ‘spot checks’ by regulatory authorities. 
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tices, and particularly with respect to how they commercially engage with the con-
tent that users upload to their services (e.g., how they amplify, target, and present 
it to new audiences). Indeed, ‘success’ under my envisaged approach could occur 
even if a firm filters or renders inaccessible no disinformation at all, but simply de-
signs its OCR system such that content that is likely to be disinformation is not 
purposefully amplified and micro-targeted to those users for whom it may cause un-
tenable harm. Ultimately, the risk-based approach aims to regulate firms, not the 
users of those firms’ products. 

4.2 Reorienting regulation around the harmful practices 

Section 2 also identified how the regulatory theories underpinning the contempo-
rary approach eschew interventions that target the business practices that inform 
the harm in disinformation, namely the content’s promotion, targeting, and presen-
tation through OCR systems. 

Fortunately we have now seen how the theories underpinning financial services 
regulation unlock the means by which we can effectively intervene vis-à-vis said 
commercial practices. For instance, the risk-based approach renders OSPs that op-
erate OCR systems accountable for ensuring the systems themselves are designed 
and operated with diligence, rather than simply obliging the firm to ‘clean up’ the 
bad outcomes that those systems give rise to. By reorienting interventions towards 
commercial practices and away from the substantive content, the risk-based ap-
proach acts on our recognition that the policy problem of disinformation is depen-
dent on the various contextual factors that inform its consumption; many of which 
are controlled by firms. Put another way, the risk-based approach allows us to ad-
dress one of the key causal factors of disinformation as a policy problem, rather 

than merely its symptoms. 9 

Furthermore, the principle-based approach to rule-structuring—compared to the 
traditional ‘bright-line’ or ‘prescriptive’ forms—is likely to ensure that compliance 
interventions remain meaningful and focused on OCR systems through time, even 

8. Admittedly, there may be some discrete contexts where it may still be wise to define risk mitigation 
efforts in terms of content filtering and removal, particularly where specific disinformation is likely 
to pose serious and imminent harm to a sufficiently large number of people (e.g. disinformation en-
couraging the drinking of bleach as a miracle cure for COVID-19 just after a speech by an influen-
tial public figure that endorses the claim). In any case, I suspect these cases to be the exception 
rather than the norm. 

9. Again, this is not to suggest that the problem of disinformation can be reduced to and solved by 
addressing interventions towards OCR systems alone. Rather, it seeks to give due regard to, and 
provide an effective response to, the considerable role played by such systems in compounding the 
broader problem. 
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in the face of rapid technological and operational change. Principle-based rules 
set out—in qualitative and behavioural terms—how firms are expected to act and 
what outcome they are expected to achieve. Intuitively, legal mandates of this 
form are more difficult to circumvent, as their qualitative and object-orientated na-
ture means it is easier to assess whether a given action on the part of firms 
amounts to a genuine effort to achieve the regulatory goal. This approach can thus 
help us avoid the regulatory phenomenon of ‘hitting the target but missing the 
point’ (Black, 2010, p. 7). As an example, in section 3.3 I suggested that a potential 
principle-based rule could take the form that firms must implement effective and 
proportionate measures to limit the virality of disinformation on their services. While 
the regulatory objective of this rule could be satisfied by several unique approach-
es, its qualitative and object-orientated nature allows an observer to make certain 
baseline assessments of what meaningful compliance looks like. In this case, the 
pathology of online content virality and the fact that it is largely a function of the 
design and operation of OCR systems means that a compliance programme that 
ignores OCR systems is unlikely to be a good-faith effort. Moreover, those same 
rule-form characteristics mean OCR systems can remain the focal point of inter-
vention through time, even if the technological and operational features of those 
systems evolve. 

Finally, I discussed how the commercial incentives that underpin the design and 
operation of OCR systems are a key reason why those systems can unintentionally 
contribute to the spread and impact of disinformation online. While it is difficult to 
accurately measure this divergence between public and private incentives in the 
OCR sector, the anecdotal evidence that we referenced in Section 2 suggests that 
it is pronounced. Fortunately, the management-based approach can help correct 
for this tendency, by ensuring firms take primary responsibility for their social out-
puts and by facilitating the ‘internalisation’ of commercial prudence in the long-
run. Experience in the financial services sector and beyond suggests that private 
stakeholders are more likely to view compliance measures and processes as wor-
thy of adherence if they are the ones devising those specific measures (Black, 
2012; Coglianese & Nash, 2006; Coglianese & Lazer, 2003). The responsibilisation 
of internal management under this regulatory theory thereby engenders a sense of 
‘ownership’ in the pursuit of regulatory objectives (Gunningham & Sinclair, 2017). 
Given the breath of sectors where this phenomenon has been witnessed, it is rea-
sonable to believe that a similar organisational psychology is likely to hold in the 
OCR sector, and thus the management-based approach can contribute to a narrow-
ing of the sectoral incentives gap (Coglianese & Lazar, 2003). 
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Section 5. Appreciating the challenges 

5.1 Lingering rights concerns 

Admittedly, concerns regarding unjustified interferences with fundamental rights 
remain pertinent. While this approach aims to address the most acute interference 
that is foreseeable in the content regulation domain—namely the excessive block-
ing and removal of legitimate expression—novel concerns will come to the fore 
under this envisaged model. For instance, there are important questions as to 
whether down-ranking or de-ranking of certain content amounts to an excessive 
interference with an individual’s freedom of expression (e.g. ‘shadow-banning’), 
even if that content remains somewhat discoverable on the platform. Similarly, 
how are we to react when upstream compliance measures that aim at improving 
OCR systems are discovered to result in disparate impact on important public in-
terest expression and group perspectives (e.g. an OCR system stops or significantly 
reduces its promotion of ‘Black Lives Matter’ activist content)? 

In addition, one cannot ignore the critique that to deploy financial services regula-
tory theory to our domain is to do no more than legitimise the problem of ‘priva-
tised enforcement’, the phenomenon whereby OSPs take the place of legislative 
and judicial authorities as the primary (and often sole) arbitrators of online speech, 
without the traditional legal safeguards that regulate state-driven interferences 
with individuals’ fundamental rights. The risks to fundamental rights—notably the 
right to receive and impart information; the right to privacy and data protection; 
and various due process rights—that can arise from the phenomenon of privatised 
enforcement are well established in the literature (Kuczerawy, 2017; Belli & Ven-
turini, 2016; Angelopoulos et al., 2016). 

Unfortunately, the problems associated with privatised enforcement could manifest 
in our suggested approach, particularly if it is ultimately unable to prevent firms 
from expressing their compliance in the ‘content-centric’ manner we see today. In-
deed, it is reasonable to assume that some firms in the OCR sector will simply aim 
at ‘achieving compliance’ at the least cost to the business—that is, by building-on 
existing trust & safety programmes while ring-fencing their business practices and 
processes from any meaningful alteration. In addition, even where we assume 
good intent on the part of firms, it is possible that in practice some firms’ compli-
ance functions will be unable to meet the rigorous expectations of this approach 
and may thus adopt excessively conservative or ‘industry-standard’ compliance 
strategies. The suggested approach would place primary responsibility on firms to 
identify and manage the disinformation-related risks that they face, while at every 
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stage ensuring that they are acting towards the regulatory objectives as estab-
lished in the generalised rulebook. That is no easy task, and as a result some well-
intentioned firms may retreat into ‘content-centric’ approaches to minimise compli-
ance risk. Indeed, rather than ushering in a modern era of rights-protective respon-
sive regulation, this approach could quickly backslide into one that incentivises 
more blocking and removal, with less public oversight. 

These risks cannot be underappreciated, and should be at the fore of policymakers’ 
considerations when contemplating regulatory interventions on the basis of the 
proposed regulatory approach. That said, given that many of the aforementioned 
risks are likely to manifest in the implementation of the regulatory approach, it may 
be possible to anticipate and manage them through thoughtful legislative crafting, 
rigorous oversight and monitoring, and a focus on safeguards-by-design. For in-
stance, an obvious means to protect against the novel risks to freedom of expres-
sion that may arise through ‘upstream’ interventions aimed at OCR systems would 
be through obligations on regulated firms to develop public-facing policies on 
down- and de-ranking content; mandating third party algorithmic audits and im-
pact assessments that monitor for discriminatory outcomes or disparate impact on 
certain groups’ expression; and mandating disclosure to public authorities and re-
searchers of the specific content that has been impacted by content moderation 
practices. Furthermore, to address the risk of backsliding into rights-interfering 
content-centric approaches and opening the door to the worst excesses of ‘priva-
tised enforcement’, policymakers could consider mechanisms for ensuring rolling 
behavioural oversight of regulated entities, and supports for firms to translate gen-
eral statutory obligations into tailored compliance measures (e.g., through sec-
ondary legislation; co-regulatory codes of conduct; etc). 

5.2 The ‘riskification’ of policy 

While the endeavour to place risk at the centre of the content regulation paradigm 
would be in keeping with a broader trend within digital policy, and indeed public 
policy more generally, the ‘riskification’ of regulation is not without its problems 
(Beck, 1992). 

First, as Böröcz (2016) notes in the context of the General Data Protection Regula-
tion (GDPR) risk-based approach, fundamental rights are principally products of 
the legal domain, and enjoy their own distinct meaning and epistemic coherence. 
Risk management as a discipline is something altogether different, and bases it-
self predominantly within a techno-scientific epistemology. As such, the two do-
mains do not always mesh together in a coherent manner, and it can be challeng-
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ing, if not impossible, to understand fundamental rights in terms of risk and under-
stand how different risk factors can promote or limit the enjoyment of certain fun-
damental rights. Indeed, as van Dijk et al. (2016, p. 289) observe, when rights and 
risks are conflated ‘the meaning of both are changed into something that could 
hardly be predicted in advance’. This difficulty is even more pronounced when our 
public policy interest is to manage risks that may only manifest on a societal level 
(e.g. the risk to electoral integrity and democratic discourse). In these contexts, the 
link between a certain business practice or product and risks to fundamental rights 
may not be obviously expressible in quantifiable terms, and fundamental rights 
may not even be the most appropriate yardstick against which to measure the 
harm in question (McKay & Tenove, 2020). 

Second, risk management, like all techno-scientific disciplines, is value-laden. Val-
ue judgements are made when one chooses what risks to assess, how to assess 
them, and ultimately, how to manage then. As acclaimed risk theorist Paul Slovic 
has noted, ‘defining risk is an exercise of power’ (Buni & Chemaly, 2020, §2). 
Slovic’s observation is particularly concerning in our context, given that the cen-
tres of power in the technology sector are overwhelmingly male, white, and locat-
ed in the global North (Harrison, 2019). As such, it is likely that—independent 
oversight notwithstanding—in the endeavour to assess, evaluate, and manage risks 
related to their service, firms will overlook serious risks that pertain to certain 
groups or adopt a risk-appetite posture that runs counter to reasonable expecta-
tions of the public and policymakers. Buni & Chemaly (2020) document numerous 
case studies that attest to how bias and a systemic diversity problem has shaped a 
sub-optimum risk management culture in the tech sector, encompassing every-
thing from market risk (‘what risks do the political and social conditions in the re-
gion we’re deploying give rise to?’); to use-case risk (‘what bad outcomes to certain 
users and groups are likely to arise from use of our product?’); to trust and safety 
risk (‘in managing a known risk, what new risks are we likely to stimulate?’). 

EU lawmakers would do well to heed these learnings from other sectors when 
considering the risk-related provisions of the DSA. 

5.3 The thorny question of oversight 

It has already been noted that the shift towards a regulatory model for disinforma-
tion online characterised by risk-based, principles-based, and management-based 
approaches is likely to place considerable compliance challenges on firms, and if 
poorly implemented, could pave the way for the interferences with rights (e.g. 
freedom of expression) that the proposal aims to mitigate. It is in recognition of 
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similar inherent ‘implementation risks’ that financial services policymakers have 
opted to include independent regulatory agencies in their regulatory architecture. 
Bodies like the European Banking Authority and the UK Prudential Regulation Au-
thority act as regulatory fulcrums, giving meaning and reality to policymakers’ po-
litical aspirations. It is thus unsurprising that, given its tentative endorsement of 
the types of regulatory theories that warrant agency-led oversight, the DSA places 
a similar oversight model at the centre of its proposed regulatory architecture (art. 
38; art. 51). 

Yet things are rarely simple with respect to agency-led oversight, especially in the 
context of online content regulation. For a start, instituting new regulatory author-
ities brings its own risks. First, there is the obvious risk that such bodies can be 
‘captured’ by firms in the market. Viewed cynically, a firm needs not actually meet
regulatory objectives, it must simply convince the regulator that it is doing so. What 
regulators see is not necessarily a compliance programme that a firm has imple-
mented to achieve the regulatory objectives, but rather, a representation or idealisa-
tion of such a programme. Indeed, a critique of regulatory oversight in the financial 
services sector is that firms focus less on managing their own compliance process-
es, and more on managing the regulator (Black, 2012, p. 1047; Anderson 1982). Sec-
ond, agency-led oversight of the (social) media sector has traditionally been 
viewed with skepticism in many jurisdictions, and my suggested approach could 
evoke images of a ‘ministry of truth’ and state censorship. That critique is not with-
out merit, and there is a real risk that regulatory bodies themselves may ‘backslide’ 
into an approach that views compliance success under this paradigm in terms of 
ever more content removal in ever shorter periods of time. Indeed, bestowing new 
powers on regulatory authorities can be a dangerous exercise when those regula-
tors’ mission and intent is subject to doubt (Article 19, 2021). 

While these concerns are very real, they may not be immutable. Regulatory authori-
ties can be resilient against corporate and cognitive capture if the institutional set-
up and broader political context boasts three features: first, a high-degree of trans-
parency in public affairs, so corporate influence can be kept in check; second, tech-
nical expertise and investigative resources within oversight authorities, so regula-
tors can make diligent and effective assessments as to firms’ compliance efforts; 
and ultimately, strong government support for their mission, so said regulators can 

execute their mandate in the face of market and media pressure. 10 Of course, said 

10. As a case in point, not all financial services regulatory authorities failed in executing their oversight 
functions in the lead-up to the 2008 global crisis, and those that fared relatively well appear to 
have shared the aforementioned qualities (Black, 2014). 
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government support will do more harm than good if the government in question 
seeks to co-opt agency-led regulation to suppress fundamental rights. In these sit-
uations, and where the jurisdiction in question is the site of systematic interfer-
ence with the rule of law from state institutions, agency-led oversight—and per-
haps the novel regulatory approach tout court—should not be considered in the 
first instance. 

6. Conclusion – from theory to practice 

At this point I have identified key regulatory theories underpinning financial ser-
vices regulation in Europe, and articulated how they could be transposed to ad-
dress disinformation online. I have illustrated how transposition would serve as an 
improvement on the regulatory status quo, in that it would allow us to locate regu-
latory interventions at OCR systems while mitigating impacts on freedom of ex-
pression. I have also articulated the potential implementation risks associated 
with this approach, and proffered tentative solutions for how they might be as-
suaged. What then, is left for us to do? Arguably, this project has achieved its main 
objective—that is, to verify that the envisaged regulatory transposition holds 
promise and should be considered and explored by European policymakers and the 
policy community. In that context, I will conclude by marking out a path to guide 
the next stages of this endeavour—what needs to happen to allow us to realise 
this promising alternative approach. 

First, we must define the precise principle-based rules that we believe can best ad-
dress disinformation in OCR systems. In section 3 I deployed examples that relate 
to virality and authoritative sources. Of course, these are not the only possible 
principles-based rules, and there are a whole host of others that could comple-
ment or replace them. Second, my approach places risk at its core—as both the 
grounding for regulatory legitimacy and the metric by which firms’ obligations 
ought to be defined. I have already noted that for a substantive framework to take 
shape, we must first develop a deeper understanding of risk in this context. The 
next stage must develop that conception of risk, as it is a crucial foundational pil-
lar upon which we can consider what types of efforts the OSP sector should be un-
dertaking to address disinformation in its various forms. Third, good policy de-
pends on rich data, and to develop the best principle-based rules and an appropri-
ate conception of risk we need better insight into how disinformation manifests 
online. Indeed, we still have little systematic knowledge of how precisely disinfor-
mation spreads through OCR systems and the true contribution of firms’ commer-
cial practices to it (Leersson, 2000; Haim & Nienierza, 2019; Ingram, 2019). That 
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needs to be addressed, and urgently. 

Fortunately, the draft DSA offers a crucial opportunity to advance in each of these 
endeavours. Most notably, the draft law’s transparency requirements—a blend of 
third-party auditing requirements; investigatory powers for regulators; and the 
various obligations to provide transparency to the research community and to the 
public—can address the asymmetry of information that stifles policy work in this 
domain. Moreover, as noted in section 3.2, the draft DSA provides a rudimentary 
conception of risk in the online content domain. Scrutinising, problematising, and 
ultimately improving this conception will be a necessary challenge and one which 
can inform future policy deliberations around disinformation online. Finally, while 
the DSA is ultimately unlikely to set out principles-based rules for addressing dis-
information, it will provide the regulatory architecture within which such rules can 
be developed and implemented in the future. 

In closing, I am under no illusions about the challenges inherent in pursuing this 
project through its next stages. I have taken merely the first step with this article. 
Yet I draw comfort from the fact that we have completed perhaps the most impor-
tant step, as all practical regulation is underpinned by an initial theoretical hy-
pothesis. 
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