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Abstract 

Most strategies for causal inference based on quasi-experimental or observational data criti-
cally rely on the assumption of unconfoundedness. If this assumption is suspect, sensitivity 

analysis can be a viable tool to evaluate the impact of confounding on the analysis of interest. 
One of the earliest proposals for such a sensitivity analysis was suggested by Rosenbaum/ 
Rubin (1983). However, while it is straightforward to obtain estimates for the causal effect 
under specific assumptions regarding an unobserved confounder, conducting a full sensi-
tivity analysis based on a range of parameter settings is unwieldy based on the simple fork-
ing tables which Rosenbaum and Rubin used. To tackle the multiple parameter problem of 
the Rosenbaum-Rubin approach, we present an interactive R Shiny application called Tip-
pingSens, which visualizes the impact of various parameter settings on the estimated causal 
effect. Borrowing from the literature on tipping point analysis, the flexible app facilitates 
manipulating all parameters simultaneously. We demonstrate the usefulness of our app by 

conducting a sensitivity analysis for a quasi-experiment measuring the effect of vocational 
training programs on unemployed men. The online supplement accompanying this paper 
provides a step-by-step introduction to the app using the original illustrative example from 

Rosenbaum/Rubin (1983). 

Zusammenfassung 

Kausalanalysen mit quasi-experimentellem Forschungsdesign bspw. Matching-Verfahren schät-
zen die Wirkung einer Intervention auf eine Ergebnisvariable. Unverzerrte Schätzungen er-
geben sich dabei nur, wenn die Kausalanalyse alle Merkmale mit Einfluss auf die Ergebnis-
variable und auf die Selektion in die Intervention berücksichtigt. Wenn nicht sicher ist, ob 

all diese Merkmale berücksichtigt wurden, helfen Sensitivitätsanalysen, den Einfluss eines 
nicht beobachteten Merkmals auf die geschätzte Wirkung der Intervention zu bestimmen. Ei-
nen der ersten Vorschläge für eine solche Sensitivitätsanalyse lieferten Rosenbaum und Ru-
bin (1983). Danach legen vier Parameter fest, wie das unbeobachtete Merkmal mit der Inter-
ventionswahrscheinlichkeit und der Ergebnisvariable (in Interventions- und Kontrollgruppe) 
zusammenhängt und wie es in der Grundgesamtheit verteilt ist. Einfache tabellarische Dar-
stellungen für den Einfluss des nicht beobachteten Merkmals auf die geschätzte Wirkung für 
verschiedene Sets dieser vier Parameter stoßen schnell an die Grenze zur Unübersichtlich-
keit. Dieses Problem lösen wir mit der interaktiven Web-Anwendung TippingSens. Sie basiert 
auf Shiny R Studio. TippingSens visualisiert gleichzeitig alle vier Parameter eines unbeob-
achteten Merkmals und zeigt für unterschiedliche Kombinationen und Ausprägungen dieser 
Parameter in welchem Ausmaß die Ergebnisse der Kausalanalyse durch das nicht beobachte-
te Merkmal verändert würden. Wir demonstrieren die Anwendung von TippingSens mit den 
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Ergebnissen aus einer Wirkungsanalyse beruflicher Weiterbildung von Arbeitslosen. Der Web-
Anhang zu diesem Artikel enthält eine Anleitung für TippingSens anhand des ursprünglichen 

Beispiels von Rosenbaum und Rubin 

JEL 

C31, C87 

Keywords 

Endogeneity, Program Evaluation, Unconfoundedness, Vocational Training 
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1 Introduction 

Questions of interest in the applied sciences are often questions of causality rather than de-
scription or association. The gold standard for estimating causal effects are randomized ex-
periments. With experiments, researchers have full control over the treatment assignment 
process, substantially facilitating the estimation of causal effects. However, while in the med-
ical sciences, experimental designs are widely used; they are often not feasible or unethical 
in epidemiological, sociological, or economic research. Instead, empirical research is usu-
ally based on pre-existing, observational data. When attempting to make causal claims from 

observational data, researchers have to make strong assumptions. Arguably the most con-
troversial of these assumptions is the requirement that the assignment to the treatment is 
unconfounded, i.e., given all the information available in the collected data, the probability 

of receiving the treatment does not depend on the (potential) outcomes of interest (selection 

on observables). The unconfoundedness assumption implies that adjusting for differences 
in observed variables removes biases in causal estimates based on a direct comparison be-
tween treated and control groups (Imbens, 2003: 126). 

The unconfoundedness assumption is not always realistic, and it can never be tested based 

on the observed data. A possible way to proceed if the unconfoundedness assumption is sus-
pect is to conduct sensitivity analyses under various assumptions regarding the confounding 

mechanism. 

While intuitive in theory, conducting sensitivity analyses in practice is often difficult. Flexible 

approaches based on the idea of partial information (Manski, 1990), which try to incorporate 

the uncertainty about the assignment mechanism directly are usually not helpful in practice 

since the level of uncertainty about the actual causal effect will often become so large that 
no meaningful conclusions can be drawn based on the collected data. Thus, specific assump-
tions need to be postulated about the properties of the confounding variable or the assign-
ment process. Turning these assumptions into parameters can be challenging in practice. 
In this article, we will focus on a sensitivity analysis approach proposed by Rosenbaum/Ru-
bin (1983), which achieves this difficult task for the particular case of a binary confounding 

variable. 

Despite limiting the range of scenarios in which the sensitivity analysis can be used, binary 

confounding variables seem plausible in many applications. For example, when analyzing 

health care records, it might be realistic to assume that the treatment assignment depends on 

specific health conditions such as obesity or certain blood test results, which are not available 

in the database for confidentiality reasons. Since treatment guidelines are often based on 

threshold rules (if the blood pressure is lower than 𝑥, prescribe dose 𝑦, else prescribe dose 
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𝑧), the confounding variable can be considered binary. Another example, which we use to 

illustrate the functionality of the app in Section 5, are confounding variables in the context 
of assignment to labor market programs. Assignment decisions will be affected by factors 
such as alcohol abuse or poor personal hygiene, which are observable for the case manager 
deciding about the treatment assignment but are not recorded in the database used when 

evaluating the effectiveness of various labor market programs. 

Even in the simple case of a single binary confounding variable, Rosenbaum-Rubin sensitivity 

analyses can be cumbersome since four different parameters need to be specified (see Sec-
tion 4.1 for details) and the impact on the analysis of interest needs to be evaluated for varying 

parameter combinations. Rosenbaum/Rubin (1983) work with forking tables to present the 

results of their sensitivity analysis. However, tables are not suited to explore a broader range 

of parameter sets since the resulting tables will quickly become very large and complicated 

to read. For example, evaluating five different values for each of the four parameters would 

already result in a table with 54 = 625 table cells. 

We postulate that this is one of the main reasons why other strategies, such as the sensi-
tivity analysis proposed by Rosenbaum (1995) or Manski’s partial information approach, are 

often preferred in practice. However, their main advantage – less assumptions about the con-
founding variables – is also their main problem: without additional assumptions, the plau-
sible range for the causal effect often becomes so wide that no practical recommendations 
can be given based on the findings. If (partial) information about the confounders is available, 
the Rosenbaum-Rubin approach offers a flexible tool to integrate this information, helping to 

narrow the range of plausible values for the causal effect. 

Strategies to address the high dimensional table problem of the Rosenbaum-Rubin approach 

have been suggested in the literature. For example, Imbens (2003) suggests looking at the re-
lationships in the observed data and picking the most extreme values as informed guesses 
for the unobserved parameters. The underlying assumption is that if the study was carefully 

designed, it seems unlikely that confounders exist that show higher correlations with the out-
come and/or the treatment indicator than any of the observed correlations. Still, researchers 
are usually not interested in only one set of (extreme) assumptions but try to evaluate how 

robust their findings are under a whole range of plausible assumptions (if the correct param-
eters were known, no sensitivity analysis would be required). 

To address this problem, we developed an interactive R Shiny app called TippingSens that 
simplifies conducting Rosenbaum-Rubin sensitivity analyses for a large number of parameter 
sets. Our app enables researchers to gain quick insights regarding the robustness of their 
findings and to publish comprehensible visualizations of their sensitivity analysis. We tackle 

the four-dimensional parameter space through the interactive component of our app. The 

TippingSens app is freely available on the R Shiny server 
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https://tippingsens.shinyapps.io/TSApp/. 

The remainder of the paper is organized as follows: In Section 2, we give a brief introduction 

to causal inference with observational data and the problems resulting from self-selection 

into treatment. Different approaches to sensitivity analysis which are used to examine the ro-
bustness of the unconfoundedness assumption are presented in Section 3. Section 4 focuses 
on the technical details of the sensitivity approach developed by Rosenbaum/Rubin (1983) 
and introduces our new visualization tool TippingSens. Section 5 offers a practical illustration 

of the TippingSens app examining the robustness of an analysis by Bernhard (2016), which es-
timates treatment effects of vocational training programs on unemployed men in Germany. 
The paper concludes with a discussion of the limitations of the approach and some sugges-
tions for future research. A step-by-step guide how to invoke the TippingSens app with data 

from Rosenbaum/Rubin (1983) is provided in the online supplementary material accompa-
nying this paper. 
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2 Rubin’s Causal Model and the 
assumption of unconfoundedness 

2.1 The Rubin Causal Model 

Throughout this article, we will discuss causal inference based on the potential outcomes 
framework developed by Rubin (1974) (see, for example, Pearl/Glymour/Jewell (2016) for a 

different perspective on this topic). Let 𝑌𝑖 be the outcome of interest for unit 𝑖, 𝑖 = 1, … , 𝑁 . 
Let 𝑊𝑖 be an indicator which treatment unit 𝑖 received. In many applications 𝑊𝑖 is binary, 
i.e., 𝑊𝑖 = 1 if unit 𝑖 receives the treatment and 𝑊𝑖 = 0 otherwise. Under this assump-
tion, the potential outcomes framework defines 𝑌𝑖(1) as the potential outcome for unit 𝑖, 
if unit 𝑖 received the treatment, and 𝑌𝑖(0) defines the potential outcome if the unit did not 
receive the treatment. The individual (additive) treatment effect 𝜏𝑖 can then be computed 

as 𝜏𝑖 = 𝑌𝑖(1) − 𝑌𝑖(0). However, only one of the two potential outcomes will be observed. 
The other one will be the ex-post counterfactual, which can never be observed. This is the 

well-known fundamental problem of causal inference (Holland, 1986). Thus, the individual 
treatment effect can never be observed directly. To be able to draw causal conclusions at 
least at an aggregate level, further assumptions are required. Besides the stable unit value 

treatment assumption (SUTVA), which requires that the outcome of unit 𝑖 does not depend 

on whether unit 𝑗 receives the treatment and that there is no unobserved variability in the 

treatment, a common assumption in the context of causal inference is the assumption of a 

regular assignment mechanism. An assignment mechanism is called regular if the assign-
ment is individualistic, probabilistic, and unconfounded. The first two components require 

that the probability of assignment to the different treatments for unit 𝑖 only depends on its 
characteristics and not on the characteristics of the other units. Furthermore, the probability 

of receiving any of the treatments must be strictly positive for all units. The unconfounded-
ness assumption states that the probability of assignment does not depend on the outcomes 
of interest given the observed characteristics available in the data. For example, in the case 

of a quasi-experimental medical drug test, the treatment assignment must not depend on the 

(expected) survival rates after conditioning on the observed covariates. 

Since for randomized experiments, the assignment mechanism is under the control of the 

researcher, the assumption of a regular assignment mechanism is typically valid for care-
fully designed experiments. Furthermore, since units generally are randomly assigned to the 

different treatment groups independent of their characteristics, differences before the treat-
ment are only by chance, and the treatment is called exogenous. This further simplifies the 

analysis, since average treatment effects can be estimated by directly comparing the average 

outcomes in the different treatment groups. 
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2.2 Quasi-experiments and the assumption of 
unconfoundedness 

In quasi-experiments, assignment to the treatment is no longer under the control of the re-
searcher. Without random assignment, subjects in different groups might not be comparable 

at the baseline, that is, before treatment. This is because the composition of different treat-
ment groups could result from a selective process. Quasi-experimental evaluations typically 

impose comparability at the baseline by homogenizing treatment groups on observed char-
acteristics, for example, through propensity score matching. 

However, even though various options exist to adjust for differences at the baseline, most 
adjustment methods assume that the assignment mechanism is regular. While the assign-
ment will often be individualistic and probabilistic, the unconfoundedness assumption is 
more controversial. This assumption is not verifiable based on the observed data, and dif-
ferences in unobserved covariates between treated and controls may remain. Bias may arise 

if the outcome and the unobserved characteristics are correlated. 

To address this problem, researchers can evaluate the sensitivity of the results regarding the 

unconfoundedness assumption. Through simulations, it is possible to explore which prop-
erties the unmeasured covariate(s) need to have to substantially change the results and con-
clusions of the study. 

Sensitivity analyses are strongly related to the study of treatment effect robustness after drop-
ping one or more of the observed covariates (Heckman, 1989; Smith/Todd, 2001; Lechner/ 
Wunsch, 2013). Nevertheless, Imbens (2003: 126) stresses one of the main differences be-
tween sensitivity analysis and the study of treatment effect robustness: 

The attraction of the sensitivity analysis is that it is more directly relevant: one is not 
interested in what would have happened in the absence of covariates observed, but in 

biases that are the result of not observing all relevant covariates. 

IAB-Discussion Paper 29|2020 11 



3 Sensitivity analysis in the context of 
causal inference 

The general idea of a sensitivity analysis was first proposed by Cornfield et al. (1959) to defend 

the plausibility of a causal effect of cigarette smoking on lung cancer. The authors demon-
strated that the lack of such a relationship was only possible through the existence of an un-
measured confounder with an unrealistically high association with lung cancer and smok-
ing habits. Building on these ideas, several strategies for evaluating the sensitivity of the 

confoundedness assumption have been proposed in the literature. These strategies can be 

loosely grouped into three categories based on the assumptions they require. 

Perhaps the most radical approach is to drop the assumption of exogenity/unconfoundedness 
completely, specifying a range of plausible values for the estimated treatment effect, which 

accounts for the additional uncertainty regarding the unknown assignment mechanism (Man-
ski, 1990). While this approach is attractive from a theoretical perspective as it requires no 

untestable assumptions, it also strictly limits the information that can be obtained from ob-
servational data. In practice, the uncertainty in the estimated causal effect is typically large, 
i.e., the uncertainty bounds that define the interval in which the true causal effect might fall 
are very wide. Thus, the findings often cannot provide useful information, for example, to 

guide decisions in an evidence-based policy setting. 

Since the so-called Manski bounds are often not very informative, the other two general ap-
proaches specify limited departures from the unconfoundedness assumption instead of drop-
ping the assumption of exogenity/unconfoundedness completely. The approaches differ re-
garding the parameters that need to be specified by the user. The first approach only requires 
specifying the association between the unobserved confounder(s) and the treatment assign-
ment. The second approach is limited to one confounder and additionally specifies the asso-
ciation between this confounder and the outcome. 

Two early proponents of these two approaches are Rosenbaum (1995) (R95) and Rosenbaum/ 
Rubin (1983) (RR83). R95 defines the association between the unobserved confounders and 

the treatment assignment indirectly by setting a threshold parameter, which specifies the 

maximum difference between the estimated treatment propensity based on the observable 

data and the true propensity. The researcher still takes a Manski-style approach regarding 

the associations between the hidden confounder and the potential outcomes. The RR83 ap-
proach additionally requires to explicitly specify the relationship between the confounder 
and the potential outcomes and assumes that confounding is limited to a single binary vari-
able. Furthermore, both approaches implicitly assume that the relationships between the 

unobserved confounder(s) and the treatment does not vary as a function of the observed 
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data (RR83 requires a similar assumption regarding the confounder and the outcome in the 

two treatment groups). 

Other approaches for sensitivity analysis proposed in the literature can mostly be classified 

as belonging to one of these three types. For example, Manski/Pepper (2000, 2009) extend 

the approach of Manski (1990) and applications are discussed in Blundell et al. (2007); Kang 

(2011), and Hof (2014) among others. Gastwirth/Krieger/Rosenbaum (1998); Rosenbaum (2010), 
and Rosenbaum (2018) discuss several extensions of R95 for specific settings. Practical appli-
cations of the strategy are discussed in Rosenbaum (1999, 2003, 2007, 2010); Kitahata et al. 
(2009); Zubizarreta/Cerdá/Rosenbaum (2013); Rosenbaum (2018) and software implementa-
tions are available in Stata Gangl (2004); Becker/Caliendo (2007) and R Keele (2010); Rosen-
baum (2014). Extensions of the ideas of RR83 are presented for example in Harding (2003); 
Greenland (1996), or VanderWeele/Arah (2011) and applications are discussed in Imbens (2003) 
and Ichino/Mealli/Nannicini (2008). 

Comparing the RR83 and R95 approaches, a major advantage of R95 is that less assumptions 
regarding the confounding variable are required. However, not surprisingly, the uncertainty 

bounds for the treatment effect will be wider, limiting the conclusions that can be drawn. If 
additional information is available, which allows limiting the range of plausible values for the 

correlation between the outcome and the potential confounder, RR83 allows tightening the 

uncertainty bounds. Since extreme cases, such as perfect positive or negative correlation, 
can typically be ruled out, RR83 can often be helpful in practical settings. 

A downside of RR83 is the required assumption that the confounder is univariate and binary. 
Still, as discussed in the introduction and as illustrated in the application in Section 5, this 
assumption can be plausible in many circumstances (see also Liu/Kuramoto/Stuart (2013), 
who point out that the binary confounder can be seen as a combination of unobserved con-
founders). As Imbens/Rubin (2015) illustrate, under this assumption, the approaches of Man-
ski (1990) and R95 can be seen as special cases of RR83, fixing some of the parameters at ex-
treme values. Thus, under the assumption of a binary confounder, RR83 offers more flexibility 

to evaluate the impacts on the estimated causal effect under various assumptions regarding 

the relationship between the confounder and the outcome. 

As pointed out above, we believe that the main reason for the popularity of the approaches 
akin to R95 is their simplicity. Since only one parameter needs to be specified, visualizing 

the impact of various assumptions about this parameter is straightforward. RR83-type ap-
proaches require monitoring several parameters simultaneously. While calculating the un-
certainty bounds is still straightforward when fixing the parameters at specific (extreme) val-
ues as done in Imbens (2003) and Liu/Kuramoto/Stuart (2013), evaluating the impacts under 
various assumptions can be cumbersome. However, this will be a common scenario in prac-
tice. For example, in the labor market context it seems prudent to assume that alcohol abuse 
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has a negative impact on both, the probability of receiving the treatment, i.e., the probability 

of being assigned to a labor market program, and on the outcome, i.e., on the probability of 
finding a job. It is exactly in such a situation, where RR83 offers an advantage over R95. Even 

if the exact relationship between alcohol abuse and the outcome might be unknown, the 

knowledge that the correlation will most likely be negative can be used in the RR83 approach 

to narrow the uncertainty regarding the causal effect of the labor market program compared 

to R95. 

However, monitoring the impact over a whole range of parameter settings can be difficult 
with RR83. Simplifying the sensitivity analysis for such a scenario through useful visualization 

tools was the main motivation for developing the TippingSens app. Before we describe the 

app in more detail and illustrate its features in an application, we briefly review the details of 
the RR83 approach in the next section. 
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4 The Rosenbaum-Rubin Sensitivity 
Analysis and the TippingSens App 

4.1 Technical Details 

The Rosenbaum-Rubin sensitivity analysis assumes that the unconfoundedness assumption 

holds given an additional unobserved binary covariate 𝑈𝑖: 

𝑊𝑖 ⟂ (𝑌𝑖(0), 𝑌𝑖(1))|𝑋𝑖; 𝑈𝑖, 

where 𝑋𝑖 denotes the vector of observed covariates. To evaluate the impact of this unob-
served covariate on the analysis of interest, we can postulate parametric models for the marginal 
distribution of the unobserved covariate 𝑈 , the conditional distribution of the treatment 𝑊 

given 𝑈 and 𝑋, and the conditional distributions of the two potential outcomes 𝑌 (𝑤), 𝑤 ∈ 

{0, 1}, given 𝑈 and 𝑋. In the following, we drop the observed variables 𝑋 to avoid clutter. 
The formulae provided below can easily be extended to include observed variables (see, e.g., 
Imbens (2003: 127)) or more complex models. 

Given that 𝑈𝑖 is binary, we specify 

𝑞 = 𝑃𝑟(𝑈𝑖 = 1) = 1 − 𝑃𝑟(𝑈𝑖 = 0). 

The probability of receiving the treatment given 𝑈𝑖 is modeled using a logistic regression 

𝑒𝑥𝑝(𝛾0 + 𝛾1 ⋅ 𝑢)𝑃 𝑟(𝑊𝑖 = 1|𝑈𝑖 = 𝑢) = 1 + 𝑒𝑥𝑝(𝛾0 + 𝛾1 ⋅ 𝑢). 

Similarly, a logistic relationship is assumed between the binary outcome and 𝑈𝑖 in both treat-
ment groups: 

𝑒𝑥𝑝(𝛼0 + 𝛼1 ⋅ 𝑢)𝑃 𝑟(𝑌𝑖(1) = 1|𝑈𝑖 = 𝑢) = 1 + 𝑒𝑥𝑝(𝛼0 + 𝛼1 ⋅ 𝑢) 

and 

𝑒𝑥𝑝(𝛽0 + 𝛽1 ⋅ 𝑢)𝑃 𝑟(𝑌𝑖(0) = 1|𝑈𝑖 = 𝑢) = (4.1)1 + 𝑒𝑥𝑝(𝛽0 + 𝛽1 ⋅ 𝑢). 

The parameter 𝑞 as well as the parameters 𝛾1, 𝛽1, and 𝛼1 are sensitivity parameters. It is not 
the goal to estimate these parameters from the data set. Instead the researcher can postulate 
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plausible ranges for them, gained from the literature or previous analyses. Conditional on the 

specified values for (𝑞, 𝛾1, 𝛼1, 𝛽1), the remaining parameters (𝛾0, 𝛼0, 𝛽0) can be estimated 

through maximum likelihood. Once all parameters are estimated, standard statistics such as 
the average treatment effect 𝜏 can be calculated accounting for the unobserved confounder 
𝑈 (see for example Imbens/Rubin (2015: 502) for details). Imbens (2003: 128) notes that the 

sensitivity parameters 𝛼1, 𝛽1, and 𝛾1 are difficult to interpret directly as they refer to log odds 
ratios. Exponentiating simplifies the interpretation, e.g., when 𝑒𝛼1 = 2 the odds for 𝑌 = 1 in 

the treatment group double under 𝑢 = 1 compared to 𝑢 = 0. 

4.2 The TippingSens App as a Visualization Tool 

The sensitivity analysis approach developed by Rosenbaum/Rubin (1983) is an excellent way 

to examine specific violations of the unconfoundedness assumption. However, in most prac-
tical settings, the true values for the different parameters are unknown, and researchers are 

interested in evaluating the robustness of their findings under a whole range of plausible as-
sumptions regarding the associations between the unobserved variable and the outcome or 
the treatment assignment. The number of simulated possible treatment effects rises quickly 

with the number of chosen values for the four different parameters and examination of results 
through tables becomes very cumbersome. 

The interactive R shiny app called TippingSens, which we introduce in this paper greatly sim-
plifies conducting sensitivity analysis in this situation. It visualizes the impacts of various 
assumptions regarding the unknown parameters on the estimated average treatment effect. 
Thus, the app can be a handy tool to evaluate under which conditions the analytic conclu-
sions would change. Snapshots of the visualization can be downloaded and integrated into 

any research output to offer easily comprehensible robustness checks of the research find-
ings. 

With the TippingSens app, it is possible to specify ranges for all parameters. The app requires 
a two-column matrix containing the binary treatment indicator value and the binary outcome 

of interest value for all units. Note that the app assumes that the data are already balanced 

regarding the observed covariates, that is, any steps for achieving balance, such as matching 

or trimming, need to be conducted before using the app. Once the data have been loaded, 
one can freely choose which two of the four parameters should be treated as fixed and specify 

the values for these parameters. Drop-down menus and sliders allow changing the settings 
interactively. The drop-down menus specify which parameters should be treated as fixed 

and which parameters should be displayed on which axis. The sliders are a convenient tool 
for adjusting the values for the fixed parameters as well as for specifying the range of values 
considered for the free parameters. We acknowledge that it would also be possible to fix only 
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one parameter and present the results in a three-dimensional plot. However, we feel that 
this would sacrifice the intuitiveness of the visualization. The design of the output grid was 
inspired by the tipping point analysis of Liublinska/Rubin (2014) for missing data sensitiv-
ity. 

We will demonstrate the use of the TippingSens App in the next section with an example. The 

app is available at https://carohaensch.shinyapps.io/TippingSens/, and the code behind the 

app can be accessed at https://github.com/CaroHaensch/TippingSensApp. 
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5 A Practical Example: Sensitivity 
Analysis for a Quasi-experimental 
Evaluation of a German Vocational 
Training Program for the Unemployed 

To illustrate the usefulness of the TippingSens app, we use a quasi-experimental evaluation 

of vocational training for unemployed in Germany conducted by Bernhard (2016). Another 
example based on the data used in Rosenbaum/Rubin (1983) is given in the online supple-
mental materials accompanying this paper. The online supplement also contains a step-by-
step illustration how to invoke the app. 

Quasi-experimental labor market program evaluations like the one in Bernhard (2016) typi-
cally include socio-demographics, information on labor market histories, and regional char-
acteristics to control for the selectivity regarding the assignment to the treatment (see also 

Lechner (1999) or Heckman et al. (1998)). But they typically cannot incorporate personality 

traits, skills, preferences, attitudes, or social networks since this information is not available. 
However, these variables can still influence the job prospects (Bayer/Ross/Topa, 2008; Heck-
man/Stixrud/Urzua, 2006; Mueller/Plug, 2006; Pannenberg, 2010). They may also be a key 

driver of selection into training (Heckman/Ichimura/Todd, 1997). Estimates of causal effects 
using only the observed data can be biased in this situation since the unobserved variables 
are correlated with both, the outcome of interest as well as the treatment assignment. Thus, 
sensitivity analyses should be conducted to evaluate how strong these correlations need to 

be to change the research findings. 

5.1 Details about the Study 

The study of Bernhard (2016) uses the Integrated Employment Biographies (IEB, Dorner et al. 
(2010)) of the Institute for Employment Research in Germany. 

The IEB is a large administrative database integrating five different sources of information col-
lected by the Federal Employment Agency in Germany through different administrative pro-
cedures: the Employment History, the Benefit Recipient History, the Participants-in-Measures 
History, the Unemployment Benefit II Recipient History, and the Jobseeker History. It con-
tains socio-demographic characteristics and individual daily information on employment, 
unemployment, benefit receipt, and participation in programs of active labor market policy 
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for the universe of German employees and unemployed. 

Based on these data, the treatment group was defined as the total inflow of unemployed 

welfare recipients into vocational training within a three-months-period in 2005. The con-
trol group consisted of a 20 percent random sample of unemployed welfare recipients a day 

before this three-months-period. The controls did not enter vocational training within this 
three-months-period, but they could start vocational training afterward to avoid condition-
ing on future events (Fredriksson/Johansson, 2008). 

The following observable information was used to model the assignment into treatment: in-
dividual socio-demographic characteristics (age; migration background; disability; qualifica-
tion), characteristics of the household (single/partner; children), individual labor market his-
tory over the last five years (e.g., duration of employment, characteristics of the previous job 

such as wage, full-/part-time position, time in unemployment since last employment), labor 
market history of the partner and local labor market characteristics (Rüb/Werner, 2007). The 

data were stratified by several socio-demographic characteristics such as gender, age group, 
migration background, etc. and separate propensity score models for the treatment assign-
ment were estimated for each stratum. Within each stratum, the final model was obtained 

using a stepwise selection procedure. Caliper matching based on the estimated propensity 

scores was used to get the final data set (see Bernhard (2016) for further details on the match-
ing procedure). 

For more than eight years after the (hypothetic) start of the training, labor market outcomes 
of participants and the matched control group were compared on three dimensions: share 

of welfare recipients, share of employees, and average monthly real wage. As common with 

matching approaches for causal inference, the study estimated the average treatment effect 
on the treated (ATET) and not the average treatment effect (ATE). Focusing on the ATET was 
useful in this context since it allowed to evaluate the effects on those for whom the program 

was intended (Heckman/Ichimura/Todd, 1997). However, the switch from ATE to ATET affects 
the interpretation of the sensitivity parameters as we will discuss below. 

The overall results of Bernhard (2016) closely resemble previous findings not only for German 

data but also in an international context: The beginning of vocational training is an invest-
ment phase. During training, the search intensity for new jobs decreases and employment 
prospects and wages of training participants are lower in comparison to non-participants. 
This fact is known as Ashenfelter’s dip (Ashenfelter, 1978). However, after a few months, pos-
itive effects of training on employment prospects, wages, and further welfare receipts can be 

observed, and these effects persist for up to eight and a half years after the training started. 
These results are in line with other quasi-experimental evaluations that find positive impacts 
of training on employment outcomes (Card/Kluve/Weber, 2010). 
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In our illustrative application of the TippingSens app, we will focus on men in West Germany. 
Our outcome of interest will be the employment status (employed vs. unemployed) over time. 
For the subgroup of men in West Germany, this outcome follows the overall trend described 

above. Assuming no confounding, unemployed West German men have a nine percentage 

points higher chance to be employed two years after starting a vocational training compared 

to West German men that did not participate in the training program. 

5.2 Sensitivity Analysis with the TippingSens App 

Specifying the required parameters and information for the TippingSens app is straightfor-
ward. Assuming the matching procedures described above resulted in a well-balanced data 

set regarding the observed characteristics, we only need two vectors from the matched data: 
the binary treatment indicator and the binary outcome indicator (see the online supplement 
for details regarding how to set up the app). In our case, the percentage of men in West-
ern Germany that have found a job two years after starting vocational training is 0.46 for the 

treatment group (those who participated in vocational training) and 0.37 for the control group 

(those who did not participate in vocational training). 

We conduct a Rosenbaum-Rubin sensitivity analysis because we are concerned about bias 
from unobservables. When evaluating vocational programs, such unobserved variables could 

be health conditions like alcoholism, obesity, or other factors. These variables are not recorded 

in the administrative data, but since the placement officer at the labor market agency might 
observe some of them, they might not only correlate with future job perspectives but might 
also affect the probability of attending vocational training. We will concentrate on alcoholism 

as an example here. 

We need to think about four sensitivity parameters, i.e., we have to think about the associa-
tion between alcoholism and participation in the training program (𝛾), between alcoholism 

and employment after two years in the treatment group (𝛼) and in the control (𝛽) group, and 

we need an estimate for the prevalence of heavy alcohol drinking (𝑞). 

As mentioned previously, we do not estimate or extract the sensitivity parameters from the 

data. Instead, we use other sources of information to narrow down the range of plausible 

values for the parameters. A literature review reveals that a majority of studies suggest that 
heavy alcohol consumption has negative effects on employment probabilities in Western in-
dustrialized states (Popovici/French, 2016). Mullahy/Sindelar (1996) and a reanalysis by Terza 

(2002) controlling for endogeneity found a strong negative effect on the probability of being 

employed in the US. MacDonald/Shields (2004) used data from the Health Survey of England 

and found heavy alcohol drinking negatively associated with the likelihood of employment, 
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Johansson et al. (2007) obtained similar results for Finland. Devaux/Sassi (2015) estimate 

that heavy drinking has a strong negative effect on employment in men (white-collar men, 
OR: 0.54 [0.29; 1.00]). We will take these findings as a reference and use it for the sensitiv-
ity parameters 𝛼1 and 𝛽1 and we assume that both parameters have an upper bound of zero 

since based on the literature it seems implausible that alcoholism will have a positive effect 
on job perspectives irrespective of whether a unit belongs to the treatment or the control 
group. 

Next, we need to define a plausible range for the parameter 𝑞. If we were interested in the 

ATE, the parameter would represent the prevalence of alcoholism among men in West Ger-
many. However, given that the study focuses on the ATET, the interpretation of 𝑞 changes. It 
is now the prevalence of alcoholism among individuals with observable characteristics sim-
ilar to those of the treatment group. Given that the treatment group might be a selective 

subset of the population (for example, all of them are unemployed at the start of the training 

program), it is more difficult to narrow down the range of plausible values for 𝑞. To specify 

an appropriate range for 𝑞, we use a literature review of unemployment and substance use 

by Henkel (2011). He puts the percentage at 14 percent for unemployed German men, but 
estimates vary across studies and measurements. We will examine a range of possible values 
from 2.0 percent to 18 percent. 

Defining a suitable range for 𝛾1 is most difficult since there are no studies – at least to our 
knowledge – that investigate how alcohol abuse influences the probability of being assigned 

to a labor market program. We will thus evaluate a wide range of values for 𝛾1. 

To visualize the results from the Rosenbaum-Rubin sensitivity analysis, the app requires to 

fix two of the parameters at specific values, while plausible ranges can be specified for the 

remaining parameters. It is up to the user to decide which of the four parameters to fix. 

We start our evaluation with the setting that appears to be most plausible concerning the lit-
erature. We set 𝑞 = 0.14 and 𝛼1 = log(0.54) = −0.62. We note that by fixing 𝛼1 at −0.62 we 

implicitly assume that the odds ratio of getting a job for heavy drinkers for the treated is the 

same as for the general population of unemployed German men. We will evaluate the impacts 
of loosening this assumption below. Given that we expect negative effects of alcoholism on 

employment perspectives and it seems prudent to assume that alcoholism also has nega-
tive effects on the probability of receiving the treatment, we can fix the upper bound for the 

range of plausible values for the other parameters at zero. Defining meaningful lower bounds 
is more difficult. In our illustrative application, we set the lower bound for 𝛾1 to −3, imply-
ing that we believe that the odds ratio of being assigned to the training program will not be 

less than 0.05 for individuals with a drinking problem relative to individuals without drinking 

problems. 
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Figure 1: Sensitivity analysis for the evaluation of vocational training by Bernhard (2016) 

Notes: The gray box contains the treatment effect assuming the following values for the sensitivity parameters:
𝛼1 = −0.62, 𝛽1 = −1.31, 𝛾1 = −3, 𝑞 = 0.14. The black box contains the treatment effect assuming the 

following values for the sensitivity parameters: 𝛼1 = −0.62, 𝛽1 = −0.29, 𝛾1 = −0.33, 𝑞 = 0.14. 
Source: Data from Bernhard (2016), Design from TippingSens App. 

For the parameter 𝛽1, we set the lower bound to −1.31. We choose this value, as we assume 

that the odds ratio of getting a job for individuals with a drinking problem in the control group 

will never be less than half the odds ratio for those participating in the training program (solv-
ing exp𝛽1 / exp𝛼1 ≥ 0.5 for 𝛽1 gives 𝛽1 ≥ −1.31). The output of the app based on our data, 
and these parameter settings are depicted in Figure 1. Lighter colored tiles imply smaller 
treatment effects. When assuming that the odds ratio of employment for heavy drinkers is 
about 0.75 (𝛽1 = −0.29) in the control group and that the odds ratio for treatment assign-
ment given alcoholism is about 0.72 (𝛾1 = −0.33), while the prevalence rate of alcoholism 

among individuals with observable characteristics similar to those in the treatment group is
0.14, the treatment effect of vocational training drops from 0.09 in the analysis based on the 

unconfoundedness assumption to 0.086 (black box in Figure 1). The stronger the negative 

effect of alcoholism on the outcome for the matched controls and on the treatment assign-
ment, the more important becomes the unobserved covariate in explaining differences be-
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tween treatment and control group leading to smaller estimated treatment effects. We note 

that even under the most extreme setting considered in Figure 1 (𝛾 = −3, 𝛽 = −1.31) the 

estimated treatment effect remains positive (gray box in Figure 1). Thus, the results of the 

analysis based on the unconfoundedness assumption seems to be quite stable. 

Figure 2: Sensitivity analysis for the evaluation of vocational training by Bernhard (2016) 

Notes: The black box contains the treatment effect assuming the following values for the sensitivity parameters:
𝛼1 = 𝛽1 = −0.62, 𝛾1 ∈ [−3, 0], 𝑞 = 0. The gray box contains the treatment effect assuming the following 

values for the sensitivity parameters: 𝛼1 = 𝛽1 = −0.62, 𝛾1 = −3, 𝑞 = 0.18. 
Source: Data from Bernhard (2016), Design from TippingSens App. 

With the TippingSens plot, we can also examine the estimated treatment effects in other set-
tings. We can, for example, take a closer look at the effects of different percentages of indi-
viduals with a drinking problem in our subpopulation of interest. We switch axes in the app 

and receive a plot with 𝛾 on the vertical axis and 𝑞 on the horizontal axis. We fix 𝛼1 and 𝛽1 at 
-0.62 implicitly assuming that the odds ratio of employment given alcohol abuse is the same 

in both treatment groups. The results are depicted in Figure 2. If we assume there are no men 

with drinking problems, the unobserved covariate should have no effect. This is confirmed 

in the first column of Figure 2 (where 𝑞 = 0), showing a constant estimated treatment effect 
of 0.09, which is the estimated treatment effect based on the unconfoundedness assumption 
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(black box in Figure 2). Moving to higher percentages for 𝑞 we can see that the treatment ef-
fect diminishes. When 𝑞 is close to zero (or one), treatment and control groups are still well 
balanced regarding the unobserved variable 𝑞, just because there are not enough subjects 
with 𝑢 = 1 (or 𝑢 = 0) that can be selected into either group. Thus, the effects of changing 𝛾 

are small for small values of 𝑞. This changes as 𝑞 increases. More variation in the outcome is 
now attributed to the unobserved covariate. Still, the treatment effect does not drop below 

0.046 for the considered settings (gray box in Figure 2). 

Figure 3: Sensitivity analysis of the evaluation of vocational training byBernhard (2016) 

Notes: Odds ratios regarding alcoholism do not differ by more than a factor of two between the treatment and 

the matched control group in the area highlighted by black lines. 
Source: Data from Bernhard (2016), Design from TippingSens App. 

We can also explore which conditions would be necessary to alter the sign of the estimated 

treatment effect based on the unconfoundedness assumption. Imbens/Rubin (2015: 506) re-
mark that there is a trade-off between the different parameter: more extreme values for 𝛾1 do 

not require quite as extreme value for 𝛼1 and 𝛽1 to see the same shift in the estimated treat-
ment effect. We thus choose rather extreme values for the fixed parameters. In Figure 3, we fix 

𝑞 at 20 percent and 𝛾1 at -3, which means that the odds for treatment are about twenty times 
higher for German men without drinking problems compared to subjects with drinking prob-
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lems. But even with such a strong selection mechanism, the estimated treatment effect only 

changes its sign if 𝛼1 and 𝛽1 get very small (blue tiles indicate negative treatment effects). If 
we also take into account that it seems unrealistic that the odds ratios differ by more than a 

factor of two between the treatment and the matched control group, the range of admissible 

values for the combination of the two parameters is limited further. Admissible value combi-
nations that would lead to a negative treatment effect are highlighted by black lines in Figure 

3. The figure shows that the values for both parameters would need to be smaller than -1.33 

(odds ratio less than 0.26) to change the sign of the estimated treatment effect. This is a much 

smaller odds ratio than the odds ratio of 0.54 found by Devaux/Sassi (2015). Thus, to obtain a 

negative treatment effect, we would need to assume that the target population for the train-
ing program is a highly selective group, for which the odds ratio of finding a job for heavy 

drinkers is much smaller and for which the prevalence of alcoholism is much higher than in 

the reference population. We can conclude that the findings in Bernhard (2016) are robust 
to the assumption that alcoholism is an unobserved confounder, which influences both the 

probability of assignment to the training program and the probability of being employed two 

years after baseline. 
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6 Discussion 

The sensitivity analysis proposed by Rosenbaum and Rubin (1983) allows flexible modeling 

of the violation of the unconfoundedness assumption through four different parameters. In 

their initial illustrative application, Rosenbaum and Rubin worked with forking tables to con-
vey their idea and their results. The table format forced the authors to evaluate only a limited 

set of combinations for the parameters. With the R Shiny app introduced in this paper, we 

simplify the sensitivity analysis by creating interactive visualizations instead. Since it is typi-
cally unrealistic to assume that exact values are known for all four sensitivity parameters, the 

possibility of specifying ranges of plausible values for the parameters is a major advantage of 
the app compared to previously proposed solutions, such as using the most extreme relation-
ships found in the observed data. With the app, the estimated treatment effects are visualized 

over the two-dimensional space spanned by the range of plausible values for the free param-
eters. Color coding helps to identify the relationships between the different parameters and 

the treatment effect. It is up to the user to decide which parameters should be held fixed and 

which intervals should be considered for the free parameters. Once the data are loaded, all 
settings can be changed easily: parameters can be exchanged between the axes or from being 

fixed to being free, and vice versa, ranges of plausible values can be adjusted independently, 
and the values of the fixed parameters can be modified using separate sliders for each of the 

parameters (see also the step-by-step illustration in the online supplement). The interactive 

flexibility of the app also provides quick insights which (possibly extreme) sets of parameter 
combinations would be required to substantially change the research findings derived under 
the unconfoundedness assumption. 

The illustrative application based on a quasi-experimental evaluation of vocational training 

in Germany discussed in Section 5 highlights the benefits of the TippingSens app. Evaluating 

different plausible scenarios regarding the association between the confounder and the out-
come and the treatment, we found that the substantial findings in Bernhard (2016) are robust 
regarding the effects of alcoholism as a possible confounder. Of course, the evaluation has 
important limitations. It only focuses on one confounder. Other health problems might also 

have negative effects on both the outcome and the treatment assignment. Thus, it would 

not be appropriate to conclude based on this limited sensitivity analysis that the findings in 

Bernhard (2016) are robust to any form of confounding. However, the application illustrates 
the basic idea. Similar sensitivity analyses could be conducted for other health parameters 
in practice. 

Still, it must be noted that the applicability of the app is limited by the requirements of the 

Rosenbaum-Rubin sensitivity analysis: both, the outcome, as well as the unobserved con-
founder, have to be univariate and binary. While it has been argued that this framework 
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might still apply in contexts with more than one confounder (Liu/Kuramoto/Stuart, 2013), the 

assumption of a binary confounder might be too restrictive in other contexts. For example, 
with continuous confounders, it seems more realistic to assume that the effect of the con-
founder changes (non)linearly with the value of the confounder instead of assuming only a 

single change in the effect at a certain threshold value. Whether the app could be extended 

to allow obtaining useful insights in this more general context beyond the Rosenbaum-Rubin 

approach would be an interesting area for future research. 
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Appendix 

Supplementary material 

A Step-by-step Guide for the TippingSens R Shiny App 

In their illustrative application, Rosenbaum and Rubin worked with forking tables to convey 

their idea for a sensitivity analysis regarding an unobserved binary confounder. This ap-
proach is only useful if a very limited set of plausible values needs to be evaluated per pa-
rameter (Rosenbaum and Rubin choose two values for 𝛼1, 𝛽1, and 𝛾1 and three values for 
𝑞). More parameter sets would result in complex and hard to read tables. The app simplifies 
comparisons by creating visualizations instead of tables, which also allow looking into more 

possible parameter combinations. For the implementation, we borrow ideas from the plot 
design developed by Liublinska/Rubin (2014) and adapt it for our purpose. Liublinska/Rubin 

(2014) developed tipping point plots to visualize how different assumptions about missing 

data affect statistics, such as the average treatment effect. Assuming a binary outcome, the 

two axes of their plot represent the number of positive outcomes among the missing cases 
for the treatment and the control group, respectively. The plot is divided into tiles, and the 

statistic of interest is computed for each tile. 

We adopt this design to plot the results of a Rosenbaum-Rubin sensitivity analysis. Since the 

sensitivity analysis depends on four parameters instead of the two parameters considered in 

Liublinska/Rubin (2014), we choose an interactive display, an R shiny app. The app allows 
selecting two of the four parameters for the axes. The values for the other two parameters 
are fixed at user specified values when generating the plot. Drop down menus allow manip-
ulating which parameters are displayed on the axes and sliders help adjusting the constant 
values for the fixed parameters and specifying the range for the parameters displayed on the 

axes. The plot is updated automatically each time any of the specifications is adjusted. The 

TippingSens app is available at https://tippingsens.shinyapps.io/TSApp/. 

The general setup 

The default setup when loading the app is displayed in Figure A.1. The panel, which will even-
tually display the sensitivity plots (Panel 1 in Figure A.1) contains a brief summary regarding 

the interpretation of the different sensitivity parameters. A first sensitivity plot is created as 
soon as the user interacts with any menu or slider. Default data for this first plot are based 

on the illustrative example in Rosenbaum/Rubin (1983). In addition to Panel 1, we have a 

panel containing two drop-down menus to choose the sensitivity parameters printed on the 
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axes (Panel 2). We also have two sliders to set the range limits for the parameters on the axes 
(Panel 3) and two sliders for the fixed sensitivity parameters (Panel 4). The user can upload 

data in Panel 5. The last drop-down menu in Panel 6 offers two different color fillings for the 

plot. 

Figure A.1: Default appearance of the TippingSens app before interacting with any menu/slider 

Notes: Red numbers added by the authors. 
Source: TippingSens App. 

IAB-Discussion Paper 29|2020 34 



Using the App 

To illustrate how to interact with the app, we use data from the illustrative example in Rosen-
baum/Rubin (1983). The authors use data from a clinical study investigating the effects of two 

different treatments (coronary artery bypass surgery or medical therapy) on symptomatic re-
lief from coronary artery disease. Of the 1515 patients contained in the study, 590 received 

surgery while 925 underwent medical treatment. The outcome variable in the study is an in-
dicator of improvement six months after cardiac catheterization (1 = improvement, 0 = no 

improvement). This dataset is also used as a default if no other data are provided. 

Figure A.2: Example of input data for the app in csv format containing two columns labeled “Out-
come” and “Treatment”. 

Source: TippingSens App. 

Uploading the data 

Note that the app assumes that the data are well balanced, i.e., any steps to ensure the bal-
ance between the treatment group and control group regarding the observed covariates have 

been performed before loading the app. Under this assumption, the only information re-
quired is the data on the outcome and the treatment indicator. The TippingSens app expects 
that this information is provided in the form of a csv-file containing two columns: one la-
beled “Treatment” and the other labeled “Outcome”. Commas, semicolons, or tabs can be 

used as column separators, and points or commas can be used as decimal separators, but 
the selected separators need to be specified in the data upload panel (see Panel 5 in Figure 

A.1). An example, how the csv-file would look like for the data from Rosenbaum/Rubin (1983) 
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is depicted in Figure A.2 (following the notation in the original article, surgery is coded as 1, 
and medical treatment is coded as 0). The data are also available at 
https://github.com/CaroHaensch/TippingSensExampleFiles/. 

The csv-file containing the data can be uploaded by clicking on the browse button and select-
ing the file from the appropriate folder. 

Figure A.3: Parameter settings used to generate output displayed in Figure A.4 

Source: TippingSens App 

Adjusting the parameters 

Once the data from the (quasi-)experiment are uploaded, researchers have to think about ap-
propriate sensitivity parameters. In their illustration, Rosenbaum and Rubin used three dif-
ferent values for the sensitivity parameter 𝑞: 0.1, 0.5, and 0.9. They also assumed that an un-
observed variable could double or half the odds of a recovery in the treatment (surgery) and 

the control (medical therapy) group. Doubling the odds of recovery in the treatment group is 
equivalent to 𝑒𝛼1 = 2, therefore the sensitivity parameter needs to be 𝛼1 = 𝑙𝑛(2) = 0.693. 
Reducing the odds by half is equivalent to 𝑒𝛼1 = 1/2, therefore 𝛼1 = 𝑙𝑛(1/2) = −0.693. 
Finally, they assumed that the unobserved variable could double or triple the odds of getting 

the treatment. 

To compare the results from the app with those of Rosenbaum/Rubin (1983),we keep 𝛼1 and 

𝛽1 as the parameters to be displayed on the axes and change 𝑞 and 𝛾1 from their default values 
to 𝑞 = 0.5 and 𝛾1 = 0.69 (the app only allows two decimal places). We also limit the ranges 

IAB-Discussion Paper 29|2020 36 

https://github.com/CaroHaensch/TippingSensExampleFiles


for 𝛼1 and 𝛽1 to [−0.69, 0.69] to allow for a direct comparison with the results presented Table 

2 from Rosenbaum/Rubin (1983). The selected parameter settings are displayed in Figure A.3. 
The app generates a sensitivity plot, as displayed in Figure A.4. The plot can also be down-
loaded as a png-file to allow easy integration into technical reports or research papers. 

We can compare the TippingSens plot with the table from Rosenbaum and Rubin by subtract-
ing the probability in the row labeled “M” (for medical treatment) from the probability in the 

row labeled “S” (for surgery) in Table A.1. Corresponding effect sizes are marked by letters a, 
b, c and d in Table A.1 and Figure A.5. 

Table A.1: Upper half of original table containing sensitivity analysis results from Rosenbaum/Ru-
bin (1983), Table 2, page 216 
Effect of u=1 vs u=0 
on treatment 
assignment z 

Effect of u=1 vs u=0 
on response under 
M 

Effect of u=1 vs u=0 
on response under 
S 

Fraction of patients with u=0:𝜋 

0.1 0.5 0.9 

Doubles the odds 

of surgery 

𝑒𝑥𝑝(𝛼) = 2 

Halves the odds of 

improvement 
1𝑒𝑥𝑝(𝛿0) = 2 

Halves the odds of S 0.67 S 0.68 S 0.68 

improvement M 0.36 M 0.35 M 0.36 

1𝑒𝑥𝑝(𝛿1) = 2 b 

Doubles the odds of S 0.66 S 0.65 S 0.66 

improvement M 0.36 M 0.35 M 0.36 

𝑒𝑥𝑝(𝛿1) = 2 d 

Doubles the odds of Halves the odds of S 0.67 S 0.68 S 0.68 

improvement improvement M 0.36 M 0.37 M 0.36 

𝑒𝑥𝑝(𝛿0) = 2 1𝑒𝑥𝑝(𝛿1) = 2 a 

Doubles the odds of S 0.66 S 0.65 S 0.66 

improvement M 0.36 M 0.37 M 0.36 

𝑒𝑥𝑝(𝛿1) = 2 c 

Notes: Results for 𝑒𝑥𝑝(𝛼) = 3 omitted. Parameters 𝛼, 𝛿0, 𝛿1 in the notation of Rosenbaum and Rubin are 

𝛾1, 𝛽1, 𝛼1 in the notation used in this paper. Red letters correspond to the results in Figure A.5 and were added 

by the authors. 
Source: Rosenbaum/Rubin (1983) 

A final feature of the app, which we do not illustrate further, is the option to change the color 
filling (see Panel 6 in Figure A.1). When choosing range, the largest value will be orange, and 

the smallest value will be white, when choosing zerotomax negative values will be blue, pos-
itive values will be orange, and values near zero will be white (see Figure 3 in the main text for 
an illustration of the latter setting). 
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Limitations of the App 

To ensure that the handling of the app is intuitive, we deliberately limited the flexibility of the 

parameter settings: 

• The maximum range for the parameters 𝛼1, 𝛽1, and 𝛾1 is [-10;10] (the range for 𝑞 is natu-
rally bounded between 0 and 1). 

• Parameter values can only be specified up to the second decimal point. 
• Two of the four parameters need to be fixed. 

We feel that these limitations are necessary to ensure that useful and easily interpretable out-
put can be generated with just a few clicks once the data have been uploaded. At the same 

time, we tried to strike a balance between user friendliness and broad applicability. For exam-
ple, there is an inherent trade-off between the bounds for the parameters and the granularity 

that can be offered when specifying the values for the fixed parameters. Large bounds on the 

sliders will allow picking from a very wide range of plausible values. However, it will be more 

difficult to fix the parameters in specific settings. We feel that fixing the bounds at [-10;10] 
offers a good compromise. The bounds imply that the assumed odds-ratios are bounded 

roughly between 4.55 ⋅ 10−5 and 22,000. We believe that these bounds are sufficiently ex-
treme for most practical purposes. At the same time, the bounds ensure that the users can 

conveniently pick any value between the bounds in incremental steps of 0.01 (users can click 

on the button of the slider and use the up and down arrow on the keyboard for fine-tuning). 
Of course, it would also have been possible to let the user specify the values of the fixed pa-
rameters directly. However, the interactive property of the app would have been lost. We 

believe that it is one of the attractive features of the app that the researchers can use the 

sliders to directly evaluate how increasing or decreasing the values of the fixed parameters 
impacts the estimated treatment effect. 
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Figure A.4: Output generated by the TippingSens app based on data from Rosenbaum/Rubin (1983) 

Notes: These data are also the default data used for the app. 
Source: Data from Rosenbaum/Rubin (1983), Design from TippingSens App. 

Figure A.5: Output from the TippingSens app with data taken from Rosenbaum/Rubin (1983) 

Notes: Red letters correspond to the results in Figure A.1 and were added by the authors. 
Source: Data from Rosenbaum/Rubin (1983), Design from TippingSense App 
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