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Non-technical summary

Research Question

Previous research has shown that banks increase their liquid assets in the case of a market-

wide freeze of funding markets. This study analyses this phenomenon, which is called

liquidity hoarding, in the case of bank-specific shocks. Furthermore, the role of banks’ in-

ternal capital markets channeling these shocks to the regional economies via bank branches

is investigated. Finally, the paper sheds light on the effect of emergency liquidity provided

by the central bank in altering the liquidity hoarding effect. Data on Brazilian banks and

their regional branches are employed for this study.

Contribution

While previous research mainly focused on market-wide liquidity crises at the interbank

market, this paper deviates by analyzing liquidity hoa dr ing as a bank-specific phenomenon

when the aggregate market remains fully functioning. This approach enables us to identify

the underlying motivation why banks increase their liquid assets. The paper further

highlights how banks’ internal capital markets channel these shocks to the local economy

with potential negative effects to the real economy. Additionally, the study examines

whether the activation of central bank liquidity facilities alters preferences for holding

liquid assets.

Results

The empirical study shows that bank-specific shocks at the interbank market can result

in increased demand for liquidity and lower lending activity at affected regional branches.

Given the bank-specific nature of these shocks, it is shown that liquidity hoarding is due

to precautionary bank behavior to avoid liquidity shortages. Further, the paper finds

evidence that emergency liquidity does not alter banks’ preference to hold liquid assets.



Nichttechnische Zusammenfassung

Fragestellung

Eine Reihe von empirischen Untersuchungen haben gezeigt, dass Banken beim Zusam-

menbrechen von Refinanzierungsmärkten eine erhöhte Bereitschaft haben, mehr liquide

Mittel anzuhäufen. Dieses Phänomen wird in der Literatur auch als “liquidity hoarding“

bezeichnet. Das vorliegende Papier untersucht, inwieweit dieses Verhalten auch im Kon-

text von bankspezifischen Finanzierungsschocks entstehen kann. Zudem wird analysiert,

wie diese bankspezifischen Finanzierungsschocks über interne Kapitalmärkte auf die Fi-

lialebene durchschlagen können und ob von der Zentralbank bereitgestellte Notfallliqui-

dität “liquidity hoarding“ beeinflussen kann. Die Analyse stützt sich auf brasilianische

Geschäftsbanken und deren lokale Filialen.

Beitrag

Während in der bisherigen Forschung der Fokus auf marktweite Liquiditätskrisen des In-

terbankenmarktes gelegt wurde, betrachtet das vorliegende Papier “liquidity hoarding“

als ein bankspezifisches Problem, bei dem der betrachtete Interbankenmarkt insgesamt

funktionsfähig bleibt. Dieser Ansatz ermöglicht es die dem “liquidity hoarding“ zugrunde

liegende Motivation genauer zu verstehen. Darüber hinaus zeigt das Papier, dass die-

se bankspezifischen Schocks über interne Kapitalmärkte auf die lokale regionale Ebene

durchschlagen können, mit potentiell negativen Effekten für die lokale Realwirtschaft. Zu-

dem wird analysiert, ob von der Zentralbank bereitgestellte Notfallliquidität die erhöhte

Präferenz für liquide Mittel beeinflussen kann.

Ergebnisse

Die empirische Untersuchung zeigt, dass bankspezifische Interbankenschocks ursächlich für

eine erhöhte Liquiditätspräferenz und eine geringere Kreditvergabe bei den betroffenen

lokalen Bankfilialen sein können. Aufgrund der bankspezifischen Natur dieser Schocks

kann gezeigt werden, dass “liquidity hoarding“ als eine Folge von vorsorgeorientiertem

Verhalten von Banken zur Vermeidung von Liquiditätsengpässen zu verstehen ist. Zudem

zeigt sich, das durch Zentralbanken bereitgestellte Notfallliquidität nicht geeignet ist, um

die erhöhte Präferenz von Banken, liquide Mittel zu halten, zu verändern.



We investigate whether idiosyncratic interbank funding shocks affecting a bank
headquarters can trigger a liquidity hoarding reaction by their regional branches.
Shock-affected branches of Brazilian banks increase liquid assets and cut lending in
the shocks’ aftermath compared to non-affected branches within the same munici-
pality, even in absence of a market-wide freeze. These effects increase in branches’
reliance on internal funding and vary depending on banks’ access to central bank
emergency liquidity. Our findings suggest that the geographical fragmentation of
branches’ funding limits their ability to offset idiosyncratic funding shocks.
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1 Introduction

The functionality of the banking sector and thus banks’ primary objective to transform
current liabilities, such as consumer deposits, into long-term illiquid assets critically de-
pends upon the availability of liquid assets once sudden restrictions on access to funding
occur (see, e.g., Diamond and Dybving, 1983). In modern banking, in which various forms
of loan commitments have become an essential part of banks’ business models (see, e.g.,
Avery and Berger, 1991), disruptions in banks’ funding sources can amplify potential liq-
uidity and maturity mismatches. Thus, in order to avoid such adverse scenarios, liquidity
hoarding — a drastic increase in liquid assets — is likely to occur as a reaction to periods
of financial distress (see, e.g., Gale and Yorulmazer, 2013).

As banks’ liquidity management during recent crises became central in explaining the
spread of liquidity risk, most empirical studies have analyzed the occurrence of liquidity
hoarding in the context of market-wide disruptions in interbank funding (see, e.g., Freixas,
Martin, and Skeie, 2011, Acharya and Skeie, 2011, Acharya and Merrouche, 2013 and
Heider, Hoerova, and Holthausen, 2015).1 The macro-finance narrative in this literature
has emphasized how aggregate interbank market dysfunctionality can lead banks to hoard
liquid assets, creating a doom loop of scarce available liquidity, funding constraints and
reductions in credit to the real economy. However, an important and still unexplored
aspect of the liquidity hoarding phenomenon is whether it can also emerge in the context
of bank-specific funding constraints, with interbank markets remaining liquid and well-
functioning in the aggregate. This question is important, considering the documented
capacity of idiosyncratic bank shocks to affect the real economy (see, e.g., Gabaix, 2011
or Amiti and Weinstein, 2018).

This paper fills this gap in the literature by providing first evidence on the link between
interbank funding shocks and liquidity hoarding in the absence of a market-wide liquidity
dry-up. Moreover, we examine whether these idiosyncratic shocks prompt banks to sub-
sequently cut lending, exploring the link between liquidity hoarding and its potential real
economic consequences. While we track bank-specific funding shocks in a market segment
in which only bank headquarters participate, we analyze liquidity and lending reactions
to these shocks at the level of regional bank branches. We therefore investigate this ques-
tion in a context in which internal capital markets and market-to-market spillovers —
from interbank markets to branches’ funding markets — provide a mechanism to explain
liquidity hoarding.

Exploiting this setting, the paper contributes to expand the understanding of how
bank-specific events can trigger real-economic consequences via disruptions in credit sup-
ply. We highlight how idiosyncratic shocks at a headquarters level are transmitted down-
stream in a bank’s corporate organization, leading branches to accumulate liquid assets,
negatively affecting credit supply. Despite the bank-specific nature of the shocks, the
fact that some branches represent major market players at a sub-national level opens the
scope for aggregate consequences for the economy.

How can the bank-branch structure in our data help us to understand the consequences

1Theoretical literature on liquidity hoarding has discussed different, however, interrelated sources of
liquidity risk. Explanations for the occurrence of liquidity hoarding are, for example, banks’ fear of
market exclusion (Allen and Gale, 2004a), prevailing Knighting uncertainty in an entire market segment
(Caballero and Krishnamurthy, 2008) or the increase in counterparty risk (Acharya and Skeie, 2011).
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of bank-specific interbank funding shocks? In principle, one could argue that a more
suitable framework could be to trace the bilateral links within an interbank network and to
link changes in these networks with banks’ management of consolidated liquid assets and
lending growth. We argue that, in contrast to that setting, the data structure underlying
our analysis is more suitable to identify the mechanisms and financial incentives behind
a liquidity hoarding reaction. In this regard, three arguments support the choice of our
empirical approach.

First, by separating the organizational level of the banking conglomerate at which
funding shocks occur from the level at which liquidity and lending adjustments are ana-
lyzed, we reduce concerns of reverse causality in which, for example, weak credit market
conditions lead banks to reduce their interbank market exposure. Moreover, the geograph-
ical structure of the bank branch level data allows us to saturate a difference-in-difference
model, in which banks affected and not affected by a funding shock are compared over
an event timeline, with municipality-date fixed effects. In a similar vein to Cortés and
Strahan (2017) or Dursun-de Neef (2019), this approach controls for regional shocks, such
as common demand conditions, allowing us to focus on the supply-side interpretation of
our results.

Second, our setting allows us to investigate the spillovers of shocks in parent banks’
interbank funding markets on branches’ funding markets. This type of market-to-market
spillover is interesting, as it provides a framework to unveil the liquidity risk channels
involved in branches’ incentives to hoard liquid assets. We depart from the notion that
branches are restricted to raise deposits — their main funding source — only within
their geographical business areas. This ‘geographical fragmentation’ of deposit markets
makes internal capital markets the main mechanism connecting liquidity-short and surplus
regions. We show that the fragmentation of deposit markets leave branches exposed to
shocks affecting their headquarters. In line with this argument, bank-specific shocks
trigger a precautionary liquidity hoarding reaction by branches more exposed to internal
capital markets, with subsequent negative effects on credit. By linking branches’ reaction
to liquidity risk exposure, our approach contributes to disentangle the precautionary from
the speculative motive of liquidity hoarding (see, e.g., Gale and Yorulmazer, 2013).

Finally, focusing the analysis on a within-municipality estimation is important to de-
rive policy lessons from our empirical exercise. Since regional branch markets are relatively
concentrated and branches’ presence establishes borrower–lender relationships, the corre-
sponding adjustment of a local branch to an idiosyncratic shock affecting its headquarters
could have more pronounced consequences for the local economy. Our analysis therefore
contributes to a better understanding of the mechanisms explaining the transmission of
financial shocks to the real economy.

Consistent with the liquidity hoarding hypothesis, we find compelling evidence that
regional branches from banks affected by idiosyncratic interbank funding shocks increase
their liquid asset holdings and cut lending compared to branches from non-affected banks
in the same municipality. We interpret this asset reallocation from illiquid to liquid assets
as reflecting branches’ preference to hoard liquid assets when funding risks increase. To
shed light this interpretation we use detailed data on branches’ internal funding exposure
and inspect whether the results change depending on branches’ ex-ante reliance on internal
funds. We find that both the liquidity and credit growth effects increase when branches
fund a larger share of their assets with internal funding. Interestingly, this finding emerges
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only when relevant branches — i.e. larger branches and branches that contribute to a
bank’s profit the most — are excluded from the sample. This latter result suggests
that headquarters shield relevant branches by reallocating internal funds, as discussed by
Cremers, Huang, and Sautner (2011).

These findings survive an extensive list of sensitivity analyses, including different defi-
nitions of the empirical model and the interbank funding shocks, as well as tests address-
ing concerns that our shock-affected versus non-affected categorization may reflect other
ex-ante weaknesses in banks’ balance sheets.2

To provide insights into the capacity of central banks to intervene in these scenarios,
we further analyze information on banks’ individual access to emergency liquidity facilities
activated by the Brazilian Central Bank (BCB) during the period of analysis. We find that
the documented liquidity hoarding reaction is incremental in banks’ access to emergency
liquidity facilities, whereas the reduction in credit by affected branches is moderated when
the access to liquidity facilities is large. Importantly, we find that the benchmark results
remain in place when excluding banks with the largest access to BCB funding. Therefore,
the findings do not emerge from branches being flooded by BCB funding per se. Rather,
this factor exacerbates the underlying precautionary motive explaining the results.

Our paper can be placed within a body of literature that empirically investigate liquid-
ity hoarding as a phenomenon that occurs during times of financial distress. To the best
of our knowledge, this study is the first to analyze the phenomenon of liquidity hoard-
ing as a reaction to bank-specific funding shocks with market-to-market spillovers due to
branches’ reliance on internal capital markets. Beyond our focus on a different market
mechanism explaining liquidity hoarding, we are not aware of previous studies linking
this phenomenon to the features of financial markets in emerging countries. Previous
literature has found evidence for the occurrence of liquidity hoarding as a reaction of
U.S. banks to the global financial crisis (see, e.g., Cornett, McNutt, Strahan, and Hasan,
2011 or Berrospide, 2013). Other contributions have also shown that the functionality of
interbank markets and banking networks is related to the occurrence of liquidity hoarding
in the context of market-wide disruptions using European data (see, e.g., Gabrieli and
Georg, 2015, Acharya and Merrouche, 2013, or Fourel, Heam, Salakhova, and Tavolaro,
2013).

Our different bank-branch setting shifts the focus towards liquidity risk transmission
via internal capital markets as a mechanism explaining liquidity hoarding. This aspect
is particularly relevant for emerging countries like Brazil, in which limited financial de-
velopment leads to a strong dependence on deposit-based funding. Since regional deposit
markets are geographically fragmented and can mainly be connected via internal capital
markets, liquidity hoarding emerges as a response to limitations that prevent the free
allocation of deposits across regions. We are not aware of previous studies unveiling this
mechanism as a driver of financial contagion.

2Liquidity hoarding may also emerge due to a bank’s decision to anticipate a deposit run following an
interbank shock, directing its branches to hoard cash. However, this alternative interpretation is unlikely
in our setting. First, branches’ informational advantage in assessing credit risk makes them central in
banks’ decision making (see, e.g., Liberti and Mian 2009 and Cortés and Strahan 2017). Second, we can
test whether within a given bank, some branches hoard more liquidity depending on their exposure to
internal liquidity risk. These tests show that liquidity hoarding is driven by branches with higher internal
funding reliance and a low deposit base, which is in line with the notion that branches represent a rather
decentralized decision making structure.
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Our paper also connects with a broader body of literature that analyzes the lending
channel of interbank market shocks. While these studies have primarily examined the
lending channel of interbank funding shocks from a cross-border perspective and focused
solely on aggregated interbank market disruptions, we provide evidence that idiosyncratic
interbank funding shocks can propagate via internal capital markets to regional banking
markets within countries. Closer to our study are papers linking liquidity dry-ups in
interbank markets with reduction in bank credit (see, e.g., Iyer, Peydró, da Roche-Lopes,
and Schoar, 2014). From a cross-border perspective, De Haas and van Lelyveld (2014)
and Allen, Hryckiewicz, Kowalewski, and Turmer-Alkanm (2014) find that internal capital
markets are relevant in explaining cross-country financial contagion via foreign banks.
Additional contributions to the topic of cross-border contagion via interbank markets with
effects on lending are from Aiyar (2012), Ongena, Peydro, and van Horen (2015) and Buch
and Goldberg (2015). Most related to our approach is a paper by Pérignon, Thesmar, and
Vuillemey (2018), who depart from the study of aggregate interbank market dry-ups and
describe the occurrence of idiosyncratic shocks in the European market of certificates of
deposits. Our findings contribute to unveil the mechanisms through which dry-ups, such
as the ones described by Pérignon et al. (2018), can affect the real economy by changing the
preference for liquid assets when market frictions preventing the reallocation of liquidity
across regions exist.

As we track the interbank market shock through internal capital markets from head-
quarters to branches, we further contribute to recent literature that focuses on the role of
internal capital markets in propagating shocks to the regional economy (see, e.g., Gilje,
Loutskina, and Strahan, 2016, Cortés and Strahan, 2017, Dursun-de Neef, 2019, or Levine,
Lin, Wang, and Xie, 2018). Bustos, Caprettini, and Ponticelli (2016) relies on the same
bank-branch data for Brazil to show how liquidity booms originated in soy-producing
regions are transmitted to other economic sectors via bank-branch connections. We ex-
ploit this empirical setting with a different purpose, unraveling the role of internal capital
markets in shaping a portfolio reallocation towards liquid assets by branches affected by
a sudden disruption in their available funding.

Finally, our paper also touches upon a strand in the literature that evaluates the effects
of unconventional monetary policy interventions. In particular, Chodorow-Reich (2014)
as well as Di Maggio, Kermani, Keys, Piskorski, Ramcharan, Seru, and Yao (2017) find
that emergency liquidity assistance in the U.S. mitigated the impact of the financial crisis
on both households and banks. Numerous other contributions in this field have also inves-
tigated the intervention of the European Central Bank (ECB) from a macro perspective
(see, e.g., Andrade, Cahn, Fraisse, and Mésonnier, 2019, Garćıa-Posada and Marchetti,
2016, Heider, Garcia-de Andoain, Hoerova, and Manganelli, 2016, Casiraghi, Gaiotti, Ro-
dano, and Secchi, 2018, or Crosginani, Faria-e Castro, and Fonseca, 2020). In contrast,
Carpinelli and Crosignani (2021) study the effectiveness of ECB liquidity interventions on
bank loan supply to Italian firms following a wholesale funding dry-up. While the credit
effect of these interventions has been well established for developed countries, we provide
evidence from an emerging country suggesting that corporate political considerations can
limit the effectiveness of central banks’ actions if incentives exists to use the proceeds
from liquidity injections to build up liquid assets.

The remainder of the paper is organized as follows: Section 2 discusses the theoretical
motivation, the data set employed and our empirical methodology. Section 3 presents
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the benchmark results and the analysis of how these results vary depending on dynamics
in internal capital markets. This section also summarizes a set of additional robustness
tests. In Section 4, we discuss policy implications derived from banks’ access to central
bank liquidity facilities. Finally, Section 5 concludes.

2 Methodology and data

2.1 Theoretical motivation

We start by defining two distinct financial markets that interact in explaining the trans-
mission of a parent-bank funding shock to liquidity and lending decisions by its municipal
branches. First, parent banks participate in a country level interbank market, obtaining
loans from their counterparties and providing their own funding in an over-the-counter
fashion. The second market represents branches’ market for funding, which rely on two
main funding sources: local retail deposits and internal capital markets. These two sources
represent 74 percent of total assets for the average branch in our sample.

Based on this setting, we conjecture that bank-specific shocks at the parent-bank
level can lead branches to increase their liquid assets and to cut lending. This reaction
would occur against the backdrop of increasing expectations of a branch-level funding
market freeze, as branches may expect to experience increasing liquidity and rollover risk.
Therefore, liquidity hoarding would emerge in our setting as a reaction to liquidity risk
exposure in the form of branches’ reliance on internal capital markets that become con-
strained when the main component of a banking conglomerate – namely, its headquarters
bank – experiences a significant funding shock.

Why should we expect to observe consequences of sudden bank-specific disruptions in
interbank markets in the first place? In principle, under the assumption that interbank
market frictions do not exist, these markets should ensure an efficient allocation of liquidity
across all market institutions (Allen and Gale, 2004a). In our setting, this argument means
that parent banks of branches with the opportunity to finance a positive net present
value project should be able to use the interbank market to tap the necessary liquidity,
providing it via internal capital markets to the respective branches. The theoretical
literature on interbank markets shows, however, that frictions in the form of informational
asymmetries may restrict banks’ capacity to access interbank funding, even if positive
NPV projects exist (see, e.g., Gale and Yorulmazer, 2013). For instance, as counterparty
risk becomes difficult to assess banks are less inclined to provide interbank loans. Hence,
in this scenario, the interbank market itself becomes a channel that propagates liquidity
risks across (and potentially within) banking conglomerates (Freixas et al., 2011).

Building on this idea, our approach features distinct market frictions both at the
parent bank and at the branch level that could explain an increase in branches’ liquid
assets when parent banks become funding constrained. Regarding parent banks, we argue
that 2008 and 2009 –– the years around the global financial crisis during which we identify
events of bank-specific interbank funding shocks –– represent a time window with high
financial market uncertainty in which interbank lenders were likely to be more sensitive to
informational asymmetries (Allen and Gale, 2004b), exposing banks to the risk of sudden
disruptions in the availability of interbank funding. We therefore take the likelihood
of interbank funding shocks as a given and implement an algorithm explained below
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to identify the months in which such events occur, distinguishing between affected and
unaffected banks.

With respect to branches, we argue that they face a liability-side friction, since they
fund their operations in geographically fragmented deposit markets. Branches can nei-
ther raise retail deposits in other regions nor can they directly access the country-level
interbank market because of their organizational subordination. This phenomenon leads
to a problem of funding market incompleteness, in which jurisdictional and organizational
barriers prevent a free allocation of liquidity across branches and regions, as it has been
shown for the U.S. by Gilje et al. (2016). Such allocation barriers can lead financial mar-
ket institutions to hold high levels of liquid assets, i.e., they can lead banks to engage in
liquidity hoarding (see, e.g., Allen and Gale, 2004a).

Finally, it should be noted that from the perspective of an individual bank there are two
competing, though not mutually exclusive, rationales to increase liquid asset holdings. On
the one side, banks fearing market exclusion may increase liquid assets in a precautionary
fashion. On the other side, banks may accumulate liquidity if they speculate that other
affected banks will be forced to sell their assets at fire sale prices (Gale and Yorulmazer,
2013). As we show below, our approach can distinguish this latter speculative motive
from the precautionary motive, leading to more precise estimations.

2.2 Identification and empirical model

To analyze the effect of bank-specific interbank funding shocks that occur at the head-
quarters level of a banking conglomerate on lending and liquidity adjustments at the local
bank branch level, we employ the following identification strategy.

First, as bank headquarters experience funding shocks at different points in time,
we implement an event-timeline to compare branches of affected vs. non-affected banks
around the period where shocks occur. While only affected banks do experience a dry
spell in interbank funding, we assign to non-affected banks a ”pseudo” shock set at the
time where they are the closest to face an actual interbank funding shock. With this
setting we compare banks over an event-timeline starting at at τ = −24 and ending at
τ = 24, where τ =0 indicates the month at which a shock occurs. We explain these
definitions in detail in Section 2.4.

Second, by separating headquarters from branches we reduce concerns of reverse
causality. For example, it would be possible that a bank’s reduction in interbank funding
is driven by its decision to cut back on lending during times of economic decline. However,
when controlling for regional macroeconomic factors by including municipality-date fixed
effects, the focus on branches reduces this concern. We exploit the fact that each individ-
ual branch represents a marginal share of their respective banking conglomerates, making
it unlikely that local conditions in individual regions could affect interbank borrowing
decisions.

Third and finally, by exploiting the geographical variation in our data set we can we
control for all time-varying factors within a given municipality, including credit demand.
For this purpose, we follow previous contributions by applying a within-municipality
estimation (see, e.g., Gilje et al., 2016 or Cortés and Strahan, 2017, Dursun-de Neef,
2019).3

3Originally, the idea of using a within-borrower estimation by including borrower-time fixed effects
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In contrast to this procedure, the optimal choice to control for credit demand would be
to use credit register data at the borrower level, as suggested by the empirical literature
(see, e.g., Iyer et al., 2014, Jiménez, Ongena, Peydró, and Saurina, 2014, or Ioannidou,
Ongena, and Peydró, 2015). However, this type of data does not allow for tracing ad-
justments at the branch level, as it does not report the balance sheets of the branches.
Observing branches’ balance sheets over time is central to our research question, as it
allows us both to improve our identification of a bank-level hoarding reaction and to
investigate the drivers of this phenomenon. This latter advantage means that we can ex-
plore whether liquidity risk factors, such as branches’ geographically fragmented funding
markets and organizational subordination provide an explanation for liquidity hoarding.

To identify the effect of idiosyncratic interbank funding shocks on liquid asset growth,
we estimate Eq. 1:

∆Liquidityi,m,τ =α0 + β1 [Affectedi × Shockτ ] + β′Banki,m,τ (1)

+ µm,t + γi,m + δt + εi,m,τ

The panel is structured at the branch-time level, with branches being labeled with
subscripts i,m to reflect that they belong to bank i and operate in municipality m. The
dependent variable is the monthly (month-on-month) change in log liquid assets of bank
branch i located in municipality m at event-time τ , which can represent different actual
months t for each bank. Standard errors in this benchmark model are clustered at the
headquarters and month level to achieve efficient estimates.4 Furthermore, we saturate
our model by including branch, as well as municipality-date fixed effects based on the
underlying actual month t (γi,m and µm,t, respectively).

Within this specification the interaction [Affectedi×Shockτ ] provides the main vari-
able of interest, whose corresponding parameter β1 represents the difference between af-
fected and non-affected branches in the average change in liquidity growth between the
pre- and post shock periods. Therefore, β1 takes the form of a difference-in-differences
estimator. While the first term of the interaction, Affectedi, is a time-invariant dummy
variable that equals 1 for all branches belonging to an affected headquarters and 0 oth-
erwise, the second term, Shockτ , is a dummy variable that equals 1 for the period τ ≥ 0
and 0 for τ < 0. By construction, all branches i,m that belong to bank i are affected or
not in the same way by interbank funding shocks.

To control for headquarters- and branch-specific characteristics, we include various
control variables at the headquarters and branch level which are captured by Banki,m,τ .
For the headquarters level, these variables include the size of the bank (captured by
the log of total assets), the capital-to-asset ratio, the liquid-to-total-asset ratio, the non-
performing loans to total assets ratio (capturing bank’s loan portfolio risk) and a ratio
of administrative costs to income as a proxy for banks’ managerial quality. Similarly,
at the branch level, we control for branch size (log of total assets), for internal liquidity
exposure (measured by the internal funding to total assets ratio), and for the deposit

has been established in previous literature by Khwaja and Mian (2008) and Schnabl (2012) and was then
extended to the regional setting.

4In the robustness section, we show that our results will remain unaltered when clustering the standard
errors at different levels.
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to total assets ratio. We additionally control for branches’ income-to-asset ratio.5 As
our dependent variable is defined as a growth rate and all control variables are based
on balance sheet items, we use one-month lagged controls to mitigate multicollinearity
concerns.

Since an increase in liquid assets is likely to be accompanied by an asset reallocation
effect as outlined above, we conjecture that affected branches may have to cut their lending
activity to satisfy their liquidity preferences. To test this hypothesis, we substitute the
liquid asset growth rate with the lending growth rate as the main dependent variable in
Eq. 1 to estimate Eq. 2:

∆Crediti,m,τ =α0 + β2 [Affectedi × Shockτ ] + β′Banki,m,τ (2)

+ µm,t + γi + δt + εi,m,τ

Specifically, the dependent variable of Eq. 2 is the monthly change in month-on-
month log change in outstanding commercial credit at the branch level.6 Evaluating Eqs.
(1) and (2) over the same event-timeline enables us to track the asset reallocation effect
between liquidity and credit as a response to the idiosyncratic funding shock. Assuming
that liquidity hoarding occurs and crowds out commercial credit, we expect β1 > 0 and
β2 < 0 on average.

2.3 Data and sampling procedure

2.3.1 Data description

We combine granular data on balance sheet and income information from banks’ head-
quarters and their corresponding individual bank branches for the entire universe of the
Brazilian banking system.7 Another dimension of granularity is that this information is
available on a monthly basis.8 To link both datasets, we manually construct an identifier
to connect each branch to its corresponding headquarters. Furthermore, the branch data
set also includes information on the municipality in which each branch operates. The data
used for the analysis is reported in millions of Brazilian Reais (in what follows BRL). This
data source has been used to investigate the regional reallocation of credit and the func-
tioning of internal capital markets in Brazil (see, e.g., Coleman and Feler, 2015, Noth and
Ossandon Busch, 2017 and Coleman, Correa, Feler, and Goldrosen, 2017).

Both data sets are based on regulatory information from the BCB. The first data
set is based on call reports of the BCB and contains unconsolidated data and sepa-
rate information for each bank’s headquarters. The second data set, which contains the

5The variables’ description can be found in Table A.1 in the Appendix.
6Note that Eq. 2 follows Cornett et al. (2011). Focusing on commercial credit further underpins the

use of municipality-date fixed effects to control for credit demand. In fact, an underlying assumption
of this approach is that demand shocks are relatively homogeneously distributed across banks within a
municipality at a given point in time. To the extent that branches’ can differ in terms of the credit
segments in which they provide lending, observing credit in a particular segment makes a violation of
this assumption rather unlikely.

7This is ensured by the fact that both datasets contain information on all banks that have a banking
license in Brazil. Hence, our dataset is also not restricted to any size limit as any institution is recorded.

8Our data set starts in 2005m1 and ends in 2012m1. However, data from both sources is updated
regularly by the BCB.
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branch-municipality information, is also based on regulatory data from the BCB and is
denominated the ESTBAN database. By focusing on retail banking, our sample is less
representative of financial centers and major cities, as investment banks are predominantly
located there. Apart from this property, bank branch penetration is widely spread across
Brazilian municipalities such that our sample accounts on average for approximately 80
percent of total bank assets in 26 out of 27 federal states.9

Focusing on Brazil as a major emerging market has additional advantages for our anal-
ysis. First, the Brazilian banking sector represents one of the largest banking markets
among emerging economies. At the beginning of our sample in January 2005, 127 institu-
tions with a local banking license existed, with aggregated credit accounting for 26 percent
of the country’s GDP. Second, the geographic size and diversity of the country helps us to
add a large heterogeneity to the empirical model, allowing us to investigate how branches’
features explain the cross-regional transmission of interbank funding shocks. Finally, a
crucial feature of Brazil is that heightened information sensitivity in Brazilian interbank
markets was not driven by local factors such as regional housing bubbles but rather by
the increase in uncertainty originating in the U.S. mortgage crisis that led to the global
financial crisis. Hence, from the Brazilian perspective, the crisis that hit Brazil in 2008
can be understood as an external shock.10

2.3.2 Sampling procedure

Our identification strategy further requires the following sampling procedure. First, we
only focus on banks that do not close during the sample period. Thereby, we ensure
comparability across banks as changes in interbank funding may reflect ex-ante conditions
responsible for the bank being closed, merged or acquired. By excluding M&As from our
sample, we eliminate concerns that changes in interbank funding are driven by changes
in the organizational structure which would be reflected in the new funding structure of
the respective bank.

Second, we also exclude all banks that are not continuously active in the interbank
market segment that we focus on. This restriction is needed in order to properly apply
the Cavallo, Powell, Pedemonte, and Tavella (2015) algorithm used to identify the oc-
currence of interbank shocks (see below). This restriction also reflects that changes in
interbank funding by banks that are not frequently active in this market are likely to be
demand-driven. This is, however, relatively unlikely for banks that historically have been
continuously using this funding source. Third, since this procedure also excludes com-
plete dry-ups, we can argue that the estimations are driven by the precautionary motive
of banks and are not due to the actual event of market exclusion. This second procedure
reduces our sample to 51 out of 120 banks, which on average still account for 79 percent
of the lending volume of the investigated interbank market segment.

Finally, in line with our within-municipality estimation approach, we only use those
municipalities for our analysis that contain at least one affected and at least one non-

9Sao Paulo with 67 percent is here the outlier. This is expected as Sao Paulo is the country’s biggest
financial center.

10Even though this statement holds at the country level, it may be the case that individual banks could
have been ex-ante more exposed to risks associated with the transmission of the global financial crisis to
emerging countries, such as foreign funding reliance. We empirically address these concerns in Section
3.3.
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affected branch. This final adjustment ensures the consistency of our estimates and allows
us to implement our preferred fixed-effects structure. Ultimately, our final sample contains
4514 bank branches that are active in 1628 municipalities. At the headquarters level, our
final sample consists of 46 banks that account on average for 52 percent of total assets
and 92 percent of credit outstanding for Brazil’s entire banking system.

The branches in the sample vary according to the size of their balance sheets from an
average of 2.84 US Dollar mill. of assets in the lowest decile to an average of 3,300 US
Dollar mill. of assets in the highest decile. Overall, an average branch has total assets that
amount to about 345 US Dollar mill.11 An average branch is located 679 km away from its
headquarters, whereas 22 percent of branches are located at a distance larger than 1000
km from its headquarers. These numbers — calculated using municipalities’ geographical
centroids as a reference — help to visualize the geographical spread of branches in the
sample. Table A.2 in the Online Appendix provides further details on the distribution of
bank ownership in the sample: out of a total of 46 banks, 31 are domestic banks and 16
correspond to foreign-owned banks. At the branch level, these numbers translate into 696
out of 4514 branches being foreign owned.

The within-municipality data coverage is high, as the final sample covers an average
of 77 percent of total branch assets in the 1628 municipalities considered after excluding
banks in the sampling procedure described above. It should be noted that municipalities
in the sample vary also according to their degree of urbanization. Using the urban hierar-
chy definitions published by the Brazilian Institute of Geography and Statistics, we find
that 52 percent of the municipalities in the sample correspond to relatively highly urban-
ized areas, whereas the rest of the sample corresponds to semi-urban municipalities. The
relatively large representation of urban municipalities is in line with the notion that bank
branches operate mostly in the regional and sub-regional capitals. As a reference, highly
urbanized municipalities reported in the sample period an average population of 155,581
inhabitants, whereas other municipalities reported an average population of 32,241 inhab-
itants.12

2.4 Pinning down interbank funding shocks

To pin down bank-specific funding shocks we need both a suitable real context and a
specific methodological approach. Interestingly, similar to the European context (see
Pérignon et al., 2018), we find that the unsecured local Brazilian interbank market did not
experience a complete dry-up during the period from 2007 to 2009. This particular market
segment represents local and unsecured interbank lending operations with a maturity of
more than 90 days.13

11These numbers are calculated using an exchange rate of 2.1 US Dollar per Reais as a reference, which
is the average exchange rate in the sample period. At the consolidated bank level, the top-5 banks in
terms of assets held an average of 83,900 US Dollar mill. of assets in the sample period. Conversely, the
smallest 5 banks held on average 187 US Dollar mill. of assets. The average bank reported 13,917 US
Dollar mill. of assets on average.

12Highly urbanized municipalities correspond to national and regional metropolises, regional capitals,
sub-regional urban centers, and smaller zone centers, following the local definitions.

13A more detailed description of this particular market segment can be found in Section A.2 in the
Online Appendix.
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Figure 1 displays the dynamics of this segment of the interbank market.14 The solid
line in the upper panel depicting the log of aggregated balances remains fairly stable over
the crisis period. Even during this period of stress in global financial markets, the Brazilian
interbank market remained liquid and well-functioning in the aggregate. The dashed line
in the bottom panel shows, however, that the volatility of flows in this market increased
during the financial crisis with a peak in the middle of 2009. This finding indicates
that even though the market did not suffer from an aggregate disruption, uncertainty
about counterparty risk may have restricted the access of certain banks to this market.
Henceforth we refer to the segment of interest in the interbank market as interbank
borrowing.15

We exploit these dynamics of interbank borrowing to apply an algorithm to identify
and pin-down the moment in time when a bank is hit by an idiosyncratic interbank funding
shock. The shocks we identify are similar to a partial dry-up of a bank-specific funding
source. We rely on a time series approach in the spirit of Cavallo et al. (2015) that was
originally used to identify sudden stops in capital flows. Our adjusted approach can be
described in the following way.

First, based on the previously discussed theoretical considerations and descriptive
evidence, we define the period from January 2008 to December 2009 as the period in
which we would expect the algorithm to detect potential idiosyncratic shocks. Second,
we calculate the bank-specific funding growth rate in this market segment ∆ĨBiτ by
subtracting the average growth rate of all other banks in this market from bank i’s own
interbank funding growth rate. In a robustness test, we also calculate these idiosyncratic
growth rates ∆ĨBiτ using a multifactor residual model (see, e.g., Pesaran, 2006 or Buch,
Doepke, and Stahn, 2009). Third, similar to Cavallo et al. (2015) the condition specified
in Eq. 3 is applied to identify whether and at which point in time a bank experienced a
sudden disruption in interbank funding.

∆ĨBiτ ≤
∑12

τ=−12 ĨBiτ

12
− 2σiτ (3)

According to this condition, a bank is classified as being affected by an interbank
funding shock if its idiosyncratic growth rate ∆ĨBiτ falls below the second standard
deviation of its 12-month historical mean in the period from January 2008 to December
2009. If this condition is met, the start (end) of the shock is set at the month when

∆ĨBiτ plunges below (exceeds) the first standard deviation of its historical mean. Based
upon this procedure, we find that 18 out of 46 banks are classified as being affected, while
the remaining 28 banks will be used as the control group. These 18 ‘affected’ banks own

14Figure A.1 in the Online Appendix displays the relative importance of this market segment over time.
15The balance sheet data provided by the BCB distinguishes between different categories of interbank

funding. These categories include interbank deposits, interbank borrowing, foreign interbank funding,
liabilities from derivatives and interbank relations. Interbank deposits represent the largest category in the
sample (aprox. 50 percent). Interbank borrowing, the variable used for our analysis, represents another
25 percent of total interbank liabilities on average. Interbank relations — a category that includes smaller
positions such as debts payable and obligations with correspondents — together with foreign interbank
funding and derivative positions account for the remaining share of total interbank funding. On average,
banks in the sample finance 14 percent of their total assets with interbank borrowing. Section A.2 in the
Online Appendix provides further details on the composition of Brazilian banks’ interbank funding.
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Figure 1: Interbank borrowing volume and volatility

Notes: This figure depicts the evolution of the log amounts outstanding (in millions of BRL) of aggregate
interbank borrowing over time. The dashed line in the bottom panel displays the underlying volatility of
these volumes. This volatility is calculated as the standard deviation of monthly changes in flows over
the past 12 months on a rolling window. The vertical red line marks as a reference the month at which
Lehman Brothers collapsed (September 2008).

2,365 branches, as opposed to the 2,149 branches belonging to non-affected banks. To
analyze the effect of these shocks on liquid assets growth, we assign a pseudo-shock to the
non-affected banks at the particular month at which the distance between ∆ĨBiτ and the
threshold is minimized.16

Departing from the notion that we do not observe an aggregate freeze or major liq-
uidity drop in the Brazilian interbank market under investigation, we define idiosyncratic
interbank market shocks as events in which a drastic reduction in a bank’s available in-
terbank funding occurs despite the absence of an aggregate liquidity freeze. While this
definition follows closely the one by Pérignon et al. (2018), our empirical approach to pin
down shocks differs from this latter study. While they define ‘interbank runs’ as periods
in which a bank loses 50% or more of its certificates of deposits’ funding over a 50-days
period, we shift the focus to large deviations in banks’ secular trends in interbank fund-
ing growth. This approach allows us to mitigate concerns about ‘false positives’ arising
from irregular trends in banks’ funding that could be wrongly attributed to supply-driven
shocks. As in Pérignon et al. (2018), the shocks we document imply that the loss of
funding by a few banks should not be necessarily associated with a market that becomes
dysfunctional in the aggregate, even in the period of the global financial crisis.

16In the Online Appendix (Section A.2) we discuss this procedure in greater detail. The shocks we
identify are also well distributed within the period from January 2008 to December 2009 (see Figure A.2).
Tables A.1 and A.2 in the Online Appendix report further descriptive statistics on the affected banks.
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2.5 Descriptive statistics and identification assumptions

The main descriptive statistics are reported in Table 1. where the first four columns
display the mean, the standard deviation, the minimum and the maximum value of all
variables for the entire sample period, the next columns report the mean of the affected and
non-affected groups and the difference in means of both groups in the pre-shock period.
In the last columns, we also report whether this difference is statistically significant by
employing the test of normalized differences of Imbens and Wooldridge (2009) (col. VII)
and a simple t-test of differences in means (col. VIII). The test of normalized differences
assesses the overlap between bank groups without the sample size affecting the analysis.

We find that shock-affected branches had on average a larger internal funding ratio
and a lower deposit to total asset ratio. At the headquarters level, affected banks were
on average more liquid and held a larger share of non-performing loans in their portfolio.
As shocks in our setting occur at the headquarters level, the results concerning structural
differences between headquarters are more important for our analysis. In this regard, we
find rather mixed results. While a higher liquidity ratio for the affected group points
to the fact that affected banks had stronger fundamentals, the higher non-performing
loan to total loans ratio indicates the opposite. To reduce the concern that these ex-
ante differences drive our results, we implement robustness tests in which these bank
features compete against the shock-affected dummy in driving the difference-in-differences
estimation. 17

Apart from these explanatory variables, Table 1 additionally reports whether we find
evidence of a violation of the parallel trend assumption in the pre-shock period — i.e.,
when the group-specific dependent variables are not on a parallel trajectory before the
shock occurs. We first test whether growth rates are at a similar level. The final column
of the first two rows shows that there is no statistically significant difference in the average
liquidity and credit growth rates between each group. The third and fourth rows of the last
column provide a further test for the violation of the parallel trend assumption, focusing
on the first difference of the dependent variables in the pre-shock period. Again, we do
not find any statistically significant difference between affected and not-affected branches.

The parallel trend of banks’ credit and liquidity growth can be visually verified in
Figure A.3 in the Online Appendix. This Figure depicts the average liquidity and lending
growth rates of affected and non-affected branches over the event-timeline. However,
this visual representation is based on averages per banks and can still hide bank-specific
factors leading to violations of the parallel trend assumption. We therefore implement a
further test in which we regress the growth rates of liquidity and credit on the Affectedi
dummy from Eqs. 1 and 2. This regression is performed only in the pre-shock period
and is saturated with municipality-date fixed effects. The results, reported in Table A.7
in the Online Appendix, show no statistically significant relationship between Affectedi
and the liquidity or credit growth rates. Importantly, this results holds both for the full
pre-shock period as well for narrower definitions of the pre-shock period.

Even though Table 1 suggests that the occurrence of interbank shocks is not strongly

17The t-statistic tests of differences in means show some diverging results. While they confirm the
similarity of the pre-shock trends in credit and liquidity growth, they also show that affected headquarters
can be seen as larger, more capitalized, and more liquid banks. These differences emerge due to the fact
that t-statistics weight the individual subsamples by their size (see a detailed discussion in Imbens, 2015).
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Table 1: Summary statistics

Affected:

Mean S.d. Min. Max. Yes No Diff. T-stat.

I II III IV V VI VII VIII

Dep. variables:
∆ Log liquidity -0.023 0.701 -1.971 2.055 -0.105 -0.129 -0.024 -0.590
∆ Log credit 0.010 0.940 -2.761 2.869 0.055 -0.284 -0.339 0.860
Dif. ∆ Log liquidity -0.026 1.376 -3.625 3.831 -0.101 -0.135 -0.035 -0.581
Dif. ∆ Log credit 0.007 1.844 -4.996 5.361 0.056 -0.290 -0.346 0.872

Headquarters:
Bank size 12.195 1.173 8.763 13.369 12.260 11.859 -0.401 1.790
Capital / assets 0.074 0.040 0.036 0.253 0.075 0.073 -0.002 -5.955
NPL / Credit 0.171 0.074 0.038 0.287 0.203 0.126 -0.077* 0.686
Adm. Cost / assets 0.004 0.002 0.001 0.011 0.004 0.004 0.000 0.342
Liquidity / assets 0.012 0.005 0.002 0.022 0.014 0.010 -0.004* -2.314

Branches:
Branch size 3.534 1.355 1.073 8.746 3.528 3.308 -0.220 -0.220
Deposits / assets 0.750 0.266 0.058 0.998 0.691 0.812 0.121* 0.534
Income / assets 0.020 0.011 0.005 0.056 0.020 0.021 0.002 -1.852
Internal funding 0.173 0.262 0.000 0.874 0.233 0.108 -0.125* -1.776
Assets

Notes: This table reports the summary statistics for the working sample. Cols. I to IV report the mean,
the standard deviation (S.d.), the minimum, and the maximum value for each variable for the entire
sample period. Cols. V and VI report the mean for the group of affected and non-affected branches
separately in the pre-shock period. Col. VII reports the difference in means between affected and
non-affected banks. Employing the normalized difference in means method of Imbens and Wooldridge
(2009), * denotes whether the respective difference is statistically significant. This test does not find
any statistically significant difference in means for the first difference of our dependent variables in the
pre-shock period (see third and fourth row). Hence, we do not detect any violation of the parallel trend
assumption. Col. VIII reports a test of difference in means in the form of a t-statistic.

related, ex-ante, to bank characteristics, we performed additional tests to check the pres-
ence of systematic sorting. First, we run linear probability regressions estimating the
occurrence of an interbank market shock as explained by banks’ characteristics. For this
purpose we collapse the panel at the bank level taking averages across branches in the pre-
shock period. We then run regressions of the shock-dummy on bank and branch controls.
These regressions show that bank or branch characteristics are largely unrelated with the
occurrence of interbank shocks, neither for individual variables, nor for a model in which
we include all variables simultaneously (see Table A.3 in the Online Appendix).18

In a second exercise, we explore interbank interest rates to check whether interbank
shocks can be attributed to changes in banks’ own demand for funds. Specifically, we test

18If anything, Table A.3 shows some weak evidence of a negative relationship between the ratio of banks’
administrative costs to assets and the affected categorization. This relationship vanishes, however, when
all control variables enter the model simultaneously.
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whether the interest rates of interbank borrowing change in the 12-month run-up to the
shock. As bank-specific interest rates in the interbank market are not publicly available,
we take the amount of interest paid relative to the loan amount outstanding in the inter-
bank market for each individual bank per month. We find that this interest rate proxy
increases for affected relative to non-affected banks only one month in advance of shocks,
suggesting that funding shocks are not driven by changing bank funding preferences. This
test is reported and discussed in greater detail in Table A.4 in the Online Appendix.

Third, we show in Section 3.3 that our analysis can be replicated by excluding, for
instance, banks that experienced the largest average drops in credit during the shock
period. These banks could have cut interbank funding demand as a consequence of facing
a large reduction in credit demand. Also, the analysis can be performed by excluding
interbank ‘market makers’, that is, banks that are net lenders in the interbank market
and that could have cut interbank funding following a drop in credit demand. The main
results remain, however, unaltered when these groups of banks are excluded.

Finally, it should be noted that our estimation is performed using a sample of banks
that never fully halted their funding activities in the interbank market. Moreover, the in-
terbank market we focus on remained liquid and active in the aggregate. These arguments
and preliminary tests support the notion that the shocks we identify are supply-driven
and cannot be related to a systematic sorting according to banks’ fragilities or credit
demand-side conditions. Therefore, the interbank shocks we identify can be seen as re-
flecting supply-driven dry-ups in interbank funding to individual banks at different points
in time.

3 Results

3.1 Benchmark results

Table 2 reports the benchmark results for the estimation Eqs. 1 and 2 in cols. I to III
and IV to VI, respectively. Cols. I and IV use neither control variables nor fixed effects,
whereas cols. II and V include headquarters and branch controls as well as branch and
date fixed effects. Finally, cols. III and VI report the results for our preferred specification,
i.e., we include control variables for both levels of the organizational structure of banks
and saturate our model with municipality-date fixed effects.

Across all specifications, we find compelling evidence for both the liquidity hoarding
and the asset-reallocation effect on lending of idiosyncratic interbank funding shocks.
For our preferred specifications (i.e., III and VI), the difference-in-differences parameter
is statistically significant at the 5-percent level at least. This idiosyncratic interbank
funding shock increases liquidity by 13 percentage points (henceforth: p.p.) on average,
i.e., affected branches report on average a 13 p.p. higher liquidity growth rate than non-
affected branches in the post-shock period compared to the pre-shock period. As this
effect captures 18.6 percent of the within variation of the liquidity growth rate (70 p.p.),
this effect is sizeable from the perspective of its economic significance. Furthermore, the
idiosyncratic interbank funding shock decreases the credit growth rate by approximately
27.3 p.p. on average (i.e., the difference-in-differences effect). This effect accounts for 29
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Table 2: Benchmark Results

Dep. var: ∆ Log Liquidity ∆ Log Credit

I II III IV V VI

Affected X Shock 0.116*** 0.144* 0.130** -0.291*** -0.267* -0.273**
(0.006) (0.076) (0.059) (0.008) (0.144) (0.121)

Shock 0.268*** -0.09 -0.087 0.591*** 0.118 0.106
(0.004) (0.058) (0.054) (0.006) (0.096) (0.09)

Affected 0.001 0.374***
(0.004) (0.006)

Headquarters controls:

Size (log total assets) 0.214 0.277** 0.343 0.382
(0.181) (0.135) (0.369) (0.303)

Capital / Assets 0.036 0.135 -0.065 0.188
(0.743) (0.532) (1.799) (1.402)

NPL / Credit 0.322 0.489 -0.949 -0.652
(0.537) (0.424) (0.922) (0.784)

Adm. Cost / Income 11.042 11.618 54.998 52.647
(22.19) (15.999) (40.937) (32.371)

Liquidity / Assets 4.442* 3.719* 5.319 5.147
(2.211) (2.057) (4.29) (3.552)

Branch controls:

Size (log total assets) 0.350*** 0.388*** 0.554*** 0.558***
(0.042) (0.044) (0.067) (0.072)

Deposits / Assets 0.545*** 0.682*** -0.109 -0.325
(0.196) (0.219) (0.451) (0.405)

Income / Assets 7.958*** 9.188*** 6.463*** 7.968***
(1.655) (1.47) (2.045) (2.038)

Internal funding -0.08 -0.108*** -0.675*** -0.683***
/ Assets (0.065) (0.027) (0.096) (0.109)

Branch FE No Yes Yes No Yes Yes
Time FE No Yes . No Yes .
Municipality x Date FE No No Yes No No Yes
Observations 214,063 214,061 196,667 214,063 214,061 196,667
R-squared 0.054 0.121 0.397 0.069 0.187 0.435

Notes: This table reports the empirical results of the benchmark estimation. Columns I to III report the
results when estimating liquidity growth, whereas columns IV to VI report estimations of credit growth.
For growth rates, we use log changes of the respective variables. Columns I and IV contain neither control
variables at the headquarters nor at the branch level nor any type of fixed effects structure. Columns II
and V include headquarters and branch controls as well as branch and time fixed effects (on a monthly
basis). Columns III and VI report the results for the preferred specification which includes all control
variables and branch as well as municipality-date fixed effects. For all equations, we use standard errors
that are clustered at the headquarters and date level and ***, **, * denote the 1, 5, and 10 percent level
of statistical significance, respectively. The variables are defined in Table A.1 in the Appendix.
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percent of the within-variation of the lending growth rate (94 p.p.).19

An interesting question is whether the parallel effect of the interbank shock on liquidity
and lending can also be associated with other adjustments in branches’ balance sheets.
For example, does the shock exposure lead affected branches to shrink their size, or to
take on more risk to compensate for the reduced credit supply? To explore these related
questions, we perform tests in which we replace the dependent variable in our benchmark
model by the growth rates of total branches’ assets, deposits, and internal funding. We
also estimate the effect on the monthly change in branches’ return on assets.

The results, reported in Table A.5 in the Online Appendix, depict some interesting
dynamics: as expected, affected branches suffer a loss of internal funding, which is partially
compensated by an increase in total deposits. This compensation is, however, of small
economic magnitude compared to the effect on internal funding growth. The shock also
leads affected branches to reduce the overall size of their balance sheet, whereas we find
no statistically significant effect on branches’ returns. These results are in line with
the notion that liquidity risk is transmitted via internal capital markets and that the
fragmented structure of regional deposit markets limit branches’ capacity to offset the
loss of internal funds.

3.2 Dynamics in internal capital markets

The results in the previous section suggest that intra-bank linkages help to explain the
spread of liquidity risk across regions when bank-specific interbank shocks occur. This
interpretation builds on the assumption that regional branches face limits to substitute the
loss of internal funding: while raising local deposits could mitigate the effect of the shock,
branches are restricted to raise deposits only within their geographical business areas and
remain therefore exposed to a fragmented structure in regional deposit markets.

With this limitation in place, we would expect the liquidity and credit effects to in-
crease in branches’ reliance on internal funding. However, headquarters are also likely to
cut internal funding heterogeneously across branches in the presence of principal-agent
frictions between branches and headquarters (see, e.g., Scharfstein and Stein, 2000; De-
gryse, Matthews, and Zhao, 2018). For example, banks may decide to support branches
with a higher influence within the banking group, as well as branches that matter the
most for the group’s profits (see, e.g., Cremers et al., 2011; Cetorelli and Goldberg, 2012).

Given these conjectures, we next evaluate the implications of dynamics in internal
capital markets for our analysis. We look explicitly at branches’ dependence on internal
funding and ask whether the benchmark results increase in branches’ internal funding re-
liance. With this test we check whether frictions related to the geographically fragmented
structure of deposit markets help to explain the results. Econometrically, we add to the
benchmark model an interaction term between the difference-in-difference estimator and
a dummy proxying for branches’ internal funding exposure. We define this dummy as
1 if a branch reports in the pre-shock period an average internal to total funding ratio
above the sample median. Alternatively, we also compute a ’negative’ measure of internal

19In Table A.10 in the Online Appendix, we provide evidence that these benchmark results are also
robust to the inclusion of the loan to asset ratio and the mortgage to asset ratio at the branch level,
as well as the interbank funding to total funding ratio, a foreign currency exposure measure and the
mortgage to asset ratio at the headquarters level.
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Table 3: Dynamics in internal capital markets (A)

Internal fund. ratio Deposit ratio

Dep. var: ∆Liq. ∆Cred. ∆Liq. ∆Cred.

I II III IV

Affected X Shock X Frisk 0.185*** 0.14 -0.211*** -0.049
(0.063) (0.085) (0.04) (0.074)

Affected X Shock 0.041 -0.355** 0.237*** -0.236*
(0.068) (0.138) (0.061) (0.117)

All constitutional terms included Yes Yes Yes Yes

All controls included Yes Yes Yes Yes

Branch FE Yes Yes Yes Yes
Municipality x Date FE Yes Yes Yes Yes
Observations 196,667 196,667 196,667 196,667
R-squared 0.398 0.431 0.4 0.435

Notes: This table reports the results when introducing to Eq. 1 and 2 an interaction term between
[Affectedi × Shockτ ] and variables capturing branches’ reliance on internal capital markets for funding.
The table considers the ratio of internal liabilities to total liabilities (cols. I and II) and the ratio of
deposits to assets (cols. III and IV). These variables are computed as dummy variables (Frisk) equal
to 1 for branches with an average pre-shock ratio above the sample median and 0 otherwise. The
dependent variable is the log change in liquid assets (∆Liq.) in cols. I and III, and the log change
in outstanding credit (∆Cred.). All control variables and the fixed effects structure are based on our
preferred within-municipality specification of cols. III and VI from Table 2. Standard errors that are
clustered at the headquarters and month level. ***, **, * denote the 1, 5, and 10 percent level of
statistical significance, respectively.

funding reliance by generating a dummy equal to 1 if a branch reports in the pre-shock
period an average deposit to total funding ratio above the sample median. Table 3 reports
the corresponding results.

We find that the liquidity hoarding effect is driven by branches with a higher ex-ante
share of internal funding to total liabilities. Conversely, a higher reliance on local deposits
mitigates the liquidity hoarding effect. Interestingly, these non-linearities only affect the
liquidity growth equations, while the effect of the shock on lending remains unaltered
when introducing the differentiation by branches’ internal funding dependence. 20

These results raise the question of why the ratio of internal funding does not affect the
benchmark estimation of credit growth. One explanation could be hidden in headquar-

20An alternative interpretation of our benchmark findings could suggest that bank headquarters direct
branches to hoard liquidity in anticipation of a run by depositors following a funding withdrawal by (more
informed) interbank lenders. However, the results from Table 3 suggest that this alternative hypothesis
is unlikely to explain the results. First, the fact that liquidity hoarding increases in branches’ internal
funding (col. I) implies a heterogeneous response within banks. Second, a larger deposit base reduces
the liquidity hoarding reaction instead of exacerbating it (col. III).
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Table 4: Dynamics in internal capital markets (B)

Bank’s assets Bank’s net income

Dep. var: ∆Liq. ∆Cred. ∆Liq. ∆Cred.

I II III IV

Affected X Shock X Frisk 0.143*** -0.095** 0.169*** -0.080*
(0.035) (0.044) (0.034) (0.043)

Affected X Shock 0.116*** -0.161** 0.076* -0.185*
(0.034) (0.073) (0.044) (0.096)

All constitutional terms included Yes Yes Yes Yes

All controls included Yes Yes Yes Yes

Branch FE Yes Yes Yes Yes
Municipality x Date FE Yes Yes Yes Yes
Obs. 120,660 120,660 122,089 122,089
R-squared 0.480 0.521 0.471 0.507

Notes: This table reports the results of adding to Eq. 1 and 2 an interaction term between
[Affectedi × Shockτ ] and a dummy variable equal to 1 for banks with a ratio of internal liabilities to
total liabilities above the median and 0 otherwise (Frisk). The dependent variable is the log change in
liquid assets (∆Liq.) in cols. I and III, and the log change in outstanding credit (∆Cred.) in cols. II
and IV. The table reports this exercise for two subsamples. In cols. I and II the estimation considers
only branches which are below the 75th percentile of the distribution of the share of branches in their
bank’s total assets. In cols. III and IV the estimation considers only branches which are below the 75th
percentile of the distribution of the share branches in their bank’s net income. These two variables are
measured as pre-shock averages. All control variables and the fixed effects structure are based on our
preferred within-municipality specification of columns III and VI from Table 2. Standard errors that
are clustered at the headquarters and month level. ***, **, * denote the 1, 5, and 10 percent level of
statistical significance, respectively.

ters’ heterogeneous treatment of branches according to their importance within banks.
As outlined above, we shall expect — following previous literature — that more relevant
branches will get a preferential access to internal funding. These branches could sub-
sequently cut back on lending to a lesser extent. To the extent that relevant branches
represent a small proportion of a bank’s branches, excluding them from the exercise re-
ported in Table 3 could shed light on whether normal (non-relevant) branches cut back
on lending by more when being largely exposed to internal funding.

In line with this argument, we evaluate whether the results from Table 3 vary when we
exclude from the sample branches that are below the 75th percentile of the within-bank
distribution of branches’ share in banks’ assets or branches’ share in banks’ net income.
If branches above these thresholds get a preferential access to internal funding, we shall
expect that excluding them from the analysis would provide a clearer picture of how
internal funding exposure affects the liquidity and credit dynamics of average branches.

The results from this exercise are reported in Table 4. For simplicity, we consider
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only the dummy build on the ratio of internal to total funding as our proxy for branches’
internal funding reliance. In columns I and II we drop branches below the 75th percentile
of the within-bank distribution of branches’ share in a bank’s assets. In columns III and
IV we drop branches below the 75th percentile of the within-bank distribution of branches’
share in a bank’s net income. These shares are computed as pre-shock averages. As in the
previous exercise, we find that the positive effect of the shock on liquidity growth increases
in branches’ reliance in internal funding (cols. I and III). The main difference with the
previous results emerge in columns II and IV: when relevant branches are excluded, we
find that the negative effect on credit increases in branches’ internal funding reliance.

These results are meaningful in terms of economic magnitudes. When large branches
are excluded (cols. I and II), affected branches exposed to internal funding report an
increase in liquid assets growth that is 14.3 p.p. larger than the increase reported by
other affected branches. This number represents 19.5 percent of the standard deviation of
liquidity growth in the sample. The negative effect on credit growth is 9.5 p.p. larger for
branches exposed to internal funding (col. II), what represents 10 percent of the standard
deviation of credit growth.21

Taken together, the exercises reported in Tables 3 and 4 provide additional evidence
that the benchmark effects are driven by the transmission of liquidity risk via internal
capital markets. However, this conclusion relates to relatively small- and medium-sized
branches that are arguably more exposed to fragmented deposit markets. Also, our find-
ings depend on the exclusion of branches’ that represent a large share of banks’ net income.
This finding connects to the notion that banks actively use internal capital markets to
support entities with a larger influence and importance, as previously discussed, i.e., in
Cremers et al. (2011).22

3.3 Robustness analysis

We run a number of robustness tests aimed at exploring the validity and stability of
our benchmark results. First, we test in Table 5 whether we find similar results when
restricting the sample period. We consider two different exercises. First, we gauge the
short-term effect of the shocks by keeping only the observations between τ= -12 and τ
= +12, that is, 25 months around the shock. Second, to inspect whether the results
prevail in the long run we drop all observations between τ= -12 and τ = +12, keeping
the remaining 24 months in the sample. These results are reported in Table 5.

While we find that our results can be verified for these two different sample periods,
we also find that the effect is larger when looking at the months between τ = 13 and τ =
24 (cols. III and IV). Unreported t-tests suggest that the difference between the ‘short’
vs. ‘long’ effects is, however, only statistically significant when estimating credit growth.

21We further tested the sensitivity of these results by adding bank headquarters-date fixed effects. The
results reported by Table 4 remain quantitatively and qualitatively stable. These results are available
upon request.

22The fact that we find no differential effects on credit growth for branches deferentially exposed to
internal capital markets in Table 3 could also be attributed to policy interventions. For example, liquidity
facilities implemented by the central bank could ’flood’ branches’ balance sheets with liquid assets that
are not further transmitted to credit supply. If branches more dependent on internal funding also get
larger proceeds from these interventions, then Table 3 could reflect a disconnection between the liquidity
and credit growth results. We therefore carefully address this concern in Section 4.
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Table 5: Robustness — short vs. long-term impact

Specification: Short-term impact Long-term impact

[only τ-12 to τ+12] [drop τ-12 to τ+12]

Dep. var: ∆Liq. ∆Cred. ∆Liq. ∆Cred.

I II III IV

Affected X Shock 0.069* -0.078** 0.189** -0.401***
(0.038) (0.039) (0.091) (0.100)

Controls included Yes Yes Yes Yes

Branch FE Yes Yes Yes Yes
Municipality x Date FE Yes Yes Yes Yes
Observations 97,922 97,922 90,133 90,133
R-squared 0.400 0.431 0.465 0.504

Notes: This table reports robustness tests in which we either restrict the sample to the 24 months
around the shock (see cols. I and II) or exclude the 24 months around the shock (cols. III and IV).
While the first specification gauges the short-term impact of shocks, the second evaluates whether shocks
are also relevant on a longer horizon. All control variables and the fixed effects structure are based on
our preferred within-municipality specification of cols. III and VI from Table 2. Standard errors that
are clustered at the headquarters and month level. ***, **, * denote the 1, 5, and 10 percent level of
statistical significance, respectively.

The larger coefficient on col. IV could be related to an overall reduction in the balance
sheet size by certain affected branches. This is a plausible explanation given the fact that
we find that shocks lead to a reduction in affected branches’ total assets (see Table A.5 in
the Online Appendix). In line with this argument, we find that the estimation on col. IV
becomes statistically insignificant when excluding branches that reported a large drop in
total assets in the shock period. This extension is reported in Table A.11 in the Online
Appendix.

In an additional test, we employ a dynamic parameter approach in which we evaluate
the difference-in-differences effect at a monthly frequency for each point in time. Figure
A.5 in the Online Appendix depicts the corresponding results. It shows a positive ‘on
impact’ effect of the shock on liquidity growth, whereas the negative effect for credit
growth emerges around three months after the shock. This lagged effect on credit supports
our interpretation of the credit adjustment being driven by an asset reallocation reaction.

In Table 6, we provide two additional robustness tests. First, we find that our results
are also robust when we collapse the timeline to two observations per branch, that is, one
for the pre-shock and one for the post-shock period. As difference-in-differences estimators
are potentially suffering from serial correlation of the error terms (see Bertrand, Duflo,
and Mullainathan, 2004), we transform our data to two cross-sections — one for the
pre- and one for the post-shock period. For this approach, we compute the average of
each variable for the pre- and post-shock periods per bank branch. Cols. I and II of
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Table 6: Robustness — sensibility analysis

Specification: Collapsed Excluding
time period financial centers

Dep. var: ∆Liq. ∆Cred. ∆Liq. ∆Cred.

I II III IV

Affected X Shock 0.066*** -0.217*** 0.163*** -0.245**
(0.024) (0.044) (0.053) (0.123)

Controls Yes Yes Yes Yes

Branch FE Yes Yes Yes Yes
Municipality x Date FE Yes Yes Yes Yes
Observations 8,366 8,366 147,385 147,385
R-squared 0.749 0.765 0.405 0.445

Notes: This table reports the results of two robustness tests. First, columns I and II report the results
for liquidity and credit growth when collapsing the pre- and post-shock period into two single periods
to address potential concerns about auto-correlated error terms (see: Bertrand et al., 2004). Second,
cols. III and IV replicate the benchmark results when excluding the financial centers of Sao Paulo
and Rio de Janeiro. All control variables and the fixed effects structure are based on our preferred
within-municipality specification of cols. III and VI from Table 2. Standard errors are clustered at the
headquarters and month level. ***, **, * denote the 1, 5, and 10 percent level of statistical significance,
respectively.

Table 6 depict the corresponding results of this approach for liquidity and credit growth
respectively. Overall, we find similar results compared to our benchmark estimation, with
an improvement in the precision of the estimates.

To ensure that our results are not driven by Brazil’s financial centers — i.e., Sao
Paulo and Rio de Janeiro — we exclude these federal states from our analysis. This
procedure does not alter our benchmark results (see cols. III and IV of Table 6). We
also perform a placebo test by randomly selecting the groups of affected and non-affected
banks, reporting the corresponding results in Figure A.4 in the Online Appendix. In
this exercise we first draw random numbers between 0 and 1 (with 8 decimals) from a
uniform distribution, assigning each drawn number to a branch. Second we sort branches
according to the random numbers and labeled the first 2365 branches as Affected = 1,
mirroring the 2365 affected branches in the sample. The other 2144 branches are labeled
as Affected = 0. We run this exercise 100 times replicating each time our benchmark
estimation. Figure A.4 plots the corresponding estimated coefficients with their 5 percent
confidence intervals. After 100 iterations we found that only 4 percent of the draws render
positive and significant coefficients when estimating liquidity growth, while only 2 percent
of the draws render the negative and significant coefficients observed in the benchmark
model when estimating credit growth.

In addition to these robustness checks, Table 7 reports that our results are robust to
alternative clustering of standard errors and when using the change in liquidity to lagged
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Table 7: Robustness – S.E. clustering and relative growth

Specification: S.E. cluster S.E. cluster Relative growth
UF X date Region X date rate

Dep. var: ∆ Liq. ∆ Cred. ∆ Liq. ∆ Cred. ∆ Liq. ∆ Cred.

I II III IV V VI

Affected X Shock 0.130*** -0.273*** 0.130*** -0.273*** 0.001* -0.112***
(0.037) (0.06) (0.026) (0.056) (0.001) (0.027)

Controls included Yes Yes Yes Yes Yes Yes

Branch FE Yes Yes Yes Yes Yes Yes
Municipality x Date FE Yes Yes Yes Yes Yes Yes
Observations 196,667 196,667 196,667 196,667 196,667 196,667
R-squared 0.397 0.435 0.397 0.435 0.41 0.462

Notes: This table reports the results of robustness analyses of our benchmark estimation. The first
two columns provide evidence that our results remain robust when the standard errors are clustered by
the federal unit-date level (UF stands for federal unit, the Brazilian federal states), or when clustered at
the municipality-date level (columns III and IV). Columns V and VI report the results when using the
change in liquid assets and commercial loans scaled by one-month-lagged total assets as the dependent
variables, respectively. All control variables and the fixed effects structure are based on our preferred
within-municipality specification of columns III and VI from Table 2. Standard errors in columns V and
VI are clustered at the headquarters and date level and ***, **, * denote the 1, 5, and 10 percent level
of statistical significance, respectively.

total assets and the change in loans to lagged total assets as an alternative definition of
the dependent variables.

A further concern relates to the supply-driven interpretation of the interbank market
shocks. Affected banks could have reduced their demand for interbank funds when facing
a contemporaneous drop in credit demand, creating an omitted variable bias. Also, our
results could be potentially explained by banks that are relevant lenders in the interbank
markets and that could have been hit themselves by funding shocks associated with drops
in credit demand. Even though our identification strategy controls for branches’ common
demand trends at the municipality level, we address these concerns by replicating our
benchmark estimation excluding (i) banks that faced the largest drops in aggregate credit
during the shock period, and (ii) banks that can be considered as ‘market makers’ in the
interbank market. The results, reported in Table A.6 in the Online Appendix, confirm
that our findings remain in place when these groups of banks are excluded from the
analysis, supporting the supply-driven interpretation of the identified shocks.23

The differences-in-differences effect can also be driven by other bank characteristics

23In the first test, we drop banks facing an average drop in credit in the shock period above the 90th
percentile of the credit growth distribution. In the second test, we exclude banks that are above the 90th
percentile in the distribution of the average ratio of net interbank credit to total assets. We consider
these latter banks as ‘market makers’.
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Table 8: Summary of results — horse-race against bank traits

Dep. var: ∆Liq. ∆Cred.

Reported parameter: Affected X Shock Affected X Shock

I II

Included competing variable:

Bank size X Shock 0.106** -0.307***
(0.045) (0.106)

Capital ratio X Shock 0.135** -0.263**
(0.055) (0.113)

Liquidity ratio X Shock 0.137** -0.273**
(0.054) (0.118)

(Adm. cost / Income) X Shock 0.131** -0.273**
(0.06) (0.109)

NPL ratio X Shock 0.150*** -0.247***
(0.034) (0.089)

State ownership X Shock 0.109*** -0.293**
(0.027) (0.11)

Foreign ownership X Shock 0.208*** -0.100**
(0.045) (0.05)

Foreign funding X Shock 0.157*** -0.238**
(0.054) (0.106)

Notes: This table summarizes the results of a ‘horse race’ estimation including both the difference-
in-differences interaction [Affectedi × Shockτ ] and other competing interaction terms. Col. I reports
results for liquidity growth, whereas col. II reports the results for credit growth. Each row reports the
difference-in-differences parameter of the variable [Affectedi×Shockτ ] when including the non-linearity
that is stated on the right-hand side of each row. For all interactions including the competing
non-linearities, all constitutive terms of the interaction are included as individual variables. The variable
Foreign Ownership is a dummy variable that equals one if the bank is at least 50 percent owned
by a company headquartered abroad. Foreign Funding is the ratio between interbank funding from
non-domestic sources relative to total assets. State ownership is also a dummy variable that equals one
if a bank is state-owned. All control variables and the fixed effects structure are based on our preferred
within-municipality specification of cols. III and VI from Table 2. Standard errors that are clustered
at the headquarters and month level. ***, **, * denote the 1, 5, and 10 percent level of statistical
significance, respectively.

correlated with bank risk, leading to omitted variable bias. This would be the case,
for example, if (as shown in Table 1) affected banks report ex-ante a higher credit risk
exposure. Hence, we also address the ex-ante sorting of banks. We run multiple so-called
“horse-races”, that is, we include competing interaction terms between the post-shock
dummy and bank characteristics that could be related to banks’ exposure to liquidity
risk. Table 8 summarizes these results, reporting the coefficient for our difference-in-
differences estimator —, i.e., β1 and β2 of Eqs. 1 and 2 — when different interactions
between the interbank shock and other bank characteristics listed on the left hand-side
of Table 8 are included in the model.
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We test if our results hold when including in our benchmark model interaction vari-
ables between the shock and the following variables: bank size, capital to assets ratio,
headquarters’ liquid assets ratio, headquarters’ administrative cost to income ratio, and
headquarters’ non-performing loans ratio. Across these different specifications, our bench-
mark results are confirmed. Importantly, the variables identified in Table 1 as having
statistically significant differences between affected and non-affected banks do not affect
our findings when entering the model interacted with Shockτ . For instance, the fact that
we found affected parent banks to have a larger NPL ratio in the pre-shock period does
not imply that the NPL ratio confounds the definition of Affectedi.

To address concerns of state-owned banks affecting the results, we also include a
competing interaction between a state-owned dummy and the shock variable, with our
results remaining in place.24

Given that the identified interbank shocks occur in a period around the global financial
crisis, a natural concern is whether banks’ foreign exposures can confound the effect on
liquidity and credit. The results from Table 8 suggest, however, that this factor is not a
major concern for the estimation, as the results are robust to including foreign ownership
or headquarters’ ratio of foreign interbank liabilities as competing interaction variables.
Alternatively, we also performed tests in which the variable Affectedi is replaced by
proxies for foreign exposure capturing banks’ ties to the U.S. market in the period prior
to the identified shocks.

These results, reported in Table A.8 in the Online Appendix, show no evidence of
branches’ liquidity or credit reacting to banks’ foreign funding exposure, foreign owner-
ship, or direct U.S. ties via the presence of related entities in the U.S. market. These
results suggest that the benchmark effects are not driven by direct cross-border contagion
during the global financial crisis. Finally, we confirm that our results remain unaltered
when we (i) exclude banks facing a funding shock between October 2008 and March 2009
at the peak of the global financial crisis, as well as when (ii) we include a triple interaction
term with a dummy identifying this period (see Table A.9 in the Online Appendix).

It should be noted that despite these latter results, banks’ U.S. ties can still pay a role
in the analysis. For example, the fact that the we identify supply-driven interbank shocks
may imply that banks that are net-lenders in the domestic interbank market reduce their
interbank credit supply as a consequence of their own U.S. exposures. We discussed above
that the results remain unaltered when excluding these ‘market makers’ from the sample.
However, we cannot rule out the possibility that these banks are being themselves affected
by financial contagion originated in their U.S. exposures. While we lack the necessary
bilateral interbank data to explore this hypothesis further, future research could shed
light on how banks’ foreign exposures can trigger domestic interbank shocks when affected
banks are relevant domestic market makers.

We also test whether the results remain robust to an alternative parametric estimation
of the idiosyncratic growth rates used to identify the shocks. For this purpose, we compute
the interbank funding growth rate ∆ĨBiτ using a multifactor residual (MFR) model (see,
e.g., Pesaran, 2006 or Buch et al., 2009). This approach has been previously used in
the literature to retrieve idiosyncratic components of entity-specific growth rates, and

24Table A.12 in the Online Appendix provides additional evidence that the difference-in-differences
effect of our benchmark estimation also survives additional horse races against non-linearities that are
based on the remaining branch control variables.
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Table 9: Robustness – MFR-model-based idiosyncratic growth rates

Dep. var: ∆ Liquidity ∆ Credit

I II III IV

Affected X Shock 0.209*** 0.223*** -0.187* -0.226**
(0.061) (0.048) (0.111) (0.109)

Controls included Yes Yes Yes Yes

Branch FE Yes Yes Yes Yes
Time FE Yes . Yes .
Municipality X Date FE No Yes No Yes
Observations 162,512 155,982 162,512 155,982
R-squared 0.129 0.387 0.2 0.441

Notes: This table reports robustness tests when calculating the idiosyncratic funding growth rate
using a multifactor residual (MFR) model (see, e.g., Pesaran, 2006 or Buch et al., 2009). The results
are reported for liquidity growth (cols. I and II) and credit growth (cols. III and IV). While columns I
and III use the same specification as columns II and V of Table 2, i.e., including all control variables
and time and branch fixed effects, columns II and IV include municipality-date fixed effects (benchmark
specification Table 2 columns III and VI). Standard errors that are clustered at the headquarters and
date level and ***, **, * denote the 1, 5, and 10 percent level of statistical significance, respectively.

it enables us to filter out observed and unobserved macroeconomic variations. Similar
to Buch et al. (2009), we calculate the idiosyncratic component in the following way.
First, we use the individual interbank funding growth rate as our dependent variable and
regress it on a set of macroeconomic variables in bank-specific time series regressions.
This time series approach filters out aggregate variation so that the residual term of the
model captures the idiosyncratic growth rate of bank i. Finally, we employ this estimated
growth rate to implement the Cavallo et al. (2015) algorithm.25 Table 9 reports the
results. While columns I and III report results with time fixed effects, regressions in cols.
II and IV include municipality-date fixed effects. These results confirm our main findings.

25Following Buch et al., 2009 we use the following domestic and foreign macroeconomic control vari-
ables on a monthly basis (sources are in parenthesis): Brazil Economic Activity Index growth as a proxy
for GDP growth (BCB), change in unemployment rate (Brazilian Institute of Geography and Statistics,
BIGS), change in the monetary policy SELIC rate (BCB), change in the average overnight interbank rate
in Brazil (BCB), change in the IMF Commodity Price Index (IMF), net exports’ growth rate (Brazilian
Institute of Geography and Statistics, BIGS), TED Spread (St. Louis Fed) and the US Industrial Pro-
duction Index growth rate (St. Louis Fed). We also include as a proxy for unobserved macroeconomic
variables the sample means of the following bank level variables: ratio of liquid to total assets, ratio of
debt to equity, credit growth rate, total assets growth rate and interbank borrowing growth rate. For
each bank i these latter variables are computed as the sample average of all other banks.
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4 Policy implications for central banks

Our findings connect to discussions on the effectiveness of lender-of-last-resort interven-
tions. If banks have incentives to hoard a proportion of the proceeds obtained from
central bank liquidity facilities, then the lending channel of these interventions could be
impaired. This challenge is foremost relevant for emerging economies like Brazil with
lower degrees of financial development. With limited derivative markets, bank branches
depend on deposit-based funding to a larger extent (see Loutskina and Strahan, 2009).
The fact that branches cannot freely raise deposits in other regions via channels different
than internal capital markets creates incentives to precautionary hoard cash in periods of
stress.

Lender-of-last-resort interventions also matter because they can provide an alternative
explanation for our findings. For instance, our results can be seen as emerging from a
liquidity flooding phenomenon, in which central bank liquidity floods branches’ balance
sheets with liquid assets that only partially translate into credit supply. If this is the case,
the precautionary motive for liquidity hoarding outlined above would not be the main
driver of our results. The analysis requires therefore carefully exploring the implications
of central bank liquidity interventions for our findings.

We next address these implications by exploring whether a wider access to emergency
liquidity affects our benchmark findings, using individual bank balances vis-à-vis liquidity
facilities activated by the BCB in the period of analysis. During the global financial crisis
the BCB provided extraordinary liquidity facilities to banks in Brazil. These facilities
were activated soon after the collapse of Lehman Brothers (September 2008) and provided
additional funding for banks to stabilize their funding structure. Figure A.6 in the Online
Appendix displays the aggregated balances vis-à-vis these emergency liquidity facilities.

Using these data is not without limitations, as banks which were more dramatically hit
by interbank funding shocks may have received preferential access to this facility. Also, our
data does not allow us to explore the political economy of these interventions. Accounting
for this drawback, we first compute the average ratio of BCB balances to total liabilities
during the 6 months following the beginning of a funding shock. We then weight this
ratio by the peak-to-trough log change in interbank borrowing around the shock, which
proxies for the size of funding shocks. As this bank-specific and shock-weighted measure

is hard to interpret economically, we normalize the final measure C̃BI i by transforming
the statistic into a continuous variable distributed between 0 and 1.26

We investigate whether the impact of the shocks is moderated by banks’ access to
liquidity facilities by estimating a triple interaction model of Eqs. 1 and 2. The results
reported in Table 10 show that the effect of the shocks on liquidity growth increases with

C̃BI i. Conversely, the negative effect on credit diminishes with C̃BI i. Figure 2 confirms

this finding by plotting the marginal effects of the shocks for the full distribution of C̃BI i.

While the effect on liquidity growth is still in place for banks with an average C̃BI i, it
increases for banks with a larger access to central bank liquidity. Similarly, the effect on

credit growth is statistically significant for a large proportion of the distribution of C̃BI i,
becoming insignificant for banks with a large access to central bank liquidity.

26The construction of the C̃BIi index is discussed in greater detail in Section A.4 in the Online
Appendix.
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Table 10: Liquidity hoarding and emergency liquidity facilities

Sample: Full low C̃BIi high C̃BIi

Dep. var: ∆Liq. ∆Cred. ∆Liq. ∆Cred. ∆Liq. ∆Cred.
I II III IV V VI

Affected X Shock X C̃BIi 0.473*** 0.609***
(0.087) (0.149)

Affected X Shock -0.068 -0.607*** 0.164*** -0.195** 0.140*** -0.244*
(0.046) (0.130) (0.029) (0.075) (0.006) (0.065)

Obs. 196,667 196,667 156,841 156,841 26,852 26,852
R-squared 0.400 0.439 0.444 0.478 0.540 0.596

Notes: This table reports the results of estimating adjusted versions of Eq. 1 and 2 exploring the
implications of emergency liquidity facilities activated by the BCB for the benchmark results. Cols.
I and II estimate a triple interaction model in which the variable [Affectedi × Shockτ ] is further
interacted with a shock-weighted measure of banks’ access to emergency liquidity facilities activated by

the BCB (C̃BIi). Cols. III and IV report a replication of the benchmark model for the subsample of

banks with a measure of C̃BIi below the 75th percentile of the respective bank-level distribution. Cols.

V and VI replicate this latter exercise for banks with a measure of C̃BIi above the 75th percentile of the
relevant distribution. All constitutive terms of the interaction terms and control variables are included
in the regressions. Standard errors that are clustered at the headquarters and month level. ***, **, *
denote the 1, 5, and 10 percent level of statistical significance, respectively.

These results imply that a 1 standard deviation increase in C̃BI i leads to a 18 p.p.
larger effect on liquidity growth (0.38 x 0.473) and to a 23 p.p. lower effect on credit
growth (0.38 x 0.609). Therefore, while the effect on credit is effectively moderated by
the policy intervention, the results also suggest that branches accumulate a portion of
the proceedings as cash when being affected by a funding shock. This dynamic may
well reflect a situation in which central bank liquidity leads to a flooding of cash that
ultimately increases credit supply by affected branches. However, the differential effect

of C̃BI i seems to operate on top of the precautionary motive for liquidity hoarding,
considering that the effects on liquidity and credit growth remain in place when excluding

banks with large C̃BI i (see cols. III and IV in Table 10).27

These findings complement existent evidence on the effectiveness of unconventional
monetary interventions. The lending channel of such interventions has been profusely
explored in recent literature (see, e.g., Crosginani et al., 2020). Our analysis adds to these
findings the idea that in countries with less developed financial markets the effectiveness of
unconventional monetary interventions can be limited by precautionary liquidity hoarding
reactions emerging from geographically fragmented deposit markets.

27To verify that the measure C̃BIi does not explain our benchmark findings by itself, we run regressions

replacing the variable Affectedi by a dummy equal to 1 for banks with a value of C̃BIi above the 75th
percentile of the respective distribution. We find no statistically significant results in these regressions
(see Table A.13 in the Online Appendix).
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Panel A: Liquid Assets
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Figure 2: Marginal Effect conditional on BCB liquidity

Notes:: This figure illustrates the marginal effects at the 95% confidence level of a non-linear extension
of Eqs. 2 (Panel A) and 2 (Panel B), in the form of ∆Liquidityi,m,τ = α0 + β1[Shockτ × Affectedi ×
C̃BIi] + ... and ∆Crediti,m,τ = α0 + β1[Shockτ × Affectedi × C̃BIi] + ..., respectively. The solid line

represents the marginal effect of the difference-in-differences for particular levels of C̃BIi. The whiskers
represent the corresponding 95 percent confidence interval. These marginal effects are based on cols. I
and II of Table 10.

5 Conclusion

This study explores how idiosyncratic shocks in interbank funding can prompt banks’
regional branches to increase their liquid asset positions and reduce credit supply. Our
key finding is that branches tend to hoard liquid assets and to subsequently cut credit
after their headquarters experience a funding shock in the absence of an aggregate market
freeze. We obtain these findings by exploiting a matched bank-branch sample covering
all banks in Brazil.

Our results emerge as a result of frictions preventing liquidity reallocation across re-
gions: while branches are limited to raise deposits only within their geographical business
areas, internal capital market remain the main mechanism connecting liquidity-short and
surplus regions. We show that when internal capital markets become disrupted by id-
iosyncratic shocks, branches more exposed to internal funding increase liquidity and cut
back on lending the most. However, this latter result emerges only after the most rele-
vant branches within banks are excluded from the sample, suggesting that headquarters
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actively support relevant branches in periods of stress.
Our results show that a combination of banks’ changing preferences towards liquid as-

sets and institutionally constrained regional deposit markets can explain the transmission
of idiosyncratic funding shocks to lending. This finding is relevant for policymakers, as
idiosyncratic shocks transmitted to concentrated regional bank markets can have severe
implications for local economies in the presence of granular effects. Hence, our approach
highlights particular frictions that may be relevant for future regulatory innovations. Poli-
cies fostering financial inclusion and financial development can help to widen branches’
deposit base, improving regional capacities to cushion against shocks. The development
of well-regulated derivatives markets can also help to break the link between internal
funding access and local credit supply.

While we do find that the effect of the shocks on credit growth is mitigated by banks’
access to central bank liquidity, we also find that a share of these proceedings ends up
accumulated in branches’ liquid assets. This finding is likely reflecting that precautionary
liquidity hoarding partially limits the pass-through of liquidity interventions. Moreover,
the fact that branches are heterogeneously affected can trigger unintended distributional
effects of these interventions across regions and economic sectors. Future research could
examine whether the mechanisms unveiled in this paper can be associated with this type
of distributional effects in the real economy.
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term liquidity help to avoid a credit crunch? Evidence from the eurosystem’s LTROs.
Journal of the European Economic Association 17(4), 1070–1106.

Avery, R. and A. Berger (1991). Loan commitments and bank risk exposure. Journal of
Banking and Finance 15, 173–192.

Berrospide, J. (2013). Bank liquidity hoarding and the financial crisis: An empirical evalu-
ation. Finance and Economics Discussion Series 03, Federal Reserve Board, Washington,
D.C.

Bertrand, M., E. Duflo, and S. Mullainathan (2004). How much should we trust difference-
in-difference estimates? The Quarterly Journal of Economics 119, 249–275.

Buch, C., J. Doepke, and K. Stahn (2009). Great moderation at the firm level? Uncon-
ditional vs. conditional output volatility. The B.E. Journal of Economic Analysis &
Policy 9(1), 1–27.

Buch, C. M. and L. S. Goldberg (2015). International banking and liquidity risk trans-
mission: Lessons from across countries. IMF Economic Review 63(3), 377–410.

Bustos, P., B. Caprettini, and J. Ponticelli (2016). Agricultural productivity and struc-
tural transformation: Evidence from brazil. The American Economic Review, American
Economic Association 106 (6), 1320–1365.

31



Caballero, R. J. and A. Krishnamurthy (2008). Collective risk management in a flight-
to-quality episode. The Journal of Finance 63, 2195–2230.

Carpinelli, L. and M. Crosignani (2021). The design and transmission of central bank
liquidity provisions. Journal of Financial Economics (forthcoming).

Casiraghi, M., E. Gaiotti, L. Rodano, and A. Secchi (2018). A “reverse Robin Hood”?
the distributional implications of non-standard monetary policy for italian households.
Journal of International Money and Finance 85(C), 215–235.

Cavallo, E., A. Powell, M. Pedemonte, and P. Tavella (2015). A new taxonomy of sudden
stops: Which sudden stops should countries be most concerned about? Journal of
International Money and Finance 51 (C), 47–70.

Cetorelli, N. and L. S. Goldberg (2012). Liquidity management of u.s. global banks:
Internal capital markets in the great recession. Journal of International Economics 88,
299–311.

Chodorow-Reich, G. (2014). Effects of unconventional monetary policy on financial in-
stitutions. Brookings Papers on Economic Activity, Economic Studies Program, The
Brookings Institution 48 (1, Spring), 155–227.

Coleman, N., R. Correa, L. Feler, and J. Goldrosen (2017). Internal liquidity management
and local credit provision. International Finance Discussion Papers 1204, Board of
Governors of the Federal Reserve System (U.S.).

Coleman, N. and L. Feler (2015). Bank ownership, lending, and local economic per-
formance during the 2008–2009 financial crisis. Journal of Monetary Economics 17,
50–66.

Cornett, M. M., J. J. McNutt, P. E. Strahan, and T. Hasan (2011). Liquidity risk man-
agement and credit supply in the financial crisis. Journal of Financial Economics 101,
297–312.

Cortés, K. R. and P. E. Strahan (2017). Tracing capital flows: How financially integrated
banks respond to natural disasters. Journal of Financial Economics 125(1), 182–199.

Cremers, K. M., R. Huang, and Z. Sautner (2011). Internal capital markets and corpo-
rate politics in a banking group. Review of Financial Studies, Society for Financial
Studies 24, 358–401.

Crosginani, M., M. Faria-e Castro, and L. Fonseca (2020). The (unintended?) conse-
quences of the largest liquidity injection ever. Journal of Monetary Economics 112
(C), 97–112.

De Haas, R. and I. van Lelyveld (2014). Multinational banks and the global financial
crisis: Weathering the perfect storm? Journal of Money, Credit and Banking 46(1),
333–364.

32



Degryse, H., K. Matthews, and T. Zhao (2018). Smes and access to bank credit: Evidence
on the regional propagation of the financial crisis in the UK. Journal of Financial
Stability 38 (C), 53–70.

Di Maggio, M., A. Kermani, B. J. Keys, T. Piskorski, R. Ramcharan, A. Seru, and
V. Yao (2017). Interest rate pass-through: Mortgage rates, household consumption,
and voluntary deleveraging. The American Economic Review, American Economic
Association 107(11), 3550–3588.

Diamond, D. W. and P. H. Dybving (1983). Bank runs, deposit insurance, and liquidity.
Journal of Political Economy 91(5), 401–419.

Dursun-de Neef, O. (2019). The transmission of bank liquidity shocks: Evidence from
house prices. Review of Finance 23 (3), 629–658.

Fourel, V., J.-C. Heam, D. Salakhova, and S. Tavolaro (2013). Domino effects when banks
hoard liquidity: The french network. Banque de France Working Paper No. 432 , April.

Freixas, X., A. Martin, and D. Skeie (2011). Bank liquidity, interbank markets, and
monetary policy. Review of Financial Studies, Society for Financial Studies 24(8),
2656–2692.

Gabaix, X. (2011). The granular origins of aggregate fluctuations. Econometrica, Econo-
metric Society 79(3), 733–772.

Gabrieli, S. and C.-P. Georg (2015). A network view on interbank market freezes. Working
Papers 488, Economic Research Southern Africa.

Gale, D. and T. Yorulmazer (2013). Liquidity hoarding. Theoretical Economics, Econo-
metric Society 8(2), May.
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A Appendix: Variables Definitions

Table A.1: Variables definition

Variable Definition Unit

Headquarters variables

Shock Dummy equal to 1 during the 24 months after the oc-
currence of an interbank shock.

0 or 1

Affected Dummy equal to 1 if a branch’s headquarters was af-
fected by an interbank shock in the period between Jan-
uary 2008 and December 2009.

0 or 1

Interbank borrowing Log of credit obligations from borrowing and onlending
in the interbank market computed as log of BRL mill.

log

Borrowing rate Ratio of expenses from interbank borrowing to total
interbank borrowing.

rate

Bank size (log BRL mill.) Total size of a bank’s balance sheet computed as the log
of total assets measured in millions of BRL.

log

Capital / Assets Ratio of equity to total assets. rate

NPL / Credit Ratio of non-performing to total outstanding credit.
Non-performing credits are credit reporting some de-
lay in its re-payment record. The ratio is computed by
dividing the volume of non-AA-rated credits (maximum
risk category) to total credit.

rate

Adm. Cost / Income Ratio of administrative costs as reported in banks’ in-
come statements to total income

rate

Liquidity / Assets Ratio of liquid to total assets at the headquarters level.
Liquid assets are defined as cash holdings.

rate

Foreign ownership Dummy variable equal to 1 if a bank is owned by a
foreign financial institution and 0 otherwise.

0 or 1

Foreign funding / Assets Ratio of interbank funding originated outside Brazil and
total assets.

rate

Notes: This table provides a description of the main variables used for the empirical analysis reported
in the paper. Sources are reported in parentheses.
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Table A.1: Variables definition (continued)

Variable Definition Unit

Headquarters variables

State ownership Dummy variable equal to 1 if a bank is owned by a
Brazilian state entity.

0 or 1

C̃BIi Average ratio of liabilities from the BCB to total liabil-
ities in the six months after the interbank shock divided
by the size of the interbank shock. The variable is nor-
malized in a scale from 0 to 1.

rate

Branch variables

∆ Log credit monthly change in log of outstanding commercial credit. growth
rate

∆ Log liquidity monthly change in log of liquid assets defined as cash
holdings.

growth
rate

Branch size (log BRL mill.) Total size of a branch’s balance sheet computed as the
log of total assets measured in millions of BRL.

log

Deposits / Assets Ratio of sight plus saving deposits to total assets. rate

Income / Assets Ratio of income as reported in branches’ income state-
ments to total assets.

rate

Internal funding / Assets Ratio of internal (intra-group) liabilities to total assets. rate

Frisk Dummy equal to 1 for branches with a pre-shock aver-
age ratio, above the sample median, for either the ratios
of internal funding or deposits to total liabilities.

0 or 1

Variables used in the Online Appendix

Mortgage to asset rat. Ratio of outstanding mortgage credits to assets at the
headquarters level

rate

Interbank deposits rat. Ratio of interbank deposits to total liabilities at the
headquarters level

rate

Foreign currency exp. Ratio of net FX-denominated liquid assets to total as-
sets at the headquarters level

rate

Mortgage to asset rat. (BR) Ratio of outstanding mortgage credits to assets at the
branch level

rate

Loan to asset rat. Ratio of outstanding credits to assets at the branch level rate

U.S. Branch Dummy variable equal to 1 if a bank has a related entity
(a branch, subsidiary, or its own foreign headquarters)
located in the U.S.

0 or 1

Notes: This table provides a description of the main variables used for the empirical analysis reported
in the paper. Sources are reported in parentheses.
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