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Abstract
This paper examines the linkages between the trade of goods 
and financial assets. Do both flows behave as complements 
(implying a positive correlation) or as substitutes (negative 
correlation)? Although a classic topic in international mac-
roeconomics, the empirical evidence has remained relatively 
scarce so far, in particular for the Euro area where trade and 
financial imbalance played a prominent role in the build-up of 
the European sovereign debt crisis. Consequentially, we use a 
novel dataset, providing estimates for financial flows and its 
four main categories for 42 countries and covering the period 
from 2002 to 2012, to test the so-called trade-finance nexus. 
Since theoretical models stress that both flows might be in-
fluencing each other simultaneously, we introduce a novel 
time-varying instrumental variable based on capital control re-
strictions to estimate a causal effect. The results of the gravity 
regressions support theories that underline the complementa-
rity between exports and capital flows. When testing the trade-
finance nexus for different types of capital flows, the estimated 
coefficient is most pronounced for foreign direct investment, in 
line with theories stressing informational frictions. Robustness 
checks in the form of different estimation methods, alternative 
proxies for capital flows and sample splits confirm the positive 
relationship. Interestingly, the trade-finance nexus does not 
differ among countries belonging to the EMU, the European 
Union or among core and peripheral Euro area countries.
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1 |  INTRODUCTION

One feature of the world economy over the recent decades has been the marked increase in economic 
integration. This holds especially true for trade and capital flows. For advanced economies, the vol-
ume of trade in goods and services more than quadrupled between 1980 and 2014. During the same 
time, financial globalization through increased capital flows even outpaced trade integration (Davis & 
van Wincoop, 2017; UNCTAD, 2012).

In this paper, we empirically analyze the relationship between trade and finance.1 From a theoretical 
point of view, trade, and financial flows might behave either as complements or as substitutes. If they are 
complements, trade, and financial flows should exhibit a positive relationship, while one would expect a 
negative correlation in the case of substitutes. In his classical analysis, Mundell (1957) shows that trade 
and capital flows are substitutes. An increase in trade integration thus reduces the incentive for capital to 
flow. This view, however, has been challenged by more recent theoretical models incorporating financial 
frictions that point to a complementarity between trade and capital flows (Antràs & Caballero, 2009).

Analyzing the so-called trade-finance nexus is not only pivotal to gain a deeper understanding of 
the interaction of the forces that shape the process of globalization, but also directly relates to current 
international debates among policy makers that prominently focus on trade, as illustrated by the con-
troversial and publicly scrutinized discussions concerning the NAFTA and TTIP (re)negotiations or 
the US-China trade deficit, but do not shed light on the role of financial integration in this process. 
Furthermore, these linkages are also relevant when analyzing currency and financial crises (Goldberg 
& Klein, 1999). For instance, sudden reversals of capital flows can have severe consequences for the 
real economy. These considerations are especially important in the context of the sovereign debt crisis 
in the European Monetary Union. The introduction of the Euro fuelled large current account imbal-
ances in the "peripheral" countries, such as Spain, induced by cheap financing by "core" countries 
such as Germany (Hale & Obstfeld, 2016). When the external imbalances came to light during the be-
ginning of the Euro area sovereign debt crisis end-of 2009, it became a contested policy issue whether 
and to what extent both types of flows from the core to the periphery were related.

Separately, the determinants of trade and capital flows have been analyzed through the lens of the 
gravity equation pioneered by Tinbergen (1962) and attracted a remarkable attention in the academic 
literature (Head & Mayer,  2014; Papaioannou, 2009). However, only a few academic studies inves-
tigate the interaction between both flows. Using bilateral data, these studies generally find a positive 
relationship between trade and financial flows. However, they are either constrained by relying on a 
cross-sectional framework (Aviat & Coeurdacier, 2007; Lane & Milesi-Ferretti, 2008), focusing on only 
one particular source country (Kalemli-Ozcan & Nikolsko-Rzhevskyy, 2010; Taylor & Wilson, 2011), 
or not controlling for endogeneity between trade and financial flows (Portes & Rey, 2005).2

Consequently, our contribution complements the existing literature in several ways. First, we pro-
vide a comprehensive econometric analysis to test whether trade and financial flows do co-move 
using a novel dataset by Hobza and Zeugner (2014). This dataset improves earlier efforts in several 
dimensions: it provides (a) consistent estimates of the bilateral financial flows between countries, (b) 
by different types, (c) covering a broad range of countries for (d) an extended period of time, including 
the recent period of economic crisis.3 Second, we split our aggregate measure of capital flows into 
different types, namely foreign direct investment (FDI), portfolio equity, and debt as well as other 
investment to address their heterogeneous impact on trade. Third, we introduce a novel instrumental 
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variable in our empirical framework, based on a time-varying index of the magnitude of capital con-
trol restrictions compiled by Fernández et  al.  (2015), to account for potential endogeneity. Lastly, 
we also contribute to the literature on the effects of monetary unions by testing whether the effect of 
financial flows on trade flows differed along country pairs that belonged (a) to the European Union 
(EU), (b) to the Euro area (EA), and (c) to a core and a peripheral EMU country.4

To briefly summarize our main findings, the estimation results point to a robust complementarity 
between trade and finance. The benchmark fixed effects regression shows that aggregate financial 
flows—defined as net acquisitions of foreign assets by domestic agents5—are statistically positively 
correlated with trade flows: each Euro in gross capital outflows increases exports by 25 Cents. This 
positive relation is robust to (a) splitting the sample across different time periods (pre- and post-crisis), 
(b) different estimation methods (fixed effects, random effects, pooled OLS), and (c) estimations in 
logarithms. The statistically significant relationship holds even after using instrumental variable (IV) 
estimations: in our preferred setting, each Euro increase of capital flows raises exports by 52 Cents. 
The effect varies across the different types of capital flows, with FDI having the strongest positive im-
pact on exports. However, the trade-finance nexus is not statistically different within certain country 
clusters, namely (a) the EU, (b) the EMU or (c) between core and peripheral EMU countries.

The remained of the paper proceeds as follows: Section 2 presents our main hypothesis, the data 
and empirical framework, Section 3 discusses the estimation results, while Section 4 concludes.

2 |  EMPIRICAL FRAMEWORK

2.1 | Regression framework and hypothesis

In the following, we will proceed by empirically testing three hypotheses. The first hypothesis con-
cerns the general interlinkage between finance and trade. In order to investigate the trade-finance 
nexus, we rely on a well-established framework: the gravity equation. Our empirical gravity equation 
takes the following functional form

where

• exportsijt stands for real exports from country i to country j in year t,
• finflowsijt represents real financial flows6 from country i to country j in year t, consisting of the sum 

of FDI, portfolio flows (debt and equity) and other investment,
• ln(GDP) is the logarithm of real GDP of country i and j,
• ln(pop) is the logarithm of the population of country i and j,
• �i and �j are sending and receiving country fixed effects to absorb time-invariant country specific 

effects,
• �t are time fixed effects to control for year-specific shocks,
• �ijt is the idiosyncratic error term, assumed to be identically and independently distributed,
• the vector Xij includes different country-pair specific gravity variables that are common in the liter-

ature. We include the distance between two countries as a proxy for trade costs and add five binary 
variables that are unity if i and j (a) have a common language, (b) share a common border, (c) had 
ever had a colonial link, are members of (d) the EU and (e) the EA, respectively.

(1)
exportsijt =�+�1finflowsijt+�2ln

(
GDPit

)
+�3ln

(
GDPjt

)
+

�4ln
(
popit

)
+�5ln

(
popjt

)
+ΩXij+�i+�j+�t+�ijt
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We can summarize hypothesis one as follows: if the coefficient of financial flows, �1, is positive, 
financial and trade flows are complements. If it is negative, however, financial and trade flows are 
substitutes.

The second hypothesis to be tested focuses on the question of whether the trade-finance nexus 
varies across members of three different country clusters, that is, (a) the EU, (b) the EA, or (c) the 
core-periphery within the EA. Consequently, we expand our benchmark Equation (1) by an interaction 
term between financial flows and the dummy variable "Region." For the country cluster EA and EU, 
this dummy variable equals 1 if both source and destination country belong to both the Euro area and 
the European Union, respectively. In case of the "core-periphery" cluster, the dummy variable takes 
the value 1 if the sending country belongs to the core and the receiving country to the periphery and 
zero otherwise, thus reflecting the focus of the policy discussion during the sovereign debt crisis.

We do not have a prior regarding the direction of the influence. On the one hand, common rules 
(and a common currency) should decrease informational frictions, making capital flows less depen-
dent on trade relations. On the other hand, common institutional features could also fuel relationships 
between countries that traditionally had low transaction costs, leading to a stronger complementarity. 
As such, a positive (negative) estimated coefficient for �2 is evidence for a stronger complementarity 
(substitutability) of trade in the form of exports and financial flows between country-pairs belonging 
to that specific cluster compared to the other country-pairs.

Using an aggregate measure for financial flows, we restrict the four different types, namely FDI, 
other investment, portfolio debt and portfolio equity, to have the same effect on real exports. However, 
the aggregate linkage between trade in goods and financial assets might be driven only by a subset 
of these flows (Koepke, 2015) Therefore, our third hypothesis focuses on whether exports do react 
heterogeneously and in an idiosyncratic way to different types of financial flows by running Equation 
(1) for each of the four types separately.

In line with the literature, we start using and evaluating the performance of several estimators: a 
pooled OLS estimator to generate a first benchmark regression as well as fixed (within) and random 
effects to control for unobserved heterogeneity.

Since theoretical models imply that financial and trade flows may influence each other simulta-
neously, it is crucial to implement an instrumental variable approach to estimate a causal relationship 
instead of establishing mere correlations. Despite the difficulties to find adequate instruments for 
either of the two variables given their common drivers, we argue to have identified valid instruments 
for financial flows, as will be discussed in detail in Section 3.4. Consequently, we opt for modeling 
trade as dependent and financial flows as independent variable, even though the reverse, that is, cap-
ital flows as dependent variable and trade as independent variable, would also be possible (Aviat & 
Coeurdacier, 2007).

2.2 | Data

One of the core pillars of our empirical analysis are the bilateral financial flow data provided by Hobza 
and Zeugner (2014). Gross bilateral financial outflows are defined as net financial asset purchases 
of the reporting (sending) country in the partner (receiving) country. Their data have some distinct 

(2)
exportsijt =�+�1finflowsijt+�2finflowsijt×REGIONijt+

�3REGIONijt+�4lnGDPit+�5lnGDPjt+

�6lnpopit+�7lnpopjt+ΩXij+�i+�j+�t+�ijt
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advantages compared to earlier data sources. First, Hobza and Zeugner (2014) provide consistent es-
timations for financial flows.In particular, their estimates are corrected for the valuation effect, which 
is crucial when deriving financial flows from financial stock data (Gourinchas, 2008). Second, it pro-
vides a broad country and time coverage and, third, it is available for different financial instruments. 
Generally, financial flows between two countries can also stem from more complex international 
transactions. This is especially true for financial centers which act as intermediaries. Financial flows 
to these centers will be markedly more pronounced than trade flows, potentially hiding the true rela-
tion between both variables. Consequently, we drop the financial hubs from our dataset, in line with 
the literature (Peter, 2012).

For our data analysis, we label "gross financial flows" as the sum of FDI, portfolio equity, portfolio 
debt and other investment flows. Data on bilateral trade relations are taken from the IMF Direction 
of Trade Statistics (DOTS). We use the respective consumer price index to deflate the financial (har-
monized EU CPI) and export (US CPI) data, whereas the latter are then converted to Euros. Data 
on real GDP and population are taken from the WDI Database of the World Bank. CEPII provides 
the time-invariant gravity-type variables: distance, common border, former colony, and common lan-
guage. Our final sample of countries includes 42 source and host countries from 2002 to 2012.

2.3 | Descriptive statistics

Table 1 presents the descriptive statistics of the main variables contained in our empirical model. On 
an annual basis, countries in our sample invest on average around 1, 2 billion EUR in each partner 
country. These aggregate statistics hide, however, a significant level of heterogeneity. For instance, 
on a country-pair level, bilateral financial flows between the United States and the United Kingdom 
are the biggest in magnitude, reaching their peak volume of 280 billion EUR (from United Kingdom 
to the United States) in 2006. When it comes to the type of capital flow, bilateral debt flows are, on 

T A B L E  1  Descriptive statistics

Observations Mean SD Min Max

Fin. flows 18,942 1,236 9,291 −156,752 280,257

Real exports 18,942 3,094 12,059 0 283,698

Language 18,942 .074 .26 0 1

Former colony 18,942 .033 .18 0 1

Log. distance 18,942 8 1.1 4.1 9.9

Log. GDP 18,942 26 1.7 22 30

Log. population 18,942 16 1.5 13 20

Debt 18,942 757 7,887 −172,451 246,959

Equity 18,942 479 3,469 −60,833 77,274

FDI 18,942 364 2,475 −40,240 83,939

Other investment 18,942 385 6,078 −110,280 166,354

Portfolio debt 18,942 372 3,837 −64,334 125,651

Portfolio equity 18,942 116 2,411 −77,422 68,213

Notes: Financial flows are the sum of FDI, portfolio equity, and debt and other investment. Exports and all types of financial flows 
are denominated in mio. Euros (real, 2010).
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average, with 757 million EUR around 58% larger than aggregate bilateral equity flows, with other 
investment and FDI being the biggest position in debt and equity flows, respectively.

3 |  ESTIMATION RESULTS

3.1 | Are trade and financial flows complements or substitutes?

Our first hypothesis investigates whether an increase in gross capital outflows is matched by an in-
crease in bilateral exports. Or put differently: do trade and finance co-move? A positive relationship 
would indicate complementarity, a negative substitutability between both flows. Table 2 provides 
estimates of Equation (1) with pooled OLS (column 1), RE (column 2) and FE (column 3). For all 
specifications, we cluster the standard errors at the country-pair level. In all three models, financial 
flows are positively correlated with exports. These results support theories stressing that trade in 
goods and in financial assets are not substitutes but behave as complements. The size of the effect, 
however, varies. The results for the pooled OLS and fixed effects model are in close range: for the 
former (column 1), a one Euro increase in bilateral financial flows raises exports by 0.31, and for the 
latter (column 3) by 0.25 Euros, respectively. The coefficient for the RE model drops compared to the 
FE setting by around 90% to 0.02 Euros.

The difference in the magnitude of the coefficient �1 can be explained by the way the unobserved 
heterogeneity on the country-level is modeled.7 Consider, for instance, the quality of institutions, 
such as a better administration and a judicial system that ensures the rule of law. These time-invari-
ant variables are captured by the country-specific effects �i and �j. Generally, countries with better 
institutions are expected to exchange more in finance and trade (Papaioannou, 2009). Consequently, 
our variables of interest, financial flows and exports, are positively correlated with the unobserved 
country-specific effects. Their inclusion explains the drop in the estimated coefficient �1 in column 
3 compared to column 1. Furthermore, the assumption of the random effects model that the coun-
try-specific effects and the covariates are uncorrelated is violated.8 Therefore, we use the fixed effects 
estimator for our subsequent analysis, as proposed by Egger (2000).

T A B L E  2  OLS, fixed, and random effects estimation results

(1) OLS (2) RE (3) FE

Financial flows 0.310 0.0221 0.250

(0.0706) (0.00766) (0.0576)

Observations 18,942 18,942 18,942

R2 0.351 0.450

Year FEs ✓ ✓

Sending FEs ✓

Receiving FEs ✓

Gravity controls ✓ ✓ ✓

Notes: The dependent variable is real bilateral exports. Capital flows are the sum of foreign direct, portfolio debt and equity and other 
investment. Clustered standard errors at the country-pair level in parentheses.
***Significance at the 1% level. 
**Significance at the 5% level. 
*Significance at the 10% level. 
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3.2 | Does the trade-finance nexus vary for different country clusters?

Our estimation results suggest that real exports and financial flows do co-move. In this section, we 
analyze whether the movement of financial flows and exports varies for three specific country clus-
ters. These clusters are based on whether both sending and receiving country are members of (a) the 
EU, (b) the EA, or whether within the EA (c) the sending country belongs to the core and the receiv-
ing country to the periphery (core-periphery). Table 3 depicts the estimation results using fixed effect 
estimation with country and time specific fixed effects. Column 1 and column 2 display the results for 
the interaction between membership in the EU and the EA, respectively, while column 3 focuses on 
the core-periphery dimension.

In all three cases, the interaction terms are not statistically significant, pointing to the fact that the 
degree of correlation between trade and financial flows does not behave differently within our regional 
clusters compared to the other country pairs in the sample. Due to a significant overlap between EA 
and EU member states, multicollinearity issues could potentially reduce the efficiency of the esti-
mation. As such, we re-run regression (2), but drop the EU and EA country dummy, respectively, as 
additional regressor. The results do, however, not change markedly, and confirm that the finance-trade 

T A B L E  3  Fixed effects model estimation results: country clusters I

(1) EU (2) EA (3) Core - Per.

Financial flows 0.303 0.249 0.255

(0.108) (0.0689) (0.0612)

EU 995.8

(447.7)

EU × Financial flows −0.130 (0.121)

EA 2,565.8

(654.8)

EA × Financial flows 0.00713

(0.111)

Core periphery 1551.9

(2,211.0)

Core periphery × Financial flows −0.115

(0.0884)

Observations 18,942 18,942 18,942

R2 0.452 0.450 0.450

Year ✓ ✓ ✓

Sending ✓ ✓ ✓

Receiving ✓ ✓ ✓

Gravity ✓ ✓ ✓

Notes: The dependent variable is real bilateral exports. The regional dummy takes the value of 1 for country-pairs belonging to the 
European Union (column 1), the Euro area (column 2) or if the sending country belongs to the core and the receiving country to 
the periphery (column 3). The independent capital flow variable enters the equation in real terms. Clustered standard errors at the 
country-pair level in parentheses.
***Significance at the 1% level. 
**Significance at the 5% level. 
*Significance at the 10% level. 
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nexus remains the same along the membership of the EU, EA, and the core-periphery pattern (see 
Table A.4 in the Online Appendix).

3.3 | Are exports driven by a particular subset of capital flows?

The analysis so far relied on the sum of portfolio debt and equity, FDI and other investment as a proxy 
for aggregate capital flows. In the following, we investigate whether our results are particularly driven 
by a subset of our four different capital flows. In a first assessment, the comparison of correlation 
coefficients between the different types and exports reveals that the magnitude varies. All flows are 
positively related with exports, with FDI and portfolio debt having the strongest positive correlation, 
followed by other investment and portfolio equity.9 In the following, we test the reactivity of exports 
to the four different types of capital flows separately.

Our findings, as depicted in Table  4, point to a strong heterogeneity across different types of 
capital flows and their impact on exports. Specifically, exports react most strongly to foreign direct 
investment (column 1), followed by portfolio debt (column 3), and other investment (column 2). Apart 
from portfolio equity (column 4), the estimated coefficients for the other three types of capital flows 
are significant at the 1% level. These findings are consistent with arguments that link capital flows to 
informational frictions. In analogy to the theory in corporate finance, these frictions may lead to a cer-
tain "pecking order" for cross-border financial flows (Hahm & Shin, 2009). In the same vein, Daude 
and Fratzscher (2008) show that foreign direct investment has stronger ownership implications and 

T A B L E  4  Fixed effects model estimation results: types of capital flows

(1) (2) (3) (4)

FE FE FE FE

FDI 1.107

(0.337)

Other investment 0.166

(0.0327)

Portfolio debt 0.485

(0.111)

Portfolio equity 0.104

(0.0887)

Observations 18,942 18,942 18,942 18,942

R2 0.462 0.424 0.440 0.418

Year FEs ✓ ✓ ✓ ✓

Sending FEs ✓ ✓ ✓ ✓

Receiving FEs ✓ ✓ ✓ ✓

Gravity Controls ✓ ✓ ✓ ✓

Notes: The dependent variable is real bilateral exports. The different types of capital flows as independent variable enter the equation 
in real terms. Clustered standard errors at the country-pair level in parentheses.
***Significance at the 1% level. 
**Significance at the 5% level. 
*Significance at the 10% level. 
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higher fixed costs which makes it more information sensitive than portfolio investment. Generally, an 
increased volume of capital flows between two countries may also alleviate information asymmetries 
that lead in turn to increased exports. However, due to the different flow-dependent informational 
sensitivities, the reactivity of exports to different types of capital flows may vary.

In order to illustrate this case, consider the effect of FDI on exports from an informational-fric-
tions perspective. Since FDI requires more interaction and deeper knowledge of the market than other 
forms of investment, it should also exert the biggest effect on exports (Daude & Fratzscher, 2008). As 
column 1 confirms, a one Euro FDI flow is associated with 1.1 Euros of additional exports, more than 
double the amount as in the case of portfolio debt that is ranked second with regard to its effect on 
exports (column 3). The magnitude of the estimated coefficient is in line with the findings of Fontagné 
and Pajot (2002) who estimate an increase in exports of around 1.2 US-Dollars for each US-Dollar 
invested. Other reasons for the stronger co-movement between FDI and exports may also reflect an 
increase in intra-firm trade due to vertical integration since affiliates may rely on the parent company 
for intermediate or capital goods given the fragmentation of the production process (Goh et al., 2013) 
or risk-sharing motives (Coeurdacier & Martin, 2009).

3.4 | Endogeneity

Up to this point, we have treated financial flows as exogenous and, thus, as a valid regressor. However, 
theoretical models do not uniquely identify a common direction of causation between both types of 
flows, giving rise to the possibility that trade and financial flows influence each other jointly (Antràs 
& Caballero, 2009; Jones, 1967). Furthermore, our financial flows data are estimated and may contain 
measurement error, a fact acknowledged by Hobza and Zeugner (2014). The measurement error and 
potential reverse causation between trade and finance require the use of instrumental variable meth-
ods, a challenge in the context of the trade-finance nexus (Collins et al., 1997). While the measure-
ment error attenuates the OLS and FE estimator toward zero, the direction of the simultaneity bias is 
more difficult to establish.10

In this context, we propose two different instrumental variable specifications. The first is a novel 
approach based on an index measuring the intensity of restrictions of capital flows across borders by 
Fernández et al. (2015). The authors provide broad indicators on a country's stance toward outward 
and inward capital controls, building on the IMF's Annual Report on Exchange Arrangements and 
Exchange Restrictions (AREAER). We create our time-varying instrumental variable capital control 
index by summing the index of outward capital restrictions from sending country i with the index of 
inward capital flow restrictions in country j. An increase in this index reflects the fact that either the 
sending of the flows from country i or the receipt of the flows by country j is getting more difficult, 
impacting bilateral capital flows negatively. In order to be valid, instrumental variables must be both 
relevant and exogenous, meaning that the instrument must be (strongly) correlated with financial 
flows but not with the error term. Regarding relevance, previous research established that capital ac-
count openness is positively related to financial flows (Hattari & Rajan, 2011).

In a second specification and following previous studies (Aviat & Coeurdacier, 2007; Beck, 2002), 
we use variables popularized by the "law and finance" literature as instruments for capital flows. In a 
string of papers, La Porta et al. (1997), La Porta et al. (1998) find that the legal origins and practices 
have a significant effect on the development of financial markets. Specifically, we use an index refer-
ring to the strength of (a) creditor and (b) shareholder rights in a given country provided by La Porta 
et al.  (1998). We complement our sample by data on creditor and shareholder rights for transition 
economies provided by Pistor et al. (2000). In all specifications, we employ the bilateral sum of the 
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creditor and shareholder rights, respectively, to instrument for bilateral financial flows. As before, 
these instruments are valid if they affect exports only through financial flows but do not have a direct 
effect on exports or are correlated with any omitted variable that also affects exports.

Table 5 depicts our estimation results. In column 1, we include financial flows with a one-period 
time lag in order to minimize simultaneity concerns. Second, we instrument the financial flow vari-
able with its first lag (column 2). While the coefficient in column 1 does not differ markedly from 
our benchmark results (Table 2 column 3), it doubles nearly in size in column 2. In both cases, the 
coefficients remain positive and statistically significant.

Column 3 shows the IV results based on our time-varying capital control instrument. The coeffi-
cient doubles in magnitude compared to our benchmark FE results (Table 2 column 3) and remains 
significant at the 5% level. This result is what we would expect given a bias toward zero due to measure-
ment error that got magnified (reduced) by a downward (upward) simultaneity bias. The instrument 
enters significantly in the first stage regression and the F-statistic of our excluded instruments (first 
stage regression) amounts to 12.20, surpassing the rule-of-thumb value of 10 (Staiger & Stock, 1997). 
The Kleibergen-Paap LM statistic rejects the null hypothesis that our model is underidentified. Due 
to the limited availability of our capital control index, our sample size for estimating our IV model in 
column 3 drops by around 3,000 observations compared to our benchmark fixed effects regression.11

T A B L E  5  Instrumental variable model estimation results

(1) (2) (3) (4) (5)

FE: Lag IV: Lag IV: Capital contr. IV: Law IV: all IVs

Financial flowst−1 0.248***

(0.0501)

Financial flows 0.585*** 
(0.169)

0.522** (0.205) 1.190*** 
(0.433)

1.237***

(0.438)

Observations 17,220 17,220 15,466 1,482 1,190

R2 0.455 0.390 0.439 0.525 0.538

F-statistic excl. instr. 12.20 16.02 11.22

Kleibergen-Paap p value .00 .00 .00

Hansen J-statistics p value .18 .26

Sending ✓ ✓ ✓

Receiving ✓ ✓ ✓ ✓ ✓

Year ✓ ✓ ✓

Gravity ✓ ✓ ✓ ✓ ✓

Notes: The dependent variable is real bilateral exports. Capital flows are the sum of foreign direct, portfolio debt and equity and 
other investment. Column 1 uses one-period lagged financial flows as predetermined regressor. Column 2 makes use of one-period 
lagged financial flow as instrument for current financial flows. Column 3 uses the sum of outward capital flow restrictions of sending 
country i with inward capital flows restrictions of receiving country j as instrumental variable for capital flows. Column 4 uses the 
sum of bilateral shareholder and creditor rights as instrumental variables for capital flows. Column 5 uses the instrument from column 
3 and the two instruments from column 4. Column 1–3 are estimated with fixed effects panel instrumental variable models, column 
4 and 5 as a cross-section with OLS including receiving country fixed effects. Clustered standard errors at the country-pair level in 
parentheses.
***Significance at the 1% level. 
**Significance at the 5% level. 
*Significance at the 10% level. 
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Column 4 presents the cross-sectional regression results based on our two instruments stemming 
from the "law and finance" literature. Since these instruments are time-invariant, we calculate the 
mean of our regressors over the sample period and employ OLS including receiving-country fixed 
effects. The first stage regression shows that both instruments are sufficiently strong. The F-statistic of 
our excluded instruments (first stage regression) amounts to 16.02 which is above the rule-of-thumb 
value of 10, and the Kleibergen-Paap LM statistic indicates that our model is not underidentified. In 
contrast to the IV approach in column 3 where we only used one instrument, in column 4 we use two 
instruments. This enables us to perform an overidentifying restriction test. Assuming that at least 
one of the two instruments is exogenous, the empirical realisation of the Hansen J-statistic shows 
that both instruments can in fact be considered as exogenous. As a further robustness check, we in-
clude the mean of the capital flow restriction index used in column 3 as an additional instrument to 
our cross-sectional regression specification of column 4. The results are displayed in column 5. The 
empirical realisation of the Hansen J-statistic still supports the inclusion of all the instruments as not 
correlated with the error term, providing further support for the validity of the use of the capital con-
trol restriction index in column 3.

The estimated coefficient of financial flows remains positive and statistically significant at the 
1% level, but nearly quadruples in size with regard to our benchmark estimation results in column 3 
Table 2. The difference in the magnitude of the coefficient in columns 3 and 4 is related to two issues: 
First, we are estimating a cross-sectional regression that does not allow to include time fixed effects 
as well as source and receiving country fixed effects jointly. As such, we cannot rule out that omitted 
factors correlated with financial flows are driving our results. Secondly, our sample size is reduced 
markedly due to missing observations for the instrumental variables.12 Overall, the results of this sec-
tion show that—using two different sets of instruments to address concerns related to the simultaneity 
of trade and capital flows and measurement errors in capital flows—our main conclusions remain 
unchanged: capital flows have a strongly significant effect on exports.

3.5 | Robustness checks

Our empirical results show that financial flows and exports are positively linked. This positive rela-
tionship holds after instrumenting capital flows with a bilateral capital controls' index. In this section, 
we provide further robustness checks.

Our sample includes both the eruption of the global financial crisis in 2007 and the subsequent 
sovereign debt crisis in the Euro area that started in 2010. The crisis and spill-overs could potentially 
influence the pattern of trade and capital flows and mark a structural break for the trade-finance nexus.

To test this hypothesis, we split our panel in two sub-periods: a “pre-crisis” period from 2002 to 
2007 (2002–2008) and a "crisis" episode from 2008 to 2012 (2009–2012). As our results displayed in 
Table 6 suggest, the different time splitting does not change the basics of our previous empirical find-
ings since the coefficient remains positive for both sub-periods. Yet, the correlation between exports 
and financial flows was stronger during the "crisis" period (column 2 and column 4, respectively). 
The magnitude of the estimated coefficient nearly doubles, potentially reflecting that the scale of the 
crisis could indeed have led to a stronger interlinkage between both types of flows (Milesi-Ferretti & 
Tille, 2011).

A further robustness check concerns the functional form of the regression equation. Further above, 
we have estimated the patterns between exports and financial flows in levels. In the following, we 
repeat the estimation of Equation (1) with two logarithmic transformations of the financial flows data. 
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Following Papaioannou (2009), our first transformation relies on the log-modulus transformation. 
Specifically, we transform the financial flows using Equation (3):

As said, we add one to the logarithm of the absolute value of the variable x (in our case capital 
flows) and multiply it with its sign. Adding the constant ensures that values of zero in the original 
scale are preserved in the transformed scale.

When applying our second transformation to capital flows, we divide each observation of capital 
flows by the smallest value min (capital flows) such that the resulting fraction is always (marginally) 
higher than −1, following Fontagné and Pajot (2002), and add one Euro before taking the logarithm 
to assure that the re-scaled variable is positive.

We run our benchmark regression (Equation (1)) using both transformations for capital flows. 
These two transformations allow us to implement the Poisson pseudo-maximum likelihood estimator 
(PPML), first proposed by Santos Silva and Tenreyro (2006). The PPML gained popularity in the re-
cent empirical gravity literature since it tackles the problems of heteroskedasticity and the well-known 
"zero trade flows" while allowing for the inclusion of fixed effects.

The corresponding results are shown in Table 7. The first two columns that use the log-modulus 
transformation confirm our previous findings. Capital flows are positively and statistically signifi-
cantly linked to exports, with a 10% increase raising exports by 0.1%. The PPML estimator also 
points to a robust positive link between both types of flows (column 2). The results using the second 

(3)L (x) = sign (x) *log (|x| + 1)

(4)ln

�
1 +

capital flows

�min (capital flows)� + 1

�⎛
⎜⎜⎜⎝

<0, for capital flows<0

=0, for capital flows=0

>0, for capital flows>0

T A B L E  6  Fixed effects model estimation results: sample split

(1) (2) (3) (4)

2002–2008 2009–2012 2002–2007 2008–2012

Financial flows 0.215 0.385 0.233 0.319

(0.0424) (0.135) (0.0407) (0.129)

Observations 12,054 6,888 10,332 8,610

R2 0.442 0.478 0.444 0.467

Year FEs ✓ ✓ ✓ ✓

Sending FEs ✓ ✓ ✓ ✓

Receiving FEs ✓ ✓ ✓ ✓

Gravity Controls ✓ ✓ ✓ ✓

Notes: The dependent variable is real bilateral exports. Capital flows are the sum of foreign direct, portfolio debt, and equity and other 
investment. Clustered standard errors at the country-pair level in parentheses.
***Significance at the 1% level. 
**Significance at the 5% level. 
*Significance at the 10% level. 
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transformation differ, however. Using FE (column 3), higher capital flows lead to smaller exports, 
but the estimated coefficient is not significant. Yet, the PPML specification (column 4) results in a 
positive estimated coefficient that is significant at the 5% level. Here, a 10% increase in capital flows 
leads to a 0.4% increase in exports. Arguably, as Fontagné and Pajot (2002) note, the estimation results 
for the re-scaling method are subject to the data transformation process, and the resulting estimations 
depend significantly on it. As such, the coefficients, especially of column 3 and 4 in Table 7, have to 
be interpreted cautiously. Nevertheless, the results of the log-log specifications tend to support our 
findings in the preceding sections, that is, that exports and capital flows do co-move and are, thus, 
complements, not substitutes.13

4 |  CONCLUSIONS

International economics has not yet conclusively clarified the relationship between financial and trade 
flows: Can they be considered as complements, as suggested by Antràs and Caballero (2009), or as 
substitutes, following Mundell (1957)? The nature of the relationship between the two flows is of 
crucial interest to gain a better understanding of the interplay between two important drivers of glo-
balization and economic integration.

In order to investigate the relationship between bilateral trade and capital flows, the so-called 
trade-finance nexus, we rely on a novel dataset by Hobza and Zeugner (2014) that provides estimates 
of bilateral gross financial outflows—defined as net purchases of foreign financial assets by domestic 
agents—for 42 sending and receiving countries from 2002 to 2012. Based on these data, we estimate 
the effects of capital flows on exports in a gravity framework. Our results suggest that capital flows and 
exports are complements, that is, we find a positive relationship between the two that is statistically 

T A B L E  7  Fixed effects and PPML model estimation results: logarithmic transformations

Log-modulus Re-scaling

(1) (2) (3) (4)

FE PPML FE PPML

Log. financial flows (I) 0.00991*** 0.00531***

(0.00125) (0.000989)

Log. financial flows (II) −0.0651 0.0365**

(0.0820) (0.0183)

Observations 18,940 18,940 18,942 18,942

R2 0.883 0.911 0.883 0.911

Sending ✓ ✓ ✓ ✓

Receiving ✓ ✓ ✓ ✓

Year ✓ ✓ ✓ ✓

Gravity ✓ ✓ ✓ ✓

Notes: The dependent variable is real bilateral exports. Capital flows are the sum of foreign direct, portfolio debt and equity and other 
investment. Clustered standard errors at the country-pair level in parentheses.
***Significance at the 1% level. 
**Significance at the 5% level. 
*Significance at the 10% level. 
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as well as economically significant. Our benchmark regression indicates that, ceteris paribus, a one 
Euro increase in capital flows leads to a 0.25 Euros increase in exports. A battery of robustness checks 
confirms the positive pattern between both types of flows. As exports and financial flows are likely 
to influence each other simultaneously, we have used two different instrumental variable strategies to 
identify an exogenous movement of capital flows, that is, not related to bilateral exports, to establish 
a causal relationship: (a) a new time-varying index for bilateral capital flow restrictions based on 
Fernández et al. (2015), and (b) two cross-sectional indices on the quality of creditor and debtor rights 
by La Porta et al. (1998). Both instrumental variable approaches confirm our previous results, that is, 
we find a positive and statistically as well as economically significant effect of capital flows on trade, 
with an increase of one Euro of trade in financial assets leading to an estimated increase of around 0.5 
Euros in exports. As such, gross capital outflows—that is, net purchases of foreign financial assets 
by domestic agents—drive exports, supporting theories that stress the complementarity between both 
types of flows.

Since bilateral imbalances within the European Monetary Union are considered to be a main driver 
for the eruption of the sovereign debt crisis in 2009, we investigate potential variations in the trade-fi-
nance nexus along three distinct country-pair clusters. However, we do not find any evidence that the 
effect is stronger within (a) the European Union, (b) the European Monetary Union and (c) among 
country pairs with the sending and receiving country being from the core and periphery of the EMU, 
respectively. Splitting up the aggregate bilateral capital flows into its four components, we find that 
capital flows that are more sensitive to information, like FDI, have a stronger impact on exports. This 
finding is in line with theories that stress informational frictions as driver for a positive linkage of 
trade in goods and financial assets.

Our findings have several policy implications. With regards to the EMU, the outbreak of the sover-
eign debt crisis evidently demonstrated that some Euro area countries need to change their economic 
model from relying on domestic consumption toward more export-led growth. Indeed, as for instance 
Belke et al. (2014) point out, the economic recovery in these member states significantly depends on 
a strong export performance to boost growth and employment. Therefore, policy initiatives such as 
the banking or capital markets union that have the goal to integrate fragmented financial markets can 
have important real consequences since an institutional framework that facilitates the cross-border ac-
quisition of financial assets will also improve the increase of cross-border trade of goods and services. 
This insight also relates to current issues in international policy making—such as discussions on trade 
imbalances—that mostly neglect the important role of financial integration in this process. Moreover, 
the complementarity between trade and financial flows has also implications for economies with a 
rather closed capital account that are currently undergoing structural transformation and target to 
increase their export performance. One way to achieve this aim would be by lifting the capital control 
restrictions, therefore increasing financial flows, and thus trade in goods and services.

More research on the trade-finance nexus seems warranted. It would be interesting to validate our 
estimation results with new data on capital flows that improve on the already impressive efforts of 
Hobza and Zeugner (2014) both in country coverage and extending over a longer time period. Such a 
sample would allow to investigate whether the relationship between trade and capital flows is different 
between emerging markets and advanced economies, or whether the introduction of the Euro in 1999 
had a significant influence on the patterns of both flows. Another fruitful area for future research 
concerns the combination of empirical analyses with rigorous theoretical underpinnings that investi-
gate the drivers and channels of the trade-finance nexus in order to distinguish which of the various 
theoretical models is supported by the data. These include, among others, approaches that incorporate 
macroeconomic dynamics, such as a changing industrial structure (Jin, 2012), or models focusing on 
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the role of financial conditions, such as trade finance or financial constraints (Antràs & Foley, 2015; 
Chan & Manova, 2015).
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ENDNOTES
 1 Throughout the paper we use the words financial and capital flows interchangeably, likewise for European Monetary 

Union and Euro area. 

 2 The working paper version includes a thorough review of the theoretical and empirical literature. 

 3 There are several datasets that compile bilateral financial data, for instance Gourinchas et al.  (2012) or Waysand 
et al. (2010). However, they are either constrained in the cross-sectional coverage, that is, countries, or in their time 
dimension. Neither of them provides estimates of bilateral financial flows. 

 4 We define the core as Austria, Finland, France, Germany, Netherlands, and the periphery as Greece, Ireland, Italy, 
and Portugal, Spain. 

 5 Throughout the study, a positive (negative) value of net foreign acquisitions is equivalent to an increase (decrease) in 
outward bilateral capital flows. 

 6 While bilateral gross foreign assets are either positive or 0, the underlying financial flows are not. By taking log-
arithms of our capital flows measure, we would lose around one third of our observations and censor our sample 
substantially. Following Rose and Spiegel (2002) and Fontagné and Pajot (2002), we, therefore, include the variables 
of interest, real exports and real financial flows, in levels. 

 7 As Egger (2002) pointed out in the context of the gravity equation, ignoring the unobserved heterogeneity and using 
a pure cross-sectional approach, that is, pooled OLS, is likely to result in a severe misspecification. 

 8 In order to discriminate more formally between using a fixed or a random effects model, we employ both the Hausman 
and the LM test, with the latter being appropriate in the case of heteroscedasticity. Both are rejected at the 1% signif-
icance level. 

 9 The results are depicted in the Online Appendix. 

 10 Consider the simultaneous relationship of exports and financial flows as governed by the two following simplified 
equations: exportsij = �

1
finflowsij + uij and finflowsij = �

1
exportsij + zij. Simultaneity of capital flows and exports leads 

to an upward bias under the assumption that �
1
 and 𝛽

1
> 0 and 𝛾

1
+ 𝛽

1
< 1. For a further discussion, see Wooldridge 

(2010). 

 11 Running the benchmark FE estimation with the same IV sample as in column 3 leads only to a marginally different 
coefficient, see column 1 in Table A.5 in the Online Appendix. 

 12 In column 2 of Table A.5 in the Online Appendix, we run an OLS regression with receiving country fixed effects 
based on the identical IV sample as in column 4. The estimated coefficient is still lower than compared to the results 
of column 4, supporting our hypothesis that measurement error and simultaneity between capital flows and exports 
exert a downward bias. 

 13 We provide further additional robustness checks supporting complementarity between exports and financial flows 
in the Online Appendix, among them using country-pair dummies and financial asset holdings both in levels and 
differences, that are also thoroughly explained in the Working Paper version of this paper. 
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