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Abstract
Algorithmic decision-making (ADM) systems have come to support, pre-empt or substitute for human decisions in manifold
areas, with potentially significant impacts on individuals’ lives. Achieving transparency and accountability has been formulated
as a general goal regarding the use of these systems. However, concrete applications differ widely in the degree of risk and the
accountability problems they entail for data subjects. The present paper addresses this variation and presents a framework that
differentiates regulatory requirements for a range of ADM system uses. It draws on agency theory to conceptualize account-
ability challenges from the point of view of data subjects with the purpose to systematize instruments for safeguarding algo-
rithmic accountability. The paper furthermore shows how such instruments can be matched to applications of ADM based on
a risk matrix. The resulting comprehensive framework can guide the evaluation of ADM systems and the choice of suitable
regulatory provisions.

Keywords: accountability, agency theory, algorithmic decision-making, risk matrix, transparency.

1. Introduction

Individuals in information societies are increasingly subject to the scoring and classification performed by algo-
rithmic decision-making (ADM) systems (Saurwein et al. 2015). ADM systems have found their way into such
diverse fields as online advertisement, medical diagnosis, credit lending, job applicant selection, and risk assess-
ments in criminal justice (Fry 2018). In all of these cases, ADM systems solve specialized cognitive tasks in order
to ultimately inform some sort of intervention or treatment broadly understood.

As these systems increasingly inform or substitute for human decision-making, possibly with profound conse-
quences for individuals’ welfare or through extensively intervening into social relations (Brauneis & Good-
man 2018; Just & Latzer 2017; Yeung 2017b; Ulbricht & Yeung 2022) algorithmic accountability has become an
intensely researched topic. An important point of reference in this regard is the General Data Protection Regula-
tion (GDPR) of the European Union. While it provides a general framework that can be used for regulating auto-
mated decision-making, it does not comprehensively and clearly state how instruments for safeguarding
transparency and accountability can be applied to different applications of ADM (Brkan 2019; Bygrave 2019). As
a study by the European Parliamentary Research Service has indicated, the GDPR is “not likely to be sufficient”
(Koene et al. 2019, p. III) to adequately safeguard accountability of ADM systems.

A rich and quickly growing scholarly literature spanning different disciplines deals with the challenges of
algorithmic accountability. Contributions on algorithm ethics (Mittelstadt et al. 2016; Binns 2017; Ananny &
Crawford 2018; Lanzing 2018) and from the fields of law and regulation (Hildebrandt 2008; Koops 2013;
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Hildebrandt 2016; Brauneis & Goodman 2018; Yeung 2017a) point to core ethical principles and procedural
criteria which can make sure that ADM systems do not cause harm to or violate the rights of those affected by
their decisions. Other, more technically informed work furthermore points to various ways in which ADM sys-
tems can be made transparent and subjected to control (Diakopoulos 2014; Kroll et al. 2017; Guidotti et al. 2018;
Lepri et al. 2018; Bryson & Theodorou 2019; Sokol & Flach 2020; Wieringa 2020).

These strands in the literature point to principles or concrete instruments as ways to safeguard algorithmic
accountability in general. They are, however, not concerned with systematically distinguishing between different uses of
ADM systems and how these can be accommodated with adequate regulatory provisions. Yet given the various pur-
poses for which ADM systems can be used, effective regulation for ensuring transparency and accountability could take
very different forms – ranging from minimal or no requirements to very rigorous provisions. As Nemitz (2018, p. 8)
has remarked, there is a need to turn to the question which challenges of algorithmic accountability need to be
addressed by rules and enforceable requirements and which can do without. Some contributions looking at specific
fields of applications of ADM have furthermore cautioned that one size does not fit all when it comes to governing the
risks of algorithmic systems (Saurwein et al. 2015; Krafft & Zweig 2019; van Drunen et al. 2019).

This work suggests that a differentiated regulatory approach to ADM systems is important because not all
uses are equally problematic. These systems can be embedded in very different settings and vary widely in terms
of their purposes as well as the decision consequences and the risks involved. This means that regulatory provi-
sions need to accommodate different applications of ADM systems. Otherwise, regulation might be too restrictive
and hamper initiative and innovation in some areas or be too weak in others. Presuming that it is generally desir-
able for society that effective control and regulation occur at the smallest cost possible (Jensen & Meckling 1976),
the intensity of regulation and thus the modes and instruments for achieving accountability in the use of ADM
systems needs to be adapted to different uses.

Against this backdrop, the present paper contributes to existing research by formulating a differentiated frame-
work for governing ADM systems. The framework systematizes ways of safeguarding accountability that serve to
match regulatory provisions to a range of situations in which ADM systems are used. We draw on agency theory as
a theoretical lens for conceptualizing accountability challenges and how these can be addressed. Specifically, we sub-
sume instruments for safeguarding algorithmic transparency and control under different accountability mechanisms.
Starting from this conceptual footing, we then go on to show how those instruments can be matched to different
applications of ADM based on a risk matrix. The result is a comprehensive framework that points to important
principles and criteria for a differentiated regulation of a wide range of ADM systems.

2. ADM systems and issues of transparency and accountability

2.1. ADM systems and their variable impacts on individuals and society
The general idea behind ADM systems is to use information about entities and their behaviors1 in order to assign
them a single numeric value by means of clearly defined instructions, that is, through an algorithm. This assigned
value then informs some decision or intervention that is either fully automated or occurs with a human in the
loop. In some contexts, the affected entities could be networked machines whose operations are coordinated
(e.g. in a so-called smart factory). Where ADM systems are adopted in a social context, those entities are usually
individuals. Given the potentially more far-reaching societal impact and ethical consequences in this latter setting,
we will focus on how ADM systems serve to make decisions for and/or about individuals. This can take the form
of scoring, for instance, where individuals are attributed a number that might express a risk, such as credit
default; or the goal might be a classification, such that the resulting value corresponds to a specific category, for
example a discrete class of consumer preferences.

In the case of so-called expert systems, the rules for arriving at such value attributions have been formulated
and formalized as detailed decision trees by humans. In contrast, machine learning inductively generates decision
rules based on patterns identified in data, for example about individuals and their behaviors (Watt et al. 2020).
Machine learning used in ADM systems commonly requires a so-called ground truth to acquire decision rules.
Taking the example of consumer behavior prediction for targeted advertising, this would mean that there exists
information about whether recommended products have indeed been bought. Based on this information, the
ADM system can learn which recommendations in combination with which circumstances are most likely to be
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effective. Learning in this case means to identify those features of individuals that correlate most strongly with
actual buying behavior (which is provided to the system in the form of the ground truth). In sum, a learning
ADM system builds a statistical model that is supposed to represent a specific part of reality. Assuming that pre-
vious behaviors are indicative of future behaviors, this statistical model serves to predict the probability of buying
decisions depending on the combinations of features that describe potential buyers.

Hence, ADM systems that are based on machine learning, strictly speaking, consist of two kinds of algo-
rithms. The first algorithm serves to infer decision rules from data whereas the second algorithm merely uses
these decision rules to score or classify cases. The core of the ADM system is therefore the first of these two algo-
rithms – the learning method – and the decision rules generated from it, which can take very different forms and
be quite complex. The scoring or classification algorithm, in contrast, is usually rather simple as it merely applies
the trained statistical model (Zweig et al. 2018).

ADM systems are generally designed to deal with some specialized cognitive tasks. Even where they are tech-
nically similar, however, the consequences of the decisions and interventions informed or determined by ADM
systems may differ considerably depending on the concrete setting in which these systems are applied. Accord-
ingly, the kind of risks for those about and/or for whom decisions are made can vary widely – as it is the case
with human decision-making. ADM systems might be part of a service to consumers with minimal to no risk.
Other applications may affect individuals’ welfare and life chances, for example where it is used to select the
unemployed for job qualification offers, to decide about credit lending or to inform the choice of medical
treatments.

Given the breadth of possible applications of ADM systems, they can produce all kinds of risks that are well
known from research on consumer behavior, such as functional, physical, social, and financial risks (Schiffman
et al. 2012, p. 197). In a broader perspective, one could also include such diverse risks as violation of intellectual
property rights, harm to privacy, and abuse of market power (Saurwein et al. 2015, p. 37). However, as our focus
is on algorithmic accountability, the risks that we are concerned with are those that are directly tied to decision-
making and the consequences resulting from it.2

Among these risks, discrimination and adverse effects on individuals’ autonomy have received particular
attention in the literature, arguably because they can take rather subtle and partly novel forms with the use of
ADM systems. First, ADM systems may exhibit biases in the form of discrimination based on sensitive features,
such as gender or ethnic group. For instance, the algorithmic recommendation of job qualification measures for
unemployed persons might, ceteris paribus (i.e. with other characteristics being the same for different persons),
give lower scores to members of a certain ethnic group. Such a bias can be acquired from processed training data
in which patterns of unfair discrimination are already represented (Barocas & Selbst 2016, pp. 674–675;
Mittelstadt et al. 2016, pp. 8–9). Dealing with such a learned bias is a value-laden affair because there are different
ways in which fairness can be mathematically formalized and these are partly incompatible with each other (for
an overview Berk et al. 2018, pp. 17–23). Operationalizing fairness into a machine hence requires a clear under-
standing of what fairness and absence of discrimination means in the first place.

Secondly, it has been noted that ADM systems may lead to heteronomy as they can structure social relations
and individual behavior according to certain objectives that are not known to those affected. In the context of
social network sites, for instance, previous research has pointed out that ADM systems serve to shape the infor-
mation environments and the choice situations of many individuals in a personalized fashion, thereby making
some behaviors more likely than others (Mittelstadt et al. 2016; Just & Latzer 2017; Yeung 2017a; Yeung 2017b;
Eyert et al. 2022). This subtle influence is made possible through fine-grained data, the extraction of behavioral
patterns, and predictions of individuals’ likelihood of future behaviors. Affected individuals may well be happy
with the provided content and the overall experience of a service. However, as Lanzing (2018, p. 11) has argued,
such practices may be an unjustified interference with one’s decisional autonomy, as a person “can no longer be
certain whether they are acting based on their own reasons, reasons they selected themselves and identify with.”.

All in all, while implementations of ADM systems may have similar technical properties, their effects on indi-
viduals and on society, as well as the risks they entail may differ widely depending on the setting and the way in
which they are adopted. A regulatory approach to the use of ADM systems that accommodates these consider-
ations therefore has to be both broad in terms of covering a wide range of applications, and differentiated, that is,
through taking into account relevant differences concerning the risk for affected individuals.
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2.2. On the need for a differentiated regulatory approach
A major point of reference with regard to the regulation of algorithmic data processing is the European GDPR,
which contains various provisions for safeguarding transparency and accountability in the processing of personal
data, including by ADM systems. However, the GDPR is primarily designed to govern the protection of personal
data and not to regulate ADM systems. Indeed, scholarly debate about the GDPR has pointed to important limi-
tations in addressing challenges of achieving fair, transparent, and accountable ADM systems. First, the range of
applications of ADM that falls under relevant GDPR provisions is vaguely defined. Article 22 refers to a right not
to be subjected to solely automated decision-making, including profiling, that has legal consequences or similarly
significant effects. Its application is therefore restricted to ADM systems with certain consequences, and it has
been noted, it may leave a loophole as a marginal human intervention may prevent decision-making from cou-
nting as “solely” automated (Edwards & Veale 2017; Brkan 2019; Bygrave 2019).

Secondly, the transparency and disclosure provisions in the GDPR are very broad. Articles 13 to 15 guarantee
the individual data subject a right to obtain “meaningful” information about the logic of automated decision-
making and its consequences. Equally, the safeguards that are to be taken where automated decision-making is
applied, for example when based on explicit consent, remain rather vague in the GDPR (Brkan 2019). It states as
general objectives that these safeguards are supposed to protect the data subject’s rights, freedoms, and legitimate
interests. Scholarly debate about these safeguards has dealt with the question whether they imply a right to an
explanation and discussed the usefulness of explanation without intelligibility of ADM systems (for an overview,
see Malgieri 2019). Yet, even if one presumes a right to explanation and legibility of automated decision-making
this could take very different forms in practice. Overall, the GDPR is a flexible normative and regulatory basis
that does, however, not offer firm guidance on which instruments for transparency and accountability can be
employed to accommodate different kinds of application of ADM (Bygrave 2019, p. 260; Gellert 2022).

Given the range of ways in which ADM systems can be implemented, a differentiated regulatory approach
seems necessary. Regarding the right to an explanation, van Drunen et al. (2019) argue that a single, uniform
way of applying that right would hardly do justice to the different uses of automated data processing. Rather, the
way in which such an explanation is realized (e.g. the kind of information disclosed) would need to be adapted to
the context in which an ADM system operates. As van Drunen et al. (2019) are concerned with news and content
filtering, they focus on different forms that a right to an explanation may take in that context. However, such a
right is itself only one way of achieving algorithmic accountability and not the most appropriate for all contexts.
It may enable a person to gain an understanding of how decisions are made, but this is not be helpful with all
uses of ADM systems. Specifically, getting an explanation does not mean that a person can trust that due dili-
gence has been followed in the design of an ADM system (on this see Bryson & Theodorou 2019, p. 317), for
example, for best reducing undesirable biases or unfair outcomes that are hard to detect, especially for an individ-
ual. Transparency about these aspects will require a different form of disclosure.

A broader perspective on the regulation of ADM systems has been taken by Saurwein et al. (2015). While
they narrowly speak of “algorithmic selection,” they consider a broad range of purposes of ADM systems and
point to various risks. The authors discuss possible regulatory means to deal with these risks and argue that one
size does not fit all in the governance of risks in algorithmic selection. Rather, different actors – individuals,
industry, and the state – will have to be involved in variable constellations. While the approach by Saurwein and
colleagues considers a broad range of potential risks, they compile a set of risks that goes well beyond the
decision-making itself (they include, for instance, market abuse or violation of intellectual property rights), and
their focus is on the responsibility of different actors for regulating these systems depending on the risks
involved.

In the following, we adopt a different perspective that focuses on risks which are tied to the decision-making
as such. Starting from a set of accountability challenges that arise from the use of learning ADM systems, we sys-
tematize suitable provisions for addressing these challenges. In doing so, we subsume various concrete instru-
ments for achieving transparency and accountability of algorithms that have been proposed in a more technical
literature (e.g. Diakopoulos 2014; Kroll et al. 2017; Lepri et al. 2018; Bryson & Theodorou 2019) under distinctive
accountability mechanisms.
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3. Accountability challenges in the adoption of ADM systems

The principal-agent model is a key conceptual paradigm in the regulation literature used to study control prob-
lems and mechanisms in accountability relationships (see e.g. Lodge 2004). In that model, a principal relies on an
agent to fulfill a task and act in the principal’s interest. While the utility for the principal depends on the perfor-
mance of the agent, the agent may reduce that utility through pursuing her own interest. The model has been
developed to identify challenges for a principal in the delegation of decision-making and to examine the ways in
which the agent’s behavior can be aligned with the interest of the principal (Pratt & Zeckhauser 1991;
Lane 2007).

Classical accounts of principal-agent relations from economics (Hölmstrom 1979) and political science
(Weingast & Moran 1983; McCubbins & Schwartz 1984) commonly take organizations as the principals delegat-
ing tasks to an agent, for example, businesses contracting managers or a parliament overseeing the bureaucracy.
The use of ADM systems could also be analyzed in these terms as the state and businesses employ them for vari-
ous purposes and to better achieve their objectives, partly through a service provided by third parties. For
instance, the state might use predictive policing or a business may want to harness ADM systems for placing
targeted online advertisements. However, the delegation of decision-making in these cases concerns the questions
how the use of an ADM system can best be oriented toward the goals of these organizations, such as increasing
public safety or maximizing profit.

In the following, we adopt a different perspective and start from accountability problems that arise from the
point of view of individuals as data subjects. This perspective more directly brings into view ethically relevant
consequences of ADM systems for individuals (see Mittelstadt et al. 2016) and it is also congruent with the out-
look of the literature on fair, accountable, and transparent algorithms (e.g. Pasquale 2015; Lepri et al. 2018). The
accountability relationship we focus on is, therefore, similar to the principal-agent relation found for clients or
consumers contracting professional services (Robinson et al. 2010, p. 19; Heremans 2012, p. 31).

Indeed, various ADM systems are part of a service that data subjects use (by agreeing to terms and condi-
tions) and that they expect to operate in their interest. However, issues of algorithmic accountability range further
as an accountability relationship may also exist where no formal contracting and delegation take place. Such a
constellation can be accommodated with a broader conceptualization of principal-agent relations, which pre-
sumes that delegation does not have to be formal but can also be informal (Hill & Jones 1992, p. 134; Ker-
wer 2005, p. 457). Although those affected by the decision-making do not directly delegate to an agent, they can
nevertheless be seen as “external principals” (Kerwer 2005, p. 458) who have legitimate expectations about the
behavior of the agent – and thus have grounds for holding the agent to account by some standard (Pratt &
Zeckhauser 1991).

Based on this broader understanding of agency problems, the accountability relationship that we are con-
cerned with exists where data subjects provide inputs, including in the form of personal data, that lead to outputs
from an ADM system; and these outputs inform decisions for and/or about the data subject in a way that con-
cerns the subject’s legitimate interests.

This perspective includes settings in which, first, ADM outputs are provided for data subjects, in which they
are service users consenting to terms and conditions. They might be users of a social media news feeds that per-
forms a sorting task for them, and one that is personalized based on a profiling of individuals. Other examples
are search engines, voice-controlled personal assistants, dating apps, or medical diagnosis tools that all perform a
task for data subjects.3 In all these cases, individuals request a service, they provide inputs and expect a processing
of data that yields outputs which are produced for them and align with their goals.

Other ADM systems, second, make explicit scoring and classification decisions about data subjects that are,
however, not solicited by them as a service and are in that sense not made for them. This is the case, for example
with microtargeted online advertisements and personalized pricing, but also tax fraud detection tools, credit
default risk assessments, or recruitment tools for selecting applicants. Clearly, affected subjects in these latter set-
tings cannot expect to get positive decisions, but they do have legitimate expectations, for instance, with regard to
not being discriminated against based on sensitive features. Even without formal delegation or contracting, data
subjects are still external principals because an ADM system produces decisions about the data subject that affect
her welfare or personal rights.
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In all these constellations, there is an accountability relationship to the extent that affected subjects have a
legitimate interest in ADM systems respecting their preferences, autonomy, or personal rights. Affected subjects
can expect the ADM system to perform in a certain way and have grounds to hold the decision-making to
account by certain standards, even without formal delegation. This accountability relationship along the lines of a
principal-agent relation is depicted in Figure 1.

It should be noted that the ADM system alone is not, strictly speaking, the agent in the accountability rela-
tionships. Rather, it must be seen in conjunction with those who commission, design and implement the ADM
system, for example as part of a service. For the sake of simplicity, we will, however, speak of ADM systems as
agents in the following. There are several reasons why this still captures essential aspects of accountability rela-
tions where ADM systems are employed. First, it has repeatedly been pointed out that ADM systems are never
neutral but necessarily incorporate certain assumptions, goals, and values (e.g. Hildebrandt 2016; Mittelstadt
et al. 2016; Just & Latzer 2017; Yeung 2017b). This means that these systems themselves realize certain objectives,
usually derived from those actors who implement and operate them. Secondly, ADM systems can also show a
certain degree of autonomy as they can acquire decisions rules and biases that were not anticipated, and may
therefore even be seen as agents themselves (Mittelstadt et al. 2016, p. 3). Finally, realizing accountability regard-
ing the use of ADM systems also has to accommodate certain technical features of the systems themselves.

In sum, an ADM system can be understood as an agent that realizes certain values and objectives; and these
may go against the legitimate expectations and interests of the data subjects for and/or about whom decisions are
produced. At the same time, these data subjects may not have the information needed to assess the ADM system
and its performance. Altogether, this constellation is characterized by the same fundamental challenges as in
achieving congruence between the behavior of the agent and the interests of the principal: diverging interests and
an information advantage of the agent over the principal (Sappington 1991; Miller 2005). As an agent makes use
of her discretion and exploits information asymmetries, the principal experiences agency loss. This notion of
agency loss refers to the difference between the agent’s actual behavior and its behavior if it conformed to the prin-
cipal’s legitimate expectations (Pratt & Zeckhauser 1991; Lupia 2003). The information asymmetries that a princi-
pal generally faces and that can lead to agency loss take different forms. They concern not only the agent’s motives
and qualities, but also the knowledge/information the agent possesses and the agent’s – possibly hidden – actions
(Saam 2007, p. 827).

These general kinds of information asymmetries also apply to the relation between data subjects and ADM
systems, as Figure 1 illustrates. First, relevant qualities of the ADM system, including the objectives (the agent’s
“intentions”) that it realizes, may be unknown to the affected data subjects. They may, therefore, be unaware that
the system or the service on which it is based realizes goals that diverge from the data subjects’ interests. This
could be the case because the ADM system does not perform well, for example, makes many wrong classifications
(a hidden quality comparable to incompetence). However, even if an ADM system achieves an expected quality it
may still embody certain objectives and values that go against the expectations and interests of affected data sub-
jects as (external) principals. This could be due to deliberate choices in the design of an ADM system, but it may
also be an unintended result: If the processed data contains unknown and undesired biases, for example, in the
form of a discrimination based on sensitive features, these may be learned by the ADM system (Barocas &
Selbst 2016; Lepri et al. 2018). There is thus the possibility that an ADM system embodies values and assump-
tions that were not intended as part of the design.

A second challenge that the principal faces is hidden knowledge/information. The agent may enjoy an infor-
mation advantage that can be exploited to take actions which serve her own interest. Even if the principal can
observe agent behavior, she may not be able to evaluate the quality of the agent’s decisions. This problem can
again also occur with ADM systems, affected data subjects may not know the parameters according to which
decisions are made. The ADM system might furthermore process information about data subjects
(e.g. preferences and behavior patterns) that can be used to alter subjects’ behaviors by purposefully structuring
decision situations in ways that they are not aware of (Yeung 2017a).

A third major challenge for a principal are hidden actions by the agent, that is, actions that can only be rev-
ealed at high costs, which gives the agent some discretionary space to change the amount of effort put in fulfilling
some task (Hölmstrom & Milgrom 1987). Hidden action is an acute challenge with ADM systems. From the per-
spective of data subjects, these systems commonly operate unobtrusively in the background while the complexity,
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speed, and scale of its operations make it hard to observe decisions made by the system and the learning pro-
cesses that it undergoes (Mittelstadt et al. 2016, p. 6). This too introduces scope for an undesired behavior of the
system.

In sum, the information asymmetries that lead to agency loss in accountability relationships in general can
straightforwardly be mapped onto data subjects facing agency problems vis-à-vis ADM systems, as Figure 1
underscores. Against this backdrop, we use the principal-agent model as a conceptual paradigm to identify which
accountability mechanisms and corresponding concrete instruments may be needed to mitigate challenges of
algorithmic accountability.

This is not to say, however, that the data subjects themselves are generally able to address and remedy the
accountability deficits. Indeed, as the mechanisms and instruments for safeguarding algorithmic accountability
described below make apparent, placing the burden on the individual data subject is hardly an option in most
cases. This will often hardly be possible, not only because of the time and expertise needed and the systemic
nature of some accountability problems, but also because intellectual property rights and the possibility of gaming
ADM systems are valid reasons for not publicly disclosing certain information about it (Pasquale 2015; Veale
et al. 2018; Zweig et al. 2018). Institutional solutions will thus be needed to safeguard the accountability of ADM
systems. This is not unlike the setting in which consumers are principals expecting a service from an agent, but
where regulators act on behalf of consumers to mitigate agency loss (see e.g. Weiss 1995, pp. 69–72;
Sherman 2011).

In light of the variegated uses of ADM systems and their potential complexity, the state and its regulatory
bodies will also likely have to rely on what has been called “regulatory intermediaries” (Abbott et al. 2017, p. 19),
actors that are – formally or informally – acting together with a regulator to shape the behavior of a given target.
Indeed, it has been argued with a view to ADM systems, that a range of different actors will have to be involved
in efforts to oversee and control the use of such systems in certain areas (Saurwein et al. 2015). Regardless of
which concrete actors are ultimately tasked to safeguard accountability of ADM systems, the framework devel-
oped below points to where and how regulatory action can intervene. Its aim is to identify and systematize suit-
able regulatory means for dealing with accountability problems from the point of view of affected data subjects.

4. How to safeguard accountability of ADM system behavior

Based on the principal-agent model, one can identify several ways in which agency loss can be reduced. These
differ with regard to whether direct incentives are created to induce desired agent behavior or whether certain
procedures are employed to reduce information asymmetries, such as reporting requirements and monitoring
mechanisms (Nalebuff & Stiglitz 1983; Lupia 2003; Miller 2005). Depending on which means are used to keep
the agent in check in general, one can distinguish between different methods for safeguarding the agent’s
accountability. Applied to the use of ADM systems, we distinguish between four such mechanisms that are sum-
marized in Figure 2 and will be detailed in the following.

Accountability is constituted by transparency and answerability – having to provide information and justifica-
tions – but also requires enforcement, that is, the possibility of sanctioning, without which any transparency is
hardly of any use (Warren 2014). As a minimal form that does not rely on special transparency and answerability
provisions, accountability – and desired agency behavior – can be achieved through inducing incentives which
result from choice and competition in the market. This market accountability (Hirschmann 1970) is realized
where there is a substantive choice between options and it is easy to switch between agents. As long as a principal
can trust that the directly perceptible outcomes of agent behavior are sufficient for staying with or switching the
agent, this simple way of market-based sanctioning through selecting and switching between agents can be effec-
tive in deterring unwanted agent behavior. Under conditions of effective competition, the agent’s stakes of not
performing in the interest of a principal are increased and form an important source of incentives for compliant
agent behavior (Miller 2005, p. 209). Thus, even without comprehensively monitoring agent behavior, the mere
ability to observe and evaluate output performance and impose sanctions is enough to discipline an agent. This
accountability mechanism can equally be applied to services that are based on ADM systems. Where affected data
subjects have the possibility to switch to a different offer, this creates incentives for the operators of an ADM sys-
tems to cater to the data subjects’ interests.
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Secondly, it is possible to go beyond this mode of accountability and to reduce information asymmetries
through provisions that allow for screening the agent and more comprehensively monitoring the agent’s behavior.
With respect to ADM systems, this would mean that rather than trusting that the directly observable decision-
making by the ADM system can be evaluated in relation to a principal’s interests, one establishes transparency
about the overall performance and aggregate impact that is acutely relevant yet not directly observable. This
amounts to a kind of outcome accountability that involves a more comprehensive performance evaluation than
with mere market accountability.

One important instrument for realizing this kind of accountability with regard to ADM systems is the screen-
ing of the system based on general information about how the system works and what it does. This may also
include obtaining information about the quality measures and parameters that guide the ADM system as well as
about the learning algorithm that is used to train the statistical model of the ADM system. Moreover, assessing
the overall performance of the ADM system, including not directly observable effects, is made possible through
testing in the form black-box analysis (Diakopoulos 2014). This requires that there are interfaces through which
the principal can access the system as a black box and see which outputs have been produced based on which
inputs. While this method does not actually peak into the black box it can nevertheless reveal patterns from
which undesirable behavior of an ADM system can be inferred. This knowledge thus also helps to register
unwanted side-effects.

While this way of safeguarding accountability already involves a more systematic and comprehensive assess-
ment of system performance, it still does not go beyond what is commonly called instrumental or outcome

Figure 2 Mechanisms of safeguarding accountability applied to the use of algorithmic decision-making systems.
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accountability (Patil et al. 2014). Like the first mechanism, the focus lies on agent behavior and reliance on sanc-
tioning in the case of undesired performance.

In contrast, the third kind of accountability in Figure 2 aims to achieve transparency with respect to the
objectives that an agent realizes. Such an objective-based accountability is theoretically possible within the
principal-agent paradigm, but it has played a marginal role so far because it is hardly viable with human
decision-makers whose authentic values and intentions cannot directly be probed – they ultimately remain a
“black box.” Trying to get to the intentions of an agent can be seen as a particular form of screening which tran-
scends external aspects of accountability, such as monitoring of behavior, and instead directs attention to internal
aspects of accountability (Ebrahim 2003). It aims at ensuring congruent goals and a shared mission of the princi-
pal/stakeholder and the agent. Although an assessment of an agent’s objectives is not rigorously possible with
humans, it is very much a relevant mechanism with regard to ADM systems. Special forms of testing, such as
software verification and cryptographic procedures, allow for verifying whether an ADM system has certain prop-
erties (Kroll et al. 2017).

In a similar vein, assessing the statistical model of an ADM system and inspecting the training data from
which it learns altogether realize a sort of transparency that allows for an evaluation of the objectives and the
decision quality that a system realizes. With this information, one can calculate and verify not only that a certain
quality measure is used, but also whether a certain quality is achieved and how this compares to performance
achieved with alternative measures. This objective-based accountability therefore is more stringent than the out-
come accountability in making sure that an ADM system realizes certain objectives. More than uncovering hid-
den action, objective-based accountability aims at hidden characteristics and knowledge regarding an ADM
system. It peeks into the black box to make transparent whether the system optimizes the goal that it supposedly
does and to check whether the quality measure used really furnishes the best results based on a given standard.

Going even further leads to accountability that thoroughly combines answerability with enforcement: by
focusing on the process that leads to decision outcomes. This process accountability (Patil et al. 2014) also con-
siders whether the agent complies with certain rules of decision-making and it involves the probing or interroga-
tion of the agent. It implies that the agent can be compelled to give an account, to explain and justify her actions
for which she can be sanctioned. Process accountability further increases transparency as it makes intelligible or
traceable how decisions are and have been produced.

What does this mean specifically for the control of ADM systems? Achieving process accountability with
ADM systems means to open up the black box and perform a comprehensive internal review and/or external
auditing (see e.g. Bryson & Theodorou 2019; Raji et al. 2020). It entails scrutinizing the training and input data
(i.e. to trace its generation process and possible error source), the quality assessment (i.e. to probe whether the
evaluation is justified), and the learning procedure (i.e. to get insights into the algorithm and the hyper-
parameters that are used to train the system). Such comprehensive testing could also form the basis for a certifi-
cation of ADM systems (Matus & Veale 2020).

In its most-demanding form, process accountability allows for tracing and possibly replicating outputs of the
ADM system. This may be rather straightforward where certain statistical methods, such as logistic regression,
are used for building the ADM model, and where the data is readily available. It may be much more difficult in
the case of more complex models such as neural networks, which represent information in ways that are not eas-
ily understandable and that may also dynamically change. However, there is ongoing research and development
that attempts to make outputs of ADM systems explainable and traceable, even in ways that can be understood
by laypersons (Guidotti et al. 2018; Sokol & Flach 2020).

Realizing process accountability arguably requires the greatest efforts but it ensures a comprehensive assess-
ment of an ADM system, its design and performance, including the possibility to retrospectively see where things
went wrong. Although this accountability mechanism can best minimize agency loss, it may be too much effort
for certain uses of ADM systems for which effective provisions that are less demanding might exist.

5. Regulatory requirements for different ADM applications and risks

The various ways of safeguarding accountability described in the previous section are, on the one hand, qualita-
tively different. On the other hand, they also differ in degree. From purely market-based to process-based
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accountability, there is an increase in the strength of accountability constraints as much as in regulatory effort.
This means that an efficient regulatory approach toward ADM systems needs to match different instruments for
realizing accountability of ADM systems to different degrees of risk. We do so in the following based on a com-
mon way of conceptualizing the extent of risk: as an adverse event or effect and the probability of this occurring.
These two elements have been used, albeit operationalized differently, to construct risk matrices which allows for
matching regulatory provisions to different risks, for example in the financial sector (specifically, the ARROW II
model, see Black 2010; MacNeil 2010) and with regard to environmental risks (Black & Baldwin 2012).

As risk matrices are intended to cover a large spectrum of risk settings, they commonly resort to relatively
broad categories (such as “medium risk” or “high risk”). However, the purpose of a risk matrix is not to identify
concrete and hard thresholds between risk categories, which would also not be useful for regulatory practice
(Black & Baldwin 2012, p. 4). The conceptual distinction between risk settings cannot replace a thorough and
detailed assessment of concrete cases by regulators. Also, how to deal with a specific source of risk is ultimately a
question of social values and risk tolerance that involve a certain malleability and ambiguity – and drawing rigid
boundaries between risk categories is therefore hardly appropriate.

Based on these considerations, we distinguish between risk categories primarily to provide a systematic over-
view that shows how distinctions can be made based on relevant criteria. Our overall goal in doing so is to illus-
trate how the accountability mechanisms and concrete instruments to establish accountability in the use ADM
systems can be matched to different applications depending on the degrees of risk involved.

Conceiving risk in terms of impact and its probability and applying these concepts to algorithmic accountabil-
ity, the first dimension of impact depends on the potential harm that can follow from ADM operations. It should
be noted that the risk of harm is not necessarily that an ADM system makes wrong decisions, for example in
medical diagnosis and credit default ratings. Wrong decisions will occur, as with human decision-makers, but
decisions are and need to be made nonetheless. What is central is to what extent avoidable wrong or bad deci-
sions are minimized – in other words, which objectives are realized and whether certain standards of quality are
met. In this sense, the relevant impact is the potential harm from decision consequences in the case of
agency loss.

The severity of harm crucially depends on the nature of decision-making – what is decided upon and what
are possible decision-outcomes. ADM systems used for consumer recommendations affect individuals’ welfare
markedly less than ones used for job recruitment or medical interventions. It furthermore matters how many
individuals are affected by the decision-making. Even marginal adverse effects due to an ADM system can
amount to significant harm caused if a large number of individuals are affected. Also, some ADM systems may
produce aggregate, collective adverse effects that cannot easily be reduced to individual impact.

Turning to the likelihood of a negative impact as the second element of risk and transferring it to algorithmic
accountability as conceptualized above, this element depends on the potential for agency loss: How much scope
is there for an ADM system to realize criteria that diverge from the legitimate expectations and interests of
affected data subjects? Thinking in terms of scope instead of probability takes into account that there may be
uncertainty and that probabilities are not exactly known – an aspect that has been found wanting in existing risk
regulation frameworks (Black 2005, p. 519). Although many uses of ADM systems can easily be assessed in terms
of possible decision consequences and potential for undesired performance, a risk evaluation may still involve
quite some uncertainty. As this uncertainty forms a possible source of agency loss, it may justify a more compre-
hensive regulation than in cases where such uncertainty does not exist.

All in all, the potential for agency loss depends on various factors that are linked to information and power
asymmetries faced by data subjects. First, it matters whether these have a substantive choice between ADM sys-
tems and can easily switch. Where this is the case it reduces the likelihood of agency loss through inducing com-
petitive pressures for service providers to best fulfill the preferences of affected data subjects, whereas the
opposite is true in the case of oligopolies. A special case are ADM systems used by the state, from which individ-
uals may not be able to even formally opt out, thus implying a high degree of dependence. Secondly, it matters
whether affected data subjects can directly evaluate the ADM performance in relation to their preferences based
on perceivable outputs. Thirdly, it makes a difference whether an ADM system is sufficiently complex to make
room for unpredictable behavior, that is, through learning in unintended and unforeseen ways. Lastly, complete
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automation as part of system design effectively means conferring “authority” to the ADM system, reduces human
re-evaluation as a final safeguard, and thus increases the scope for agency loss.

As a general rule, illustrated in Figure 3, the risk for affected data subjects rises as the potential harm from a
decision and the scope for the occurrence of agency loss increases (see also Krafft & Zweig 2019). A higher risk,
in turn, warrants greater regulatory efforts for ensuring algorithmic accountability. This relationship is of heuris-
tic value, it does not by itself show how different accountability mechanisms and instruments for regulating
ADM can be matched to different risk levels. We will elaborate on this link by characterizing different risk set-
tings based on examples that point to relevant criteria and distinctions. It should be noted that the following
description illustrates different overall risk levels and corresponding classes of regulation and does not exhaus-
tively deal with all conceivable combinations of potential harm and scope for agency loss. If one of these two risk
elements were changed in the examples below while the other remains the same, a lower/higher intensity of regu-
lation becomes more suitable.

5.1. Class 0: Market accountability with or marginal regulation
If the potential harm of decisions is negligible and agency loss is highly unlikely, there is no need for regulation
that warrants special transparency and scrutiny of an ADM system. An example for this kind of setting is an
ADM system employed to serve customers by automatically matching clothes to customers’ individual prefer-
ences. A batch of selected clothes is then sent to customers who can keep the clothes they like and send the
others back at marginal or no cost. In such a case, harm is negligible; the system may simply not work to realize
customers’ expectations. The evaluation of the ADM system performance from the point of view of customers is
straightforward because it is a matter of taste – they know if the ADM system delivers them outputs that are in
their interest, which is very different from situations where it is hard to determine and operationalize the goals
that an agent should pursue to maximize one’s interests (Osterloh & Frey 2002, p. 114). The customers in the
example have a clear standard for evaluating what they get, and ADM performance can directly be evaluated with
respect to a data subject’s interests. If this furthermore combines with a situation in which data subjects can
switch to alternatives and where one can presume competitive incentives among service providers to best cater to
these subjects’ preferences, regulation is least warranted and market accountability is a suitable solution.

Figure 3 Risk matrix (Adapted from Krafft and Zweig 2019).
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5.2. Class 1: Outcome accountability
The situation is different where there is some scope for agency loss and where potential harm is still negligible
for individual decisions but can accumulate to non-negligible harm in the aggregate over many decisions
(directed at one or many data subjects). An example for this kind of risk is the placement of advertisements as
part of a search engine. The provider of a search engine may attempt to bias the placement of ads in favor of its
own products or services, which would distort competition and leads to aggregate welfare losses – even though
harm of individual decisions (ads displayed to an individual) is negligible. Agency loss is possible in such a case
because affected data subjects cannot directly evaluate the performance in relation to their interests. They do not
know what an unbiased operating of the ADM system would look like over many decisions. Also, reduced com-
petition means that individuals are comparatively more dependent on the ADM-based service, which decreases
incentives of the service provider to cater to the interests of affected data subjects. Given that the potential harm
of decisions is not severe, a far-reaching transparency and provisions for looking inside the black box would go
too far. A basic screening through disclosure of relevant information and superficial, black-box-testing to monitor
behavior of an ADM system, at least by third parties, can already mitigate undesirable aggregate effects that lead
to reduced welfare of affected individuals.

5.3. Class 2: Objective-based accountability
If individual decisions can have a significant negative impact on data subjects or a collective of data subjects and
there is at notable scope for agency loss it is important to make sure that an ADM system is geared toward realiz-
ing objectives that minimize harm. For instance, an ADM system might be used by a company to select appli-
cants for recruiting. This means that the system makes decisions with considerable consequences for people’s
welfare. Although an applicant has no right to expect to be selected by the ADM system, she does have certain
legitimate expectations regarding how the system operates. Specifically, the ADM system in question may dis-
criminate based on sensitive features, such as gender or ethnicity. An equally severe harm can result through
ADM systems used in a context where they exert public power, for example through a social network site that
uses algorithmic filtering of information streams for millions of people (on this see Just & Latzer 2017). Possible
effects ensuing from such a use of ADM systems can even include damage to public goods such as a functioning
public sphere and the democratic process. In line with the principle of preventing any undue and uncontrolled
use of public power, one can conclude with Tene and Polonetsky (2017, p. 172) that “digital platforms and algo-
rithms should encode the law and widely accepted social values and norms.”

In the above-mentioned settings, ADM systems can produce unacceptable, although not existentially severe,
harm. This may be the case, for example, because of carelessness and slack resulting from insufficient incentives
to avoid harm or because the system learns unexpected, unforeseen decision rules from data while this is not
directly apparent for affected data subjects. This kind of constellation warrants regulation that goes beyond the
superficial screening and testing. It needs to make sure that certain objectives are transparently realized. In other
words, it is then important to be able to make sure whether one is dealing with what Tene and Polonetsky (2017,
p. 126) have called “policy-directed algorithms,” which are engineered for the purpose of avoiding or correcting
biases and advancing specific objectives.

With human decision-makers, more far-reaching, procedural scrutiny may well be appropriate as their
motives will ultimately remain black-boxed. With ADM systems, however, it is possible to examine whether an
ADM system has certain properties and conforms to certain criteria without already going one step further and
introducing procedural accountability requirements. If an ADM system has been adequately designed and pre-
pared beforehand, it is possible to perform tests which can ensure that a certain fairness requirement is met
(Kroll et al. 2017). It is thus possible to make the realized objectives and decision quality transparent without
completely illuminating the “black box.”

5.4. Class 3: Process accountability
Where potential harm of individual decisions is severe and there is notable scope for the ADM system to operate
in a way that diverges from the legitimate expectations and interests of affected data subjects without them know-
ing, there are grounds for very strict regulation that aims at mitigating risk as much as possible – that is,
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detecting and avoiding any way in which avoidable harmful decision could be made. This constellation is similar
to validation of aircraft autopilots for which rigorous design and testing procedures have been developed which
also allows for tracing decisions of the system itself. A different example would be the application of ADM sys-
tems for medical diagnostics, such as the detection of certain forms of breast cancer from tomographic imaging.
Both a wrong negative (no treatment despite lethal illness) and a wrong positive (possibly mastectomy although
no illness present) have far-reaching consequences. Even when presuming that the interest of those designing
and offering an ADM application for that purpose is aligned with those about whom decisions are made, the
ADM system might still have an undesirable bias or learn decision rules in an unexpected fashion – thus making
avoidable wrong decisions with potentially fatal consequences.

Indeed, it is known that ADM systems used for pattern recognition in tomography have a better recall (classi-
fying as positive those cases which, in fact, are positive) than humans, but they produce markedly more false pos-
itives – which is why human experts are required as a corrective to at least check the positive decisions, which
are a much more manageable number than all cases (Fry 2018). To make sure that risk is mitigated as much as
possible in such an application of an ADM system, comprehensive audits are needed that examine the construc-
tion of the ADM system, that entail a thorough testing and validation, and that can make decisions traceable.
This also allows for seeing retrospectively what may have gone wrong. In order to be able to reach an acceptable
level of transparency and traceability, it may furthermore be required to only use certain statistical models that
are still interpretable for humans (Rudin 2019).

It should be noted that while such a comprehensive auditing aims to make sure that an ADM system con-
forms to certain criteria and quality standards, it does not as such resolve the question what suitable criteria are
in the first place. This question can become especially salient and thorny where difficult trade-offs between social
values are involved. Such trade-offs cannot easily be decided by regulators and some scholars have noted that
there may be strong reasons for involving stakeholders to resolve these issues (see e.g. Lepri et al. 2018; Veale
et al. 2018). For instance, with regard to recidivism risk assessments in criminal justice, it is not per se clear how
much more severe a decision outcome is compared to another: wrongly predicting someone as recidivist and
detaining them (false positive) or wrongly predicting someone as a low risk and letting them free (false negative).
This question amounts to choosing a suitable quality measure that is to be optimized.4

5.5. Class 4: No use of ADM systems
Where fundamental values are affected and there are unacceptable value trade-offs, the use of an ADM system
may quickly reach a point at which a society and regulators see it as inadmissible – even if safeguards can be
implemented. The potential harm of decisions might be so severe and/or affect so many people while there is
considerable scope for an unintended and undesirable operation of an ADM system that it is intolerable. If, for
instance, the complexity of such an ADM system makes it barely predictable while an efficient application of that
system demands automation, it will hardly be acceptable. Where such a line will be drawn is subject to debate.
For example, there has recently been controversy over ADM-based political microtargeting via online advertise-
ments – regarding how to regulate it and whether to ban it altogether. Another highly controversial application
of ADM is lethal autonomous weapons that may make life-and-death decisions without oversight. In any case, as
with certain technologies that carry significant risks, there may be reasons not to use ADM systems at all.

6. Conclusion

The present paper contributes to the existing literature with a framework that differentiates regulatory require-
ments for variable implementations of ADM systems. We have drawn on the principal-agent model as a concep-
tual lens to systematically examine the accountability issues arising with the adoption of ADM systems. The
studied accountability issues are those from the perspective of data subjects who provide input – often including
their personal data – to an ADM system that produces outputs in the form of decisions made for and/or about
these data subjects.

A major challenge from this perspective are information asymmetries. These create possibilities for agency
loss in the sense that an ADM system operates in a way that goes against the legitimate expectations and interests
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of affected data subjects. The principal-agent literature distinguishes several dimensions of that asymmetry which
can be applied to the relation between data subjects and ADM systems. These may, first of all, exhibit hidden
qualities and objectives as they may perform in undesirable ways and realize criteria that go against the legitimate
interests of data subjects without them being aware of this. Such objectives may be designed into the system, but
they can also be the unintended result of an ADM system learning from data. Secondly, data subjects may face
the problem of hidden knowledge/information as they do not know which information and analytical insights
the system uses. Lastly, hidden actions can occur with ADM systems due to their usually unobtrusive operations
as well as their opacity and complexity.

Based on the principal-agent model, we have furthermore distinguished general ways of dealing with the
accountability problems resulting from those asymmetries and have applied them to ADM systems. A first variant is
to only rely on pure market accountability, that is, substantive choices between offers inducing incentives for hosts
and designers of ADM systems to make them work in the interest of affected data subjects. Secondly, one may
impose relatively superficial information disclosure requirements and transparency provisions, which may also
involve black-box testing as a way to monitor and assess aggregate performance of an ADM system. The third
mechanism described above is a theoretical possibility in the principal-agent framework but is hardly viable with
humans and only becomes relevant with machines realizing decision-making and services. Specifically, more far-
reaching transparency provisions through special forms of testing aim at ascertaining which objectives are realized
by an ADM system – they allow for peaking inside the “black box.” Finally, comprehensive testing and auditing can
be used to inspect the construction of the system and its data processing, and to make decisions traceable.

These are not only different kinds of mechanisms. They also differ in degree regarding the intensity of regulatory
intervention. Similar to contributions on risk regulation, we have matched regulatory provisions to different applica-
tions of ADM systems based on the risks involved. This risk depends on the potential harm of decisions and the
scope for agency loss, which in turn results from the specific, socially embedded implementation of an ADM system.
Although there are no clear-cut thresholds between risk categories, it is nonetheless important not to lose sight of
the big picture since applications of ADM differ widely in their impact on society and the risks they entail. The
framework formulated above contributes to a broader and systematic view on ADM systems. It offers an overview
of how different means for safeguarding algorithmic accountability which have been proposed in the literature can
be systematized and linked to a broad range of ADM system applications based on relevant criteria; and it does so
with a firm conceptual footing that has already been applied to accountability problems in other areas.

Indeed, varying requirements of scrutiny and transparency already exist with regard to human decision-mak-
ing. This will similarly have to be realized with ADM systems as these increasingly mediate social relations. The
core accountability challenges are not new, but they manifest themselves in new ways and call for new instru-
ments, including special technological solutions. The formulated framework also underscores that, as with human
decision-making and accountability, ethics is not enough. While there is growing literature on algorithm ethics
and one can discern a tendency by private as much as state organizations to adopt ethical norms concerning the
use of ADM systems, the framework above suggests that there have to be effective regulatory instruments in place
that allow for transparency and answerability where ADM systems are adopted. At the same time, these need to
be chosen carefully in order to avoid costs and overregulation that may stifle beneficial uses of ADM systems.
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Endnotes
1 Strictly speaking, it is operationalized behavior, which can be processed by a machine.
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2 An ADM system may well be unacceptable on the grounds of a right to privacy or other personal rights because it depends
on far-reaching surveillance structures. However, this touches on regulatory issues different from the ones we are con-
cerned with given our focus on decision-making.

3 Some of these applications also time involve explicit decision-making about the data subjects, as part of the service. This is
the case, for example, with medical diagnosis tools, with which users can find out something about themselves. Other
applications that, for example, involve a profiling of individuals instead make implicit decisions about them.

4 A similar problem emerges with choosing a fairness measure (Berk et al. 2018).
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