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Summary

This dissertation consists of four papers, each constituting a chapter. Each of the the
papers is self-contained and can be read independently. All of them, however, share a
common ground as they consider issues related to monetary policy and business cycles
and how they interact.

The first two papers are joint work with Jesper Gregers Linaa. The first of these is
entitled What Drives Business Cycles in a Small Open Economy with a Fixed Exchange
Rate? and presents a Bayesian estimation of a dynamic stochastic general equilibrium
(DSGE) model on Danish data. That is, the estimation combines likelihood optimization
with Bayesian priors in the spirit of Smets and Wouters (2003). The model describes
a small open economy and is close to Kollmann (2001, 2002) with some important de-
viations, however; to avoid stochastic singularity we need to expand his model with a
variety of structural shocks to make an estimation feasible. Furthermore, since the scope
is to estimate a model on Danish data we drop the Taylor rule and instead introduce
an imperfect peg. The peg is postulated “imperfect”; although Denmark successfully
has followed a peg, minor movements in the exchange rate have been observed over the
years. A variance decomposition reveals that the Danish business cycle is dominated by
stochastic movements in the labour supply in the long term, while demand shocks play
a major role in the short term. Remarkably, the role of technology is negligible, and
foreign factors only contribute little to the Danish business cycle, especially in the long
term. With respect to the estimation, we generally find believable estimates although
the degree of price stickiness is remarkably high.

The structural nature of the estimated model for the Danish economy allows one to
hypothesize the welfare consequences of Denmark abandoning its peg on the euro in favour
of an independent monetary policy. That is the scope of the second paper, Assessing the
Welfare Cost of a Fixed Exchange Rate Policy. In this analysis, we restrict ourselves to
focus on operational and implementable monetary rules in the sense of Schmitt-Grohe
and Uribe (2004). Specifically, we analyse a specific version of a generalised Taylor (1993)
rule, where the central bank sets the interest rate as a function of output growth and
inflation.

We conclude that there are sizable benefits to be attained from conducting an inde-
pendent monetary policy of this kind in favour of maintaining the peg on which current
Danish monetary policy is founded. Our estimate suggests that the gain in welfare is
equivalent to a permanent increase of 0.8 pct. in the level of consumption. The optimal
Taylor rule is found to be characterised by an aggressive interest-rate response to inflation
(i.e., attaching a weight of 3, which is the ceiling of our grid search, to inflation) and a
moderate response to output growth (i.e., a weight of 0.8). Contrary to Schmitt-Grohe
and Uribe (2004) we do not find it beneficial for the central bank to smooth interest rates
over time.

With regards to the causes of the higher level of welfare under the Taylor rule, we
obtain mixed results: in terms of consumption, the higher welfare is founded in the higher
mean of consumption under the Taylor rule, although the volatility of consumption has
also increased. For labour this result is reverted; under the peg regime labour is more
volatile than under the Taylor rule, while the mean is predicted to be lower under the
peg. Overall, agents prefer the higher consumption, despite higher volatility and more
labour efforts.



The analysis of the Danish economy raise some key issues that partly inspired the last
two papers of this dissertation. The first issue is the very limited impact of the foreign
economy on the Danish business cycle. In joint work with Jens Sgndergaard I analyse the
British economy in a framework similar in nature to that applied to the Danish economy
in the first paper, although some technical details differ, partly inspired by the small open
economy model of Adolfson et al. (2005). The focus of this analysis, which constitutes
the third paper and is entitled The UK Business Cycle and the Echange-Rate Disconnect,
is on the determinants of the UK business cycle, and in particular the interaction between
the British and the foreign economy. As the UK operates an independent monetary policy,
the dynamics of the interest rate and the exchange rate obviously differs from the Danish
case which is reflected in some of the changes to the model setup.

Overall, the estimation yields plausible estimates of the structural parameters. Ac-
cording to these estimates, the main source of fluctuations in the British economy is
shocks to the technology process. However, our estimation does point towards two areas
where the current empirical DSGE literature needs to be reconsidered. The first is spe-
cific to the UK economy and regards the inflation dynamics. The (detrended) inflation
series for the UK is remarkably less persistent than those for the Us and euro area. As
much of the workhorse price model of the recent medium-scale DSGE literature has been
constructed in a US context, where the main challenge was to account for the high persis-
tence of observed inflation, it is not well suited as a model for UK inflation. The estimated
degree of price stickiness is quite low, which is in line with micro-economic evidence for
the UK, cf. Hall et al. (2000), yet in contrast to that found for the Danish economy, cf.
Chapter 1, and for the euro area (Smets and Wouters, 2003; Adolfson et al., 2005).

Secondly, the foreign economy has no impact on the UK economy whatsoever. This
replicates the result for the Danish economy from Chapter 1, and is at first sight quite
surprising, why we consider it in detail. Typically, the transmission of foreign real shocks
works through the terms-of-trade (TOT) channel. Thus, standard models of the inter-
national real business-cycle literature have found that exogenous changes in the TOT
account for about 50 percent of domestic output fluctuations, cf. Mendoza (1995). The
terms of trade channel also plays a dominant theoretical role in the new open-economy
macroeconomic (NOEM) literature (cf. Corsetti and Pesenti, 2001). This could explain
why the Danish economy is little exposed to the foreign economy due to the pegged
exchange rate, yet one would expect a marked foreign impact on the British economy.

Other recent attempts to estimate DSGE models of the NOEM variety with Bayesian
methods, however, suggest that external terms-of-trade shocks have very little effect on
domestic output, cf. Lubik and Schorfheide (2003) for the UK, Adolfson et al. (2005) for
the euro area, and Martinez-Garcia (2005) in the case of Spain.

In a recent paper, Justiniano and Preston (2006) investigates this puzzling result in
a structural analysis of Canadian data. The common result across these different open-
economy structural estimations is that the current versions of NOEM models suffer from
the exchange-rate disconnect puzzle, that is, a volatile behaviour of the real exchange rate
that is unrelated to the delevopment of real aggregates (fundamentals) in the respective
economies (see Obstfeld and Rogoff (2000) for an articulate presentation of this puzzle).
In other words, the NOEM models that have been estimated in this and other papers
fail to give an economic explanation of the volatile real exchange rate, and thus they
rely on ad-hoc shocks to disconnect the the modeled economy from the large movements
that we observe in the real exchange rate. Consequently, the estimated economy virtually
behaves as a closed economy. Hence, the current DSGE models for open economies are still



unable to provide an adequate description of the interaction with the foreign economy,
and further research is certainly warranted.

The fourth and final paper, entitled Heterogeneous Price Stickiness in Estimated Semi-
Structural Models of the US Economy, is joint work with Carlos Carvalho. It analyses the
empirical importance of price contracts with different durations for the overall inflation
dynamics. The recent empirical literature on price setting that analyses the datasets
underlying the construction of consumer price indices documents a large amount of het-
erogeneity in the frequency of price changes across different economic sectors, cf. Bils
and Klenow (2004) and Nakamura and Steinsson (2007) for the US economy, and Dhyne
et al. (2006) and references therein for the euro area.

Through calibration of a structural model, Carvalho (2006) showed how such hetero-
geneity has dramatic implications for the dynamic response of economies to monetary
disturbances. In this paper, we proceed with Bayesian estimation of a model where the
supply side is a multi-sector economy with generalised Taylor (1979, 1980) staggered price
setting, in which the extent of price rigidity varies across different sectors. We close the
model with reduced-form processes for nominal output and an unobserved natural rate
of output.

In the estimation, we incorporate the information from the micro data analyzed by Bils
and Klenow (2004) and Nakamura and Steinsson (2007) through our prior on the cross-
sectional distribution of the frequency of price changes, which in turn affects aggregate
dynamics, and estimate the model using aggregate inflation and output as observables.
The fact that different cross-sectional distributions of price stickiness imply different
aggregate dynamics in principle allows inference about such distribution based solely on
time series of macroeconomic variables. However, we had anticipated, and confirm with
our results, that identification of this distribution is likely to be weak in this context.
Thus the additional value of an approach that makes use of the micro data through the
priors.

Our estimation results suggest that heterogeneity of contract lengths is of critical im-
portance for understanding the joint dynamics of inflation and output. When we restrict
the models by imposing the same degree of price stickiness across sectors, we obtain results
that are significantly worse from a statistical perspective than in the general case with
heterogeneity, and that moreover are economically nonsensical. Hence, heterogeneous
price stickiness offers an explanation and potential solution to the puzzling findings on
price formation for Denmark and the UK in Chapters 1 and 3, respectively, and e.g., for
the euro area in Smets and Wouters (2003).

Despite very different empirical methodologies, our results are in line with those ob-
tained by Coenen et al. (2007), who estimate a model with Taylor staggered price setting
and heterogeneous contract lengths of up to four quarters. Our estimation results, how-
ever, suggest that it is important to allow for sectors in which prices last longer than
one year. Neglecting to do so generates too little nominal rigidity relative to the micro-
evidence on the one hand, and on the other hand increases the estimated degree of real
rigidity way beyond what is found when more heterogeneity is allowed for. Thus, Coenen
et al. (2007) find an incredible amount of real rigidity, while our results implied marked
decreases in the estimated degree of real rigidity to levels that have been deemed plausible
in recent literature (Woodford, 2003, e.g., ).

The results generally conform with the cross-sectional distribution of price contracts
that we derive from the work of Nakamura and Steinsson (2007), based on their statistics



on the frequency of regular price changes. However, the empirical fit seems on par with
that obtained from symmetric priors when contracts of up to two years are considered.
This suggests that once one has the average contract length and the extent of hetero-
geneity in price stickiness right, the specific sectoral masses are not of great importance.
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Chapter 1
What Drives Business Cycles in a Small Open
Economy with a Fixed Exchange Rate?!

Niels Arne Dam Jesper Gregers Linaa
University of Copenhagen Danish Economic Councils

First version, October 2005

Abstract

We decompose the Danish business cycle into ten structural shocks using an
open-economy DSGE model with infrequent determination of prices and wages which
we estimate with Bayesian techniques. Consistent with the Danish monetary policy
regime, we formulate an imperfect peg on the foreign exchange rate and analyse
the resulting monetary transmission mechanism.

We find that the Danish business cycle is dominated by stochastic movements
in the labour supply in the long term, while demand shocks play a major role in
the short term. Remarkably, the role of technology is negligible, and foreign factors
only contribute little to the Danish business cycle, especially in the long term. With
respect to the estimation, we generally find believable estimates although the degree
of price stickiness is remarkably high.

Keywords: Open economy, currency peg, business cycles, Bayesian estimation

JEL Classifications: E3, E4, F4

*We are grateful to Henrik Hansen, Henrik Jensen, Claus Thustrup Kreiner, John Rand and Christo-
pher Sims for valuable comments. Also, we are indebted to Vasco Curdia and Daria Finocchiaro for
fruitful discussions and programming advice.

"Both authors were doctoral students at the University of Copenhagen when this work was conducted.
The viewpoints and conclusions stated are the responsibility of the authors and do not necessarily reflect
the views of the Danish Economic Councils.



1 Introduction

The aim of this paper is to analyse the determinants of business cycles in a small open
economy with a fixed exchange rate. We formulate a dynamic stochastic general equi-
librium (DSGE) model for a small open economy and estimate it on Danish data using
Bayesian estimation techniques. Hence, our paper belongs to the new open-economy
macroeconomics (NOEM) research programme (surveyed by Lane, 2001) which analyses
open economies with well-specified microeconomic foundations. Since its inception with
the seminal Obstfeld and Rogoff (1995) paper, the NOEM literature has offered many new
insights and has proven popular with theorists and central bankers alike. However, em-
pirical work has been relatively scarce within this framework, and thus a secondary aim
of this paper is an empirical assessment of the NOEM framework’s ability to adequately
describe a Scandinavian economy.

We obtain three main conclusions regarding the determinants of the Danish busi-
ness cycle: First, in the short run demand-side and supply-side shocks both contribute
substantially to fluctuations, while long-run cycles are driven almost entirely by supply
shocks. Second, even though supply shocks dominate fluctuations in the long run, the
influence from technological shocks is almost negligible while shocks to labour supply are
the main contributor to long-run volatility. Finally, a surprisingly large share of all cycles
appears to be founded in domestic shocks rather than foreign ones. Our model allows for
foreign shocks stemming from three channels; foreign prices, foreign demand and changes
in the international interest rate level of which the latter channel appears to be the most
potent foreign source of fluctuation.

We believe the Danish case to be particularly appealing for a structural estimation
for three reasons: First, the dual assumption that the economy is small and open seems
uncontroversial for the Danish economy, whereas we find the it more problematic for, e.g.,
the German, British and Japanese economies which have been considered in previous
studies; second, the Danish economy has had a clear and unaltered monetary policy
regime since 1987 which validates our empirical identification; and third, we have a reliable
and consistent data set for the Danish economy covering the entire period (1987-2003)
under consideration.

Since our focus is a small open economy, we base our theoretical model on that
proposed by Kollmann (2001, 2002). Kollmann (2001) formulates and calibrates a model
of a small open economy with imperfect competition and nominal rigidities in order to
analyse the responses of nominal and real exchange rates to monetary policy shocks, while
Kollmann (2002) elaborates on this calibrated model and analyses welfare consequences
of different monetary policies. With respect to the monetary policy, which is of special
interest to us, Kollmann (2001) considers a money-growth rule while Kollmann (2002)
focuses on a generalised Taylor rule (although a perfect peg is also considered). However,
as the Danish monetary policy has consisted of a peg on the euro (and the D-mark
before 1999) with a constant parity since 1987, we introduce an imperfect peg regime to
describe the monetary policy rule under the implicit assumption that the interest rate is
the central bank instrument.!

! As Kollmann (2002), we follow the current trend in this literature and consider the cashless limiting
economy; that is, we consider an economy where money-based transactions are sufficiently unimportant
for the utility of real consumption to be safely ignored. Thus, we ignore money and let the interest rate
be the instrument for monetary policy. Woodford (2003) argues convincingly in favour of this approach
which we consider to be the empirically relevant one.



We adopt the econometric framework of Smets and Wouters (2003), who successfully
pioneered the application of Bayesian estimation techniques to a DSGE model. Thus,
they estimated a variant of the complex model describing a closed economy originally
constructed by Christiano et al. (2001, henceforth the CEE model) on data for the euro
area. As Smets and Wouters, we structurally identify all volatility in the observed data
which necessitates expansions of Kollmann’s model. Thus, we include richer household
preferences and a larger variety of structural shocks in our model.

The estimation of the structural model — the first of its kind that we are aware of
on Danish data — yields plausible results. We do find a remarkably high degree of price
stickiness, but as we discuss below this is a common feature of the emerging body of
empirical evidence on DSGE models, and we discuss different possible explanations.

Bergin (2003) performs a related exercise; he estimates a variant of the Kollmann
(2001) model on Australian, British and Canadian data and compares with reduced-form
VAR models. In contrast to us, Bergin uses maximum-likehihood estimation and relies
on a simple Choleski decomposition for identification of the structural shocks. He finds
that the structural model provides a better fit than the VAR model, but is less successful
at forecasting the paths of individual variables.

In another related paper, Lindé (2004) analyses the Swedish business cycle in a DSGE
model. The focus is different from ours, however, as Lindé excludes preference shocks and
nominal rigidities (and thus monetary policy) in his model and estimates it on annual
data in accordance with his emphasis on the relative contributions of technology, fiscal
policy and foreign factors to economic volatility. In contrast, we emphasise the short-
term implications of the monetary policy regime and abstract from fiscal policy in our
analysis.

The paper continues as follows; Section 2 presents the model, Section 3 describes the
estimation methodology and the results, Section 4 analyses the properties of the estimated
model and Section 5 concludes.

2 The Model

In this section we build a modified version of the open-economy DSGE model with stag-
gered price setting presented in Kollmann (2002). Like him, we consider a small open
economy that produces a continuum of intermediate goods which are aggregated and sold
under imperfect competition to final-good producers at home and abroad. Producers of
intermediaries only reoptimise prices infrequently a la Calvo (1983), but can differentiate
fully between the domestic and foreign market and price their goods abroad in the local
currency. It follows that prices are sticky in the currency of the buyer, an assumption that
has been forcefully argued by, e.g., Betts and Devereux (1996, 2000). Recently, Bergin
(2003, 2004) has compared local and producer currency pricing in estimated DSGE models
and found strong empirical support for local currency pricing. Final goods are produced
from aggregates of the intermediate goods from home and abroad and sold in a perfectly
competitive market. Thus, all trade takes place in intermediary goods. McCallum and
Nelson (1999, 2000) analyse a simpler model based on the same assumption and argue
that it is empirically superior to one with trade in final goods.

We replace the homogenous and perfectly competitive labour market of Kollmann
(2002) with one of differentiated labour services and rigid wage setting due to Erceg et al.
(2000) and Kollmann (2001) which was also implemented in the CEE model. Furthermore,



we follow Smets and Wouters (2003) and assume CRRA preferences and external habit
formation; thus, the preferences analysed in Kollmann model are a special case of ours.
We maintain, however, the quadratic investment adjustment costs in the relative level of
capital, the debt premium on the interest earned on foreign bonds and the UIP shock from
the Kollmann (2002) model. Finally, we introduce an imperfect peg regime for monetary
policy with a persistent policy shock.

In this section we outline the various components of the rather rich model.?

2.1 Households

Like Erceg et al. (2000) we assume a continuum with unity mass of symmetric households
with index j who obtain utility from consumption of the final good C; (j) and disutility
from labour efforts [, (j). Thus, they are all characterized by the following preferences:

Eo

> BU(CT () (j))] : (1)

t=0

U(CH (7)) = C?[ ) _Uc_ ()"

oc,or >0
1—-o0c T

where (? represents a shock to the discount rate and ¢ represents a shock to the labour
supply, while the coefficient of relative risk aversion o is also the inverse intertemporal
elasticity of substitution, and o represents the inverse Frisch labour supply elasticity;
finally, j € [0, 1] signifies the household. We follow Smets and Wouters (2003) and
assume external habit formation in consumption; that is, utility is obtained from

C; (j) =Ci(j) —hCir, 0<h <, (2)

where h(C;_; is the habit stock at time ¢ which is external in the sense that it is pro-
portional to the past aggregate consumption level that is considered exogenous to the
individual household. We further assume a security market where households completely
diversify their individual income uncertainty, so that consumption is equalised across
households; C (j) = Cy, Vj.

Each household supplies an idiosyncratic variety of labour service [; (7). These labour
services enter as a Dixit-Stiglitz aggregate in the intermediate-goods firm production;
thus, letting [; (s, ) be the amount of labour service j utilized by firm s we find that firm
s uses the following amount of labour services;

14+,

Li(s) = Vol (s, )T dj] . (3)

Here, ~, is the net wage markup which is assumed to be an i.i.d. process with mean
v > 0.
Wage setting is staggered a la Calvo (1983). That is, in each period household j only

optimises its wage wy (j) with probability 1 — D. The household takes the average wage
_ —(1+7)
rate W; = [ fol wy (7) E=r dj as given when it chooses its optimal wage w;; and

2A technical appendix with a thorough derivation of the model and its steady state is available in
Chapter 5.



will meet any demand for the given type of labour;*

L (j) = /O I, (s, 7) ds. ()

In addition to consumption, households can invest in domestic and foreign one-period
bonds as well as in domestic capital. Capital K; earns rental rate R; and accumulates as
follows with ¢ measuring depreciation;

(K — K)?
Kt—i-l:Kt(l_é)"’It__M

0<d<l, ®>0 5
2 Kt ) ) ) ()

where I, is investment. Here, we have followed Kollmann (2002) and assumed quadratic
adjustment costs. Domestic bonds A; earns net interest i;, while the interest z,{ accruing
to foreign bonds B, held by domestic agents deviates from the foreign interest level i; as
follows;

(1 +¢{) = Q1+, (6)

e B eP*Q)”*
Q = vtexp{—)\ tPttEH}’ = PQ ) (7)

(1]

where e; is the nominal exchange rate and P, is the price of final goods, while = is the
steady-state value of export in units of the domestic final good. Thus, the interest on
foreign bonds is growing in the foreign debt level which ensures the existence of a unique
equilibrium, cf. Schmitt-Grohe and Uribe (2003), while v, is a stochastic shock which we
motivate with the empirically observed departure from the uncovered interest parity. We
style vy a UIP shock but abstain from a deeper explanation of its nature; Bergin (2004)
offers a good discussion of UIP shocks in the NOEM literature.

Households own equal shares of domestic firms and thus earn profit from the intermediate-
goods firms (A; (j)) in addition to rental rates R; on the capital, wage income from their
labour services and payments from their state-contingent securities (S; (j)). Hence, the
budget constraint of household j is

Av1 () + eBi (3) + P (G () + 1 (7)) = (8)
A (7) (X +dp—q) + e Be (4) (1 + if—l) + Re Ky (5) + A (5) +we (5) 1 (5) + Si (4) -

Thus, households decide their consumption, wages and investments in accordance
with the solution to the following problem;

max Ey
{Ct(5),At+1(5),Br41(5), Ket1(4) we e oo

s.t. (1)-(8).

3Note that the optimal wage in any period is identical across households, which is the reason why
wy+ can be written without index j.

> BUCG) b)) 9)
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The first-order conditions for domestic and foreign bonds yield regular Euler conditions;

(1+1¢) B [pt,t+1] =1, (10)
, e
(1 + Z{) Ey {Pt,tﬂt_ﬂ] =1, (11)
€t
ou (C}, L
i = 5 U V) (PP, e = 2T, (12
t

where p, . discounts profits at time 7. One should bear in mind, however, that in this
case Uc; depends on C;_; as well as C; due to our assumption of external habits.
The optimal wage level w,, is the solution to the following first-order condition;

o0 3 142y, U -
> (BD) t§wt,t TR ]g Wiy — (L+7,)ULs| =0,
T=t T T

where D™"" is the probability that the chosen wage level w;, is still in effect in period
7. Thus, the infrequent and stochastic reoptimisation implies that the household must
weigh the marginal utility of consumption against the disutility of labour in all future
periods when it sets its wage level. Finally, under the Calvo-like assumptions of the wage
setting, the aggregate wage level evolves as follows;

W, = [D (Wt_l)_% +(1-D) (wti)_%] — |

2.2 Final Goods

Final goods Z; are produced using intermediate-good bundles from home (Q‘tj) and abroad
(Q}") respectively. These intermediary aggregates are combined with a Cobb Douglas

technology:*
aN o my\ @
Zy = (—Qt) (—Qt > , atam<1 a'+am=1.

am
Each bundle of intermediate goods is a Dixit-Stiglitz aggregate. Here, we follow the

assumptions of the CEE model and let the net markup rate v, be an i.i.d. process with

mean v,
1+v+

1
Q= {/ qi(s)lﬁ”tds] , i=d,m.
0

Assuming that domestic firms face the problem of minimizing the cost of producing
Z; units of the final good, demands for goods produced domestically and abroad can be
written as

Qzlf = QZF;Zt7 1= d7m7
ad maa™
Pt = (Ptd) (Pt ) )

where the appropriately defined price index P, is the marginal cost of the final-goods

4Bergin (2004) estimates a model where domestic and foreign intermediary goods are combined with
the more flexible CES technology. He finds that the special Cobb-Douglas case is in accordance with the
data.
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producing firm. With perfect competition in the final-goods market, P; is also the price
of one unit of the final consumption good.

2.3 Intermediate Goods

Intermediate goods are produced from labour L; and capital K; using Cobb-Douglas
technology. Thus, the production function of firm s is

U (s) = 0,K,(s)" Ly ()Y, 0<e <1,

where 0, is the aggregate level of technology. Producers operate in a monopolistic com-
petitive market, where each producer sets the price of her variety, taking other prices as
given and supplying whatever amount is demanded at the price set.

Firms rent capital at the rate R; and compensate labour with wages W,. Hence, any
firm’s marginal costs are

J _ -
MGy = g W BRIy (1= )7, (13)
Producers sell their good variety to both domestic and foreign final-goods producers
(that is, y; (s) = ¢ (s) + ¢F (s)) and are able to price discriminate between the two
markets. As is well-known from the Dixit-Stiglitz models, final-good producers demand
individiual varieties of intermediaries as follows

1+vq

6= (%) "o i—am,

and thereby firm profits can be written as

T (pf (s) .97 (5)) = (91 (5) = MCy) ;' () + (exp (5) — MCy) g7 (s) -

We furthermore assume that foreign exporters produce at unit costs equivalent to the
aggregate foreign price level P and thus generate the following profits in the domestic

market;
1+vy

o o) = 0 ) - ) () o

Demands from foreign final-goods producers are assumed to be of the Dixit-Stiglitz
form as well;

1+vg
3 (S) g Pta: - *
ao= (") e = (1) v
t Pt t t Pt t

where the foreign aggregates P, Y," are exogenous.

As in the case of wages, we follow Calvo (1983) and assume that a firm only reoptimises
its prices in any given period with probability 1 — d. Given that domestic firms seek to
maximise profits discounted with a pricing kernel based on household utility (cf. equation
(12)), a firm that reoptimises its domestic price faces the following problem;

p, = argmax » _d"'E, [p, 7 (w,pj (s))] .

T=t
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As firms set prices in the domestic and foreign market separately, the constant marginal
costs — cf. equation (13) — implies that the two price setting problems are independent.
Hence, the optimal price pﬁt is determined from the following first-order condition;

_14vsr

- detE d pilyt 7 Qi _
Z t (pt,t —(1+v,) MCT) Ptr Pl =0, (14)

d
PeiVr

T=t

which illustrates an essential feature of Calvo pricing; because of the infrequent and
stochastic price setting firms must consider expectations of all future levels of marginal
costs and demands when calculating their optimal price. The optimal price in the export
market (pf’t) is determined analogously.

Import firms are owned by risk-neutral foreigners who discount future profits at the
foreign nominal interest rate R, = I17-} (1 4+ i*)~'. Thus, when they reoptimise, they
set their prices in order to maximize discounted future profits measured in foreign units;

pry = arg maXZ Ay [Ri 7™ (w) Je,],

T=t
F= [0 -0 6] =

2.4 Market Clearing

All intermediaries are demanded from either domestic or foreign final goods producers,
while final goods can either be consumed or invested in capital. Hence, equilibria in the
markets for intermediate and final goods require

Y, = Qf+Qi,
Zt - Ct+It' (15)

Equalising the supply and demand for capital implies

m:/m@w

Finally, we assume that only domestic agents hold the domestic bond, implying that
Ay = [ A (j) dj = 0 in equilibrium.

Aggregating and manipulating the household budget constraint (8) and using the
final-good market equilibrium (15) yields the following equation which simply states that
the net foreign assets position (NFA) changes with accruing interest and the net export.

etBiy1 + P, (C,+1,) = ebB, (1 + z‘{_l) + R K, + WLy + PQY + ¢, PFQF — (R K, + W, Ly) =
Bua = B (1+il) + PrQi ———qp.
t
2.5 Monetary Policy

We postulate an imperfect peg against the euro as the monetary policy; in our model the
interest rate is the instrument, which is thus used to keep e; constant up to an exogenous
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policy shock &, with unity mean;
e = e&,. (16)

Log-linearizing equations (6) and (7) yields the following relation between the internal
foreign interest rate and that paid to domestic holders of foreign bonds;

il =+ 0, — AB,.
Combining this relation with log-linearised versions of equations (10) and (11) yields
ElNér, = i—8 =8 — i+ (AE - @t> ,

1412 A B
i = 1og( *) i=log(ofe), Bi= g

147
which we can combine with (16) to obtain
b= 0 4 (@t - ABQ + EBAE,,,

that is, the interest rate responds (virtually) one-to-one with the foreign interest rate and
the UrP shock and is additionally skewed by the spread and the policy shock.

2.6 Solving the model

We log-linearise the model around its deterministic steady state and solve the resulting
linear rational expectation system with the Sims (2002) method.The log-linearised system
is summarised in Appendix A, while the method used to solve it is described in Appendix
B.

3 Estimation

We now consider the results and underlying assumptions of our estimation. Before we list
our specific assumptions and report our estimation results, however, we briefly motivate
the Bayesian methodology that we utilise.

3.1 Estimation Methodology

We seek suitable econometric tools to quantify and evaluate our postulated structural
model of the Danish economy given our set of observed time series. Building on the
seminal analysis in Smets and Wouters (2003), we follow what Geweke (1999) styled the
strong econometric interpretation of our DSGE model. This implies that we postulate a
full probabilistic characterisation of our observed data which allows us to estimate the
structural parameters through classical maximum-likelihood methods; or alternatively—
following Bayesian methodology—through combining the likelihood function with prior
distributions on the structural parameters and maximise the resulting posterior density.

In this paper we follow the Bayesian approach which allows us to formalise the use
of any prior knowledge we may have on the structural parameters. On a more practical
level it also helps stabilise the nonlinear minimization algorithm which we use for the
estimation. Given the limited length of our sample, reasonable assumptions for the prior

14



distributions (including restrictions on the support of certain parameters such as, e.g.,
standard deviations) are likely to be essential for obtaining plausible estimates. On the
other hand, we utilise prior distributions we believe to be broad enough in order for the
data to inform us on the structural parameters of the theoretical model.

Our model includes ten structural shocks and nine observed variables. Thus, we can
proceed on the assumption that there is no measurement error in the data set without
facing the problem of stochastic singularity. In other words, we attribute all stochastic
volatility to identified structural shock processes. This approach was succesfully carried
out in the Smets and Wouters (2003) analysis of a close variant of the CEE closed-economy
model.

Alternative ways of estimating DSGE models do exist; Christiano et al. (2001), e.g., es-
timate their model using G MM techniques based on a loss criterion measuring the distance
from impulse-response functions of a monetary policy shock generated by an identified
VAR and the parameterized DSGE model, respectively. This, however, does not appeal to
us; we acknowledge that consistency between the predictions of a VAR and a DSGE model
is a strong indication that the predicted outcome of a given experiment is robust. We
believe, however, that these predictions should be obtained apart from each other. In
particular, the sketched method of estimation depends critically on the right identificatin
of the VAR model — a controversial issue on its own that will have significant effects on
the estimation. By maximising a likelihood function combined with priors, we link the
DSGE model and its way of propagating shocks directly to the observed patterns in the
data, thus avoiding controversial assumptions of the identification of a VAR model.

3.2 Data

We treat Denmark as the home country and a weigthed average of a Germany, France
and the Netherlands as the foreign country. For Denmark we include observations of real
GDP, total real consumption, the GDP deflator, total employment adjusted for variations
in hours worked, and a three-month money-market interest rate, corresponding to the
theoretical variables Y, C, P, L and i. We are unable to find a satisfactory measure for
wages; although a suitable measure is availabe in the MONA databank, is only observed
annually and thus unsuited for our analysis. We use quarterly data for the period 1987-
2003 as the last adjustment of the parity between the Danish krone and the D-mark
occured in January 1987.

Due to the data break in German GDP implied by the unification of East and West
Germany in 1991, we have manipulated the German real GDP series; specifically we ran
an OLS regression including only a linear time trend and a unification step dummy taking
the value of one from 1991 onwards. Using the obtained coefficient we shifted the level
of GDP and obtained our measure of German real GDP.

Since our model assumes that the home country is pegging the foreign country, and the
Danish krone was effectively pegged to the D-mark before the current peg on the euro, our
foreign aggregate should at the same time be broad enough to cover as much as possible
of the Danish trade and narrow enough that we can plausibly claim that the relevant
exchange rate for the foreign area was historically the D-mark. We settled on Germany,
France and the Netherlands which constituted 28 percent of Danish exports in 2003. We
used their relative weights from the current effective exchange rate for the Danish krone
as calculated by Danmarks Nationalbank which are 69, 17 and 14 percent for Germany,
France and the Netherlands, respectively. For this EU aggregate we include observations

15



of geometric averages of real GDP and the GDP deflator, and of the D-mark/euro exchange
rate vis-a-vis the Danish krone and a German three-month money-market interest rate,
matching the theoretical variables Y*, P* e and ¢*. The data and their sources are further
detailed in Appendix C.

Our log-linearized model describes stationary deviations from a steady state, so we
follow Smets and Wouters (2003) and remove a linear trend from the log of our GDP,
consumption and labour supply series. We further adjust the price series for a nominal
trend in inflation and remove the same trend from the interest rates.

3.3 Prior Distributions

We fix a subset of key parameters which are likely to be poorly determined in a model
that only considers deviations from the steady state. In a Bayesian sense, we assume
very fixed prior distributions, namely ones with no variance. Thus, the discount factor
[ is fixed at 0.99, implying an approximate quarterly return of 1 percent, while the
depreciation rate of capital ¢ is set at 0.025. The capital share 1 is set at 0.33, while
the share of domestic intermediates in final production o is fixed at 0.7, and the net
steady-state mark-up rate v is fixed at 0.2. Furthermore, we follow Kollmann (2002) and
set the capital mobility parameter A at 0.0019 in accordance with the empirical findings
of Lane and Milesi-Ferretti (2002). Finally, we fix ) at unity corresponding to a foreign
technology equal to that assumed for the home country.

This leaves us with six structural parameters capturing nominal rigidities, preferences
and capital adjustment costs, as well as 17 parameters defining the structural shock
processes. We assume beta distributions for parameters restricted to the range between
0 and 1, inverse gamma distributions for the standard deviations of the shock innova-
tions, and gamma distributions for the remaining parameters. Thus, all parameters are
restricted to take on positive values.

The Calvo parameters d and D are assumed to follow beta destributions with mean
0.75, which would imply that prices and wages are reoptimised every year on average.
We keep the distributions tight (standard deviations are set at 0.03) since we consider
price and wage contracts lasting more than 2 years on average implausible.

We assume that the inverse intertemporal elasticity of substition o follows a gamma
distribution with mean 1, corresponding to log preferences, while the inverse elasticity of
work effort o is assumed to be gamma distributed with mean 2 and a variance broad
enough to cover the lower values obtained in the microeconometric studies and the higher
values used in the RBC literature.

We further assume that the autocorrelation parameters p for the persistent struc-
tural shocks all follow a gamma distribution with mean 0.85 and a standard devation of
0.06; the tight distributions around these high autocorrelations ensure that the persistent
structural shocks are distinguishable from the i.i.d. shocks. All variances are assumed to
follow inverse gamma distributions (which are the conjugate prior distributions in this
case), and we have drawn on the assumptions in Smets and Wouters (2003), the calibra-
tions in Kollmann (2002) and regressions on our data set to determine the mean of each
distribution.

All the assumptions on prior distributions are summarised in Table 1.
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3.4 Posterior Estimates

We show our estimation results in Table 1. First, we report the mode of the posterior
distribution using a numerical minimisation routine. These estimates are shown along
with standard errors derived from the numerically calculated Hessian. Secondly, we
report the median and the 5" and 95" percentiles from the posterior distributions. These
distributions were simulated with Markov-chain Monte-Carlo methods. In particular, we
ran a Metropolis-Hastings algorithm with 60,000 draws from a multivariate Gaussian
jumping distribution.’

The prior and posterior distributions of the 23 estimated parameters are also illus-
trated in Figures 1 to 3. Most parameters are estimated to be significantly different from
zero. The exceptions are the standard deviations of the innovations to the foreign inter-
est rate and of the wage markup shock. Since we did not have observations of the wage
level, it is not too surprising that the wage markup shock is estimated to be insignificant.
The absence of a time series for wages is also a likely explanation for the striking simi-
larity between the prior and posterior distribution of the wage rigidity parameter. The
autocorrelations of the persistent structural shocks lie in the range from 0.82 (the level
of technology) to 0.96 (labour supply); thus, the data have not caused them to diverge
much from our prior assumptions.

Our estimates of the preference parameters seem plausible. The labor supply elasticity
is approximately one and the intertemporal elasticity of substition is a half, so that both
belong to the range of values regularly applied in similar analyses. The estimate for the
external habit stock h lies between a third and a half; this is on the lower side compared
with the literature at large, but should be equally uncontroversial.

The estimated nominal rigidities are more problematic. The first thing that stands
out is the large discrepancy between our prior beliefs and the posterior distribution of
the Calvo price parameter d. The posterior mode is 0.94, corresponding to an average
duration of intermediary price contracts of four years. Given a strict interpretation of
the Calvo pricing model, our estimate is blatantly implausible. Obviously, our imple-
mentation of Calvo pricing is the simplest one possible, and a first attempt to improve
it would be to add indexation to past inflation as in the CEE model.5 However, when
Smets and Wouters (2003) estimate this more elaborate model, they obtain results that
are very similar to ours; hence, we are skeptical that this expansion of the pricing model
will yield an estimated Calvo parameter in the range we consider plausible. Another

obvious extension is to consider separate Calvo parameters for import and export prices,

®More accurately, we made 61,000 draws but discarded to first thousand in order to avoid problems
with the initial point. We used the inverse Hessian calculated at the posterior mode scaled down by a
factor eight as covariance matrix in the jumping distribution.

5By indexation to past inflation we mean that prices and wages which are not reoptimized in a given
period are adjusted for past aggregate inflation instead. We refer the reader to Woodford (2003, ch. 3)
for a thorough discussion of indexation in the Calvo pricing model.
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although one would have to include observed time series of these prices to improve the
estimation this way.

Smets and Wouters speculate that the high price stickiness is in part due to the
assumption of constant returns to scale in the intermediary-goods sector — as confirmed
empirically by Gali et al. (2001), this assumption implies an upward bias in the price
rigidity if the returns to scale are in fact decreasing. Alternatively, Altig et al. (2005) show
that if one replaces the assumption of an economy-wide rental market for capital with
one of firm-specific capital, the implied Calvo price parameter is reduced significantly;
thus, in their benchmark model (a variant of the closed-economy CEE model) the average
time between price reoptimisations is reduced from 5.6 to 1.5 quarters, as they change
the assumption regarding the capital market. Both arguments indicate that the cause
of the implausibly high estimate of the Calvo parameter may just as well lie outside the
specific formulation of the pricing model.

The other troubling result of our estimation is the large variance of the price markup
shock. We suspect the high volatility is caused by two factors; first, we have neither
public spending nor investment shocks in the model to explain the stochastic nature of
demand; second, we believe that the large variance is compensating for the restrictive
version of the Calvo pricing model we have implemented.

According to our estimation, the capital adjustment cost parameter ® follows a tight
posterior distribution located very close to the prior mean. Our experience with the esti-
mation algorithm and the impulse-response functions indicate that the model properties
change markedly with even small changes in ®.

We find plausible estimates for the remaining parameters which define the structural
shock processes.

The observed time series (solid lines) and the one-step-ahead predictions (dashed
lines) from the Kalman filter are shown in Figure 4. Given the simplicity of the presented
model, we find the fit to be overall satisfactory, although the restrictive Calvo model yields
a somewhat problematic fit for prices, and the model is not quite capable of explaining

the large and persistent swings in the observed labour supply.

4 Analysing the Properties of the Estimated Model

4.1 Impulse Response Analysis

We now consider the effects of shocking the exogenous processes of the model. First,
we focus on the effects of an expansionary monetary policy shock and a drop in the
foreign interest rate level, respectively. Subsequently, we briefly consider the effects of
an uanticipated rise in the technology level and in the foreign demand. The impulse-

response functions to innovations in these four shocks are shown in Figures 5-8; we depict
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the median (solid line) and the 5™ and 95" percentiles (dashed lines) as calculated from
1,000 draws from the posterior distributions.

We begin with an analysis of the monetary transmission mechanism, by which we
mean the endogenous responses to a change in the domestic interest rate which is the
instrument of the central bank in our model. As discussed in section 2.5, an expansionary
monetary policy shock under our peg regime implies setting the interest rate below the
level required to keep the exchange rate constant. Thus, technically, the expansive policy
shock is equivalent to a temporary devaluation, and we implement it through a positive
innovation to &,.

The effects of an expansionary monetary policy shock are shown in Figure 5. We
see that a devaluation implies a positive response in consumption and investments and,
hence, output. The expansive effect of a devaluation on output peaks one quarter after
the devaluation with an increase in output of .8 percent following a 1 percent devaluation.
Investments respond more strongly and peaks instantaneously with a 2.9 percent response.
The transmission mechanism is as follows; the opportunity cost of consumption decreases
with the lower interest rate, as it gets less beneficial to hold domestic bonds. Hence,
aggregate demand rises which increases demand for labour and capital. This stimulates
investments and pushes up marginal costs as wages and the rental price of capital increase.
Since prices on the intermediary goods are determined as a markup on marginal costs,
they increase correspondingly. Note, however, that the rise in the price on exported
intermediaries (measured in the foreign currency) is less than a third of the rise the in
domestic price level. The explanation is that by assumption the firm sets the price in
the foreign currency, but seeks to maximise profits measured in local currency; thus, as
the devaluation itself provides a sizeable increase in profits from exported intermediaries,
maintaining the optimal markup requires a relatively smaller rise in the export price.
In total, the devaluation creates inflation, and prices peak after 10 quarters with an
estimated rise of .15 percent.

In Figure 6 we consider the effects of shocking the level of the foreign interest rate.
The peg regime implies that the central bank lowers the domestic interest rate one-for-one
with the foreign decrease in order to keep the nominal exchange rate fixed, and thus the
main differences between the former experiment and the present are (i) the positive co-
movement in the domestic and foreign interest rate levels; and (ii) the fact that the in the
present experiment the exchange rate is fixed. The real effects of this shock are similar
to the ones above; the nominal effects, however, differ. Notably, the determinants of
the import price are unaffected, while the prices set domestically experience long-lasting
swings. Domestic producers initially increase their prices because of the higher demand.
As capital accumulates and pushes the rental rate down, while the interest rates on bonds
return to towards the steady-state level, investment and output demand drop below their

initial levels, and firms respond by lowering their prices. Thus, while prices rise at first,
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Figure 5: Responses to a monetary policy shock
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Figure 6: Responses of a shock to the foreign interest rate

they begin to fall after approximately 6 quarters and fall below the initial level after
three years; only after some eight years do they begin a slow return towards the long-run
equilibrium.

With regards to the technology shock depicted in Figure 7, we see that a positive
shock to technology results in an initial drop in output. This is in sharp contrast to
a standard RBC model. The reason is the estimated high degree of price stickiness in
intermediaries. Thus, even though the positive shock to technology shifts the supply
curve of the firms to the right, the price inertia causes the short-run supply curve to be
almost horizontal, and thus the direct supply-side effect on output is small. Furthermore,
a given level of production can now be reached using fewer production resources due to the
higher level of productivity, causing employment as well as capital demand to decrease.

In turn, households wish to hold less capital stock and disinvest. Thus, total demand for
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Figure 7: Responses to a shock to technology

final goods has fallen, and in equilibrium this effect dominates the positive supply effect,
implying a lower output equilibrium than before the shock. Over time, however, prices do
fall because of the highly persistent technology shock that has decreased marginal costs,
and as demand responds to the lower prices, capital is accumulated and investments rise.

The effects of shocking the foreign demand are found in Figure 8. No surprises here; an
increased demand from abroad increases demands for intermediaries; this raises demand
for capital and labour pulling the rental rate and wages up, hence increasing marginal
costs. Domestic producers of intermediary goods respond by increasing their prices, and
consequently the price of domestic goods goes up. With P; and P, increasing, P goes up

as well.
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Figure 8: Responses to a foreign demand shock
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4.2 Variance Decomposition

In Table 2 and 3 we present a variance decomposition of the forecast mean squared errors
(MSE) at various time horizons measured in quarters which is based on 1,000 draws from
the posterior distribution. Decomposing the contribution of the individual shocks to the
movements in the endogenous variables yields some interesting conclusions. First, we
note that technological innovations do not contribute much to the volatility in GDP in
neither the short run nor in the long run. This result stands in sharp contrast to the
baseline RBC model that relies on technological shocks as the sole driving force behind
business cycles. Thus, our results strongly indicate that a model with a more elaborate
set of structural shocks is important for understanding the forces that drive the economy.
A likely explanation for the modest role of technology shocks follows from the feature
of our estimated model documented in Section 4.1 above; namely, that output initially
responds negatively to a positive technology shock; in contrast, the initial output response
to a positive labour supply shock is positive.” This is likely to support the latter as the
dominant supply shock process of the two, as we believe this property to be in better
accordance with the correlations of the observed data. We note that Smets and Wouters
(2003) find that technology plays a minor role in the business cycle of the euro area and
is clearly dominated by schocks to labour supply, and thus we regard our results to be
consistent with theirs. In contrast, Bergin (2003) finds that output volatility is dominated
by technology shocks, but it is worth noting that he does not consider shocks to labour
supply in his analysis.

Second, demand-side shocks — mainly preferences — have a sizeable impact in the short
run, while supply shocks drive cycles in the long run; despite the apparently limited
role of technological shocks, we note that the supply side do contribute substantially
to fluctuations in GDP. Initially, shifts in labour supply account for 23 percent of the
volatility in GDP and more than two-thirds of the volatility in investments. In the long run
labour supply shocks account for between 80 and 90 percent of all volatility in private
consumption, investments and, hence, GDP. In the short run, however, we see that
shocks to the discount rate yield the largest impact on GDP. Also, varying price markups
contribute heavily. This pattern does not change much in the medium term.

Third, somewhat surprisingly we see that business cycles in Denmark to a large degree
appear to be founded domestically. Although Denmark is a highly open economy, less
than 10 percent of the volatility in the short and medium term can be directly traced
to foreign sources, by which we mean foreign GDP, prices and interest rates. However,
shocks to price mark-ups also have a component that is determined abroad, as we have
not distinguished between markup shocks from domestic and foreign producers. Taking

this into consideration, at most 40 percent of the short run volatility can be attributed

"This particular property of the model is not further discussed in the paper. Documentation is
available upon request.
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Table 2: Variance Decomposition

C 1 Y
t=0  Preferences 0.67 0.82 091 0.00 0.00 0.01 0.25 0.32 041
Labour supply 0.02 0.07 0.17 0.58 0.67 0.75 0.16 0.26 0.37
Technology 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.01
uUIpP 0.00 0.01 0.01 0.01 0.01 0.02 0.01 0.02 0.03

Price mark-up 0.02 0.04 0.08 0.11 0.16 0.22 0.12 0.19 0.27
Wage mark-up 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Monetary policy 0.02 0.03 0.06 0.06 0.08 0.11 0.08 0.11 0.15
Foreign int. rate 0.01 0.02 0.04 0.03 0.05 0.07 0.04 0.06 0.1
Foreign price 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 o0.01
Foreign demand 0.00 0.00 0.01 0.01 0.02 0.04 0.01 0.02 0.05
MSE (in pct.) 0.01 0.02 0.02 0.50 0.61 0.77 0.03 0.04 0.04

t=4  Preferences 0.47 0.63 0.78 0.00 0.01 0.01 0.28 0.39 0.53
Labour supply 0.12 0.24 039 054 0.64 0.73 0.08 0.12 0.18
Technology 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
uIP 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 o0.01

Price mark-up 0.03 0.06 0.09 0.13 0.19 0.26 0.16 0.24 0.34
Wage mark-up 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Monetary policy 0.02 0.04 0.06 0.06 0.08 0.12 0.08 0.12 0.18
Foreign int. rate 0.01 0.02 0.04 0.02 0.04 0.06 0.04 0.06 0.1
Foreign price 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.01
Foreign demand 0.00 0.01 0.02 0.01 0.02 0.06 0.01 0.03 0.08
MSE (in pct.) 0.08 0.13 0.19 137 1.68 209 0.1 0.13 0.18

t =12 Preferences 0.19 0.31 045 0.02 0.04 0.08 0.12 0.19 0.29
Labour supply 0.44 0.59 0.73 051 0.6 069 04 0.49 0.59
Technology 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.01
UTP 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00

Price mark-up 0.03 0.05 0.08 0.14 0.2 0.27 0.12 0.17 0.22
Wage mark-up 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o0.00
Monetary policy 0.01 0.02 0.04 0.05 0.07 0.11 0.04 0.07 0.11
Foreign int. rate 0.01 0.01 0.02 0.02 0.03 0.05 0.02 0.03 0.05
Foreign price 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.01
Foreign demand 0.00 0.01 0.02 0.01 0.03 0.07 0.01 0.02 0.06
MSE (in pct.) 0.17 0.29 048 1.73 2.1 261 02 0.28 04

t =100 Preferences 0.04 0.11 0.23 0.01 0.03 0.07 0.03 0.06 O0.11
Labour supply 0.67 0.84 094 0.7 0.78 084 0.72 0.84 0.93
Technology 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.00 0.01
UIP 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Price mark-up 0.01 0.03 0.06 0.07r 0.10 0.15 0.02 0.05 0.1
Wage mark-up 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Monetary policy 0.00 0.01 0.02 0.02 0.04 0.06 0.01 0.02 0.04
Foreign int. rate 0.00 0.00 0.01 0.01 0.02 0.03 0.00 0.01 0.02
Foreign price 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Foreign demand 0.00 0.00 0.01 0.01 0.01 0.04 0.00 0.01 0.03
MSE (in pct.) 0.36 0.84 248 3.03 4.12 5.86 0.3 1.03 2.55

Note: The variance decomposition calculation is based on 1,000 draws from the
posterior distribution. In the first and third column for each enogenous variable
we report the 5" and 95" percentiles resgggetively, while the middle column in
bold states the median.




Table 3:

Variance Decomposition, 11

1 w R

t=0  Preferences 0.00 0.00 0.00 0.00 0.00 0.00 0.08 0.14 0.21
Labour supply 0.00 0.00 0.00 0.86 0.92 097 048 0.61 0.75
Technology 0.00 0.00 0.00 0.00 0.01 0.01 0.07 0.11 0.16
UIP 0.83 0.88 0.92 0.00 0.00 0.00 0.00 0.00 0.01
Price mark-up 0.00 0.00 0.00 0.00 0.01 0.01 0.03 0.06 0.1
Wage mark-up 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Monetary policy 0.02 0.04 0.09 0.00 0.01 0.02 0.02 0.04 0.06
Foreign int. rate 0.05 0.08 0.11 0.00 0.00 0.01 0.01 0.02 0.04
Foreign price 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Foreign demand 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.02
MSE (in pct.) 0.00 0.00 0.00 0.07 0.14 0.28 0.28 0.41 0.64
t =4  Preferences 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.11 0.23
Labour supply 0.00 0.00 0.00 0.89 0.94 098 0.61 0.75 0.86
Technology 0.00 0.00 0.00 0.00 0.00 0.01 0.02 0.04 0.07
UTP 0.61 0.7 047 0.00 0.00 0.00 0.00 0.00 0.00
Price mark-up 0.00 0.00 0.00 0.00 0.01 0.010 0.02 0.04 0.06
Wage mark-up 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Monetary policy 0.05 0.11 0.2 0.00 0.01 0.01 0.02 0.03 0.05
Foreign int. rate 0.13 0.18 0.26 0.00 0.00 0.01 0.01 0.01 0.02
Foreign price 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Foreign demand 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.02
MSE (in pct.) 0.00 0.00 0.00 1.65 2.80 4.84 2.08 3.33 5.53
t =12 Preferences 0.00 0.01 0.02 0.00 0.00 0.00 0.03 0.07 0.16
Labour supply 0.00 0.01 0.01 093 0.96 098 0.72 0.83 0.9
Technology 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.03 0.04
UIP 0.54 0.63 0.71 0.00 0.00 0.00 0.00 0.00 0.00
Price mark-up 0.00 0.00 0.00 0.00 0.01 0.01 0.02 0.03 0.05
Wage mark-up 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Monetary policy 0.08 0.14 0.22 0.00 0.01 0.01 0.01 0.02 0.03
Foreign int. rate 0.15 0.21 0.29 0.00 0.00 0.00 0.00 0.01 0.01
Foreign price 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Foreign demand 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.02
MSE (in pct.) 0.00 0.00 0.00 5.90 8.18 1193 4.14 6.19 9.47
t =100 Preferences 0.01 0.02 0.04 0.00 0.00 0.00 0.03 0.06 0.12
Labour supply 0.01 0.03 0.06 094 0.97 098 0.78 0.85 0.9
Technology 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.02 0.04
UTP 0.5 0.59 0.68 0.00 0.00 0.00 0.00 0.00 0.00
Price mark-up 0.00 0.00 0.00 0.00 0.00 0.01 0.02 0.03 0.04
Wage mark-up 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Monetary policy 0.09 0.14 0.22 0.00 0.00 0.01 0.01 0.02 0.03
Foreign int. rate 0.15 0.2 0.28 0.00 0.00 0.00 0.00 0.01 0.01
Foreign price 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Foreign demand 0.00 0.01 0.01 0.00 0.00 0.01 0.00 0.01 0.02
MSE (in pct.) 0.00 0.00 0.00 842 11.3 16.58 5.66 7.41 10.22

Note: The variance decomposition calculation is based on 1,000 draws from the
posterior distribution. In the first and third column for each enogenous variable
we report the 5™ and 95" percentiles respectively, while the middle column in
bold states the median.
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to foreign impulses dropping to 5-6 percent in the long run. Interestingly, this result
conforms with Lindé (2004) who finds that foreign factors play a minor role in the Swedish
business cycles, especially in the long run. This weak link to the foreign economies might
explain why Denmark seems to have been left relatively unaffected by the international
slowdown since 2001.

Recently, there has been an intense debate about the response of labour supply (mea-
sured in hours worked) to technological innovations as well as the contribution of these
innnovations to volatility in activity. On the one hand, Gali (2004) and Gali and Ra-
banal (2004) argue strongly in favour of a very limited role of technology in this respect,
while McGrattan (2004) defends the technology driven business cycle and the RBC model.
With regards to the response of hours to technological innovations, Gali (1999) argues
that hours fall after a positive shock to technology, while Christiano et al. (2004) find
that hours increase. And recently, Uhlig (2004) concluded that the response is slightly
positive, but insignificant. On both accounts, our findings are in accordance with those

of Gali.

5 Conclusion

In this paper we formulated and estimated a DSGE model of a small open economy with
several rigidities in order to facilitate a structural decomposition of the Danish business
cycle. We identified ten structural shocks and quantified their relative contributions to
the volatility of six central variables; consumption, investments, output, interest rates,
wages and capital gains.

Somewhat surprisingly, we find that fluctuations in the Danish economy stem pre-
dominantly from domestic shocks, despite the fact that the Danish economy by most
standards is considered to be an open economy. In the short run, output cycles are mainly
driven by demand shocks, with shocks to preferences being the largest, yet supply-side
shocks also play an important role; thus, shocks to labour supply account for one-fourth
of the short-term fluctuations, whereas the contribution from technology shocks is almost
negligible.

In the longer run we find that cycles are mainly driven by supply shocks. Specifically,
labour supply accounts for 85 percent of all output volatility after 25 years. Technology
shocks do not contribute at all. The finding that demand factors matter greatly for
the short-term cycles, while long-run cycles are driven by the supply side is consistent
with the traditional distinction between Keynesian models for short-run modelling and
classical model long-run modelling.

We paid special attention to the monetary transmission mechanism when we analysed
the properties of our estimated model. We find that a one percent devaluation implies

a 0.8 percent rise in output, peaking after two quarters. This experiment leads to a
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similar short-run stimulus of the real economy as a negative shock to the international
interest rate. In both scenarios the central bank lowers the domestic interest rate; in the
first scenario the bank deviates temporarily from the peg with an expansionary monetary
policy shock, while it responds to the foreign interest shock in the second scenario in
order to maintain the exchange rate peg.

Overall, we consider the estimation to be satisfactory. However, we do acknowledge
three critical aspects in relation to the estimation of the model. First, we obtain a very
high degree of price stickiness in the intermediate sector, corresponding to firms only
being able to re-optimise prices only once every fourth year on average. This is, however,
a well-known problem in this literature, and ex ante we did not expect to solve it. We
did, however, discuss some of the recent explanations that have been suggested recently;
of these changing the assumption regarding the capital market seems particularly fruitful,
and we should like to implement this in future work.

The second problem concerns the contemporaneous negative reaction in output follow-
ing a technology shock, and is related to the first problem. Since the short-run supply is
almost horizontal, the immediate impact from a technology shock is small. When firms’
production technology at the same time have improved, demands for capital decrease
ceteris paribus. Hence investments fall and more than outweigh the rise in consump-
tion causing output to fall. This implausible property could probably be avoided by
introducing variable capital utilisation in the model.

Thirdly, the price markup shock is estimated to be implausibly volatile. We suspect
two reasons for this result; (i) we have chosen the most simple and thus inflexible version
of the Calvo pricing model; and (ii) we have ignored government spending and investment
shock on the demand side. Thus, we leave much of the price dynamics to be accounted
for by the markup shock. This result suggests that future work within this framework
should consider a more flexible model for the price setting of domestic and foreign firms
and include more demand components in the final goods market.

To the best of our knowledge, this is the first attempt to estimate a DSGE model
on Danish data. Despite the problems just mentioned, we consider the estimated model
to be a major step forward in establishing a suitable framework for the analysis of the
Danish business cycle. Not only do we believe to have captured essential features of the
Danish economy, we also have a utility-based metric for evaluating the welfare effects of
different policies. One obvious question that begs to be answered is the consequences
of alternative monetary policy regimes to the current peg. We are currently seeking to
implement a generalised Taylor rule in a close variant of the estimated model presented

in this paper and quantifying the implied changes in welfare.
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A Log-linearised Model

Ql=P,+ 7, P (17)

Qr=P + 7, — P, (18)

Q7 = —nby +nPr + Y7, (19)

b= a'P+ (1-a%) B, (20)

Li=R —W,+ K, (21)

Ki=—0,—1—¢)R+ (1 —¢)W,+ Y, (22)

MCy = —0,+ (1 — )W, + ¥R, (23)

P = Uctﬂ —Uc, + By = Py, (24)

Pl dPl, = (1—d)(1—dp) [Mct + yt} + dBE, [ ) dﬁtﬂ , (25)

Pr—dPr = (1—d) 1—dﬁ(M’ @+DJ+dﬂ&[tH déﬂ, (26)

P dpm, = (1—d) 1—dﬁ<t+f”+y0+dﬁ&[tﬂ—dPﬂ (27)
W, — DW,_1 = (1 - D) (1 — D) (Pt Uy — Uy + %) + DBE, [Wm . DWt] ,

(28)

Ky = (1= 6) K, + 61, (29)

Bin=(1+0)B,+ P +Q; —P"+é—Q, B, = Pféw (30)

Ocy = Cy — (1_h)ét+(1hfc)ét ” (31)

OUpe = (o + 0 + oLk, (32)

®(1+B) K1 = By — P+ B (1 —08) E;Pyy +[1 — B(1 = 0)] EiRyyy + OK, + BOE, K, 1o,

(33)
it = —Eipyiq, (34)
il = —Eipyy — Erérpr + e, (35)
W =0+ 0, — AByy, (36)
& =&, (37)
Vi =a'Qf + (1-a) QF, (38)
Z, = %C’t + é[}. (39)
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The system has 24 endogenous and 10 exogenous variables. Of the latter we assume
that the markup shocks and the uip shock (vy,7,,v¢) are i.i.d. and the remaining seven

are AR(1) processes;

b
G = ngt—l""g?a 40

Al
G = glthl—i-&?i, 41

0, = Qtét—1+51t:a 42

(40)

(41)

(42)

& = 0" el (43)
o= 0, +e, (44)
P o= o'Pr +¢l, (45)
(46)

Vo= 0V 4 46

B Solving the Log-linearised Model with gensys

We solve the log-linearised system (17)-(46) with the gensys method developed by Sims
(2002). For this purpose we collect the 23 endogenous variables with 6 lagged variables

and 9 exogenous processes (excluding the policy shock &,) in the (38 x 1) vector Y4;®

Tt . Bt,Ct7€t,'lt,Zt,[t,Kt,Lt,MCt,Pt,Pt 7Pt 7Pt 7Qt7Qt7Qt 7Rt?ﬂt—i—laUC,taUL,NWI‘/?}/I‘/?ZI‘/?
2% Dd DT pPM 11
Kt—laPt—h]Dt—l»Pt—let—l»

~b Al »
Ct’Ct79t7Vt7,yt’§t7Zt7Pt 7Y*

The i.i.d. shocks are included in the vector &, = (6t76t,6t,vt,8?,5fm efjm,si,sf,sf)

includes the set of i.i.d. shocks, and the seven expectational errors are included in the
vector n, = (nf,n7, " ni",ni, i, nf) so that we can write the model in the canonical
VAR(1) gensys form;

FQTt = Fth_l + \IJEt + H'f}t

8Hence, we add six identity equations to the system (17)-(46), corresponding to the six lagged en-
dogenous variables included in Yy, and two definitions of the mark-up shocks (2, = &%, 4, = e"¥).
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Applying the gensys method recasts the system in the solved form

T, =611 +06.Z.
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C Data

We use quarterly data for the period 1987-2003. The sources of our data set are specified
in Table 4.

Table 4: Data Sources

Variable Database Mnenomic
GDP
[1] Denmark MONA ty
[2] Germany EO deu gdpvq
[3] France MEIT fra_expgdp vnbqrsaq
[4] Netherlands MEI nld expgdp Inbqrsaq
Prices
[5] Denmark MONA pfy
[6] Germany EO deu pgdpq
[7] France MEI fra_expgdp dnbsaq
[8] Netherlands MEI nld expgdp dnbsaq
Interest rates
[9] Denmark EW dnk14010
[10] Germany IFS $13460c00zfq
Exchange rate
[11] DEM/DKK EW dnk19008
Miscellaneous Danish variables
[12] Consumption MONA fep
[13] Private employment MONA qp
[14] Public employment MONA qo
[15]  Self-employed MONA as
[16] Working hours pr. week (max) MONA maxtid
[17] Employment ([13] + [14] + [15]) x [16]*7

MONA: Model of the Danish Central Bank (cf. Christensen and Knud-
sen, 1992); EO: OECD Economic Outlook; MEI: OECD Main Economic
Indicators; 1FS: IMF International Financial Statistics. Data from the
latter three sources were provided by EcoWin.
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Abstract

This paper performs a welfare analysis based on the hypothetical scenario that
Denmark gave up its peg and started conducting monetary policy according to a
Taylor rule. For this we rely on a dynamic stochastic general equilibrium model for
a small open economy that was estimated on Danish data using Bayesian methods.
We obtain the result that the gain in welfare is equivalent to a permanent increase
of around 0.8 pct in the level of consumption. Examining a range of alternative
scenarios does not change this conclusion qualitatively, unless we assume a degree of
policy errors under the Taylor rule that is substantially larger than those estimated
by other studies.
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1 Introduction

With the recent enlargement of the European Union there is now a sizeable number
of countries bordering the euro area who are facing a complex question on their future
monetary policy. In the longer term, the question will be whether these countries should
adopt the euro or conduct an independent monetary policy as Sweden and Great Britain
have been doing with considerable success. Recent papers on the optimality of currency
areas versus independent monetary policies include Benigno and Benigno (2000) and
Benigno (2004).

Yet, it remains an open question how long the new EU members would have to wait
before they could fully join the monetary union. Arguably, they could be in a waiting
position for years where they will be pegging the euro and thus essentially be passively
adopting the monetary policy conducted by the ECB. Thus, it would be of general
interest to seek to quantify the welfare consequences of pegging the euro compared with
an independent monetary policy regime. Due to the combination of dramatic changes in
their economies over the last decade and a very limited set of time series on key aggregate
measures, obtaining reliable estimates on the welfare implications of different monetary
policy regimes for the new EU members from central and eastern Europe is, alas, a very
difficult task.

Incidentally, Denmark offers an interesting case study on this exact question. Al-
though a member of the ERM for years, Denmark has opted out of the third stage of the
EMU for political reasons (which mainly has to do with an EU-skeptic population). As a
consequence, Denmark has effectively had a fixed exchange-rate policy for decades now;
thus, since 1987 the monetary policy has kept a constant parity on the D-mark/euro.
This paper seeks to quantify the welfare implications of this peg regime compared with
a hypothetical independent monetary policy regime which seeks to stabilise inflation and
output volatility. Thus, since the Danes have twice rejected to adopt the euro, this paper
provides an answer to the question of which alternative monetary policy is the optimal
one.

In order to address this question, we formulate a dynamic stochastic general-equilibrium
(DSGE) model for the Danish economy and calculate a second-order approximation around
its steady state. We have chosen this solution method since first-order approximations
are not adequate for welfare analysis of stochastic models, cf. Kim and Kim (2003) and
Schmitt-Grohe and Uribe (2004b).

The model itself builds on the one presented in Kollmann (2002). However, while
Kollmann bases his welfare analysis on a calibration of the structural parameters of his
model, we rely on the model that was estimated on Danish data in Dam and Linaa
(2005). This model makes three important departures from the one in Kollmann (2002).
Firstly, in the fixed-exchange rate case we do not consider a peg that is perfect; instead
we postulate that the central bank is only able to keep the exchange rate stable up to an
exogenous shock, reflecting the (minor) fluctuations observed in the exchange rate around
its parity. Secondly, we replace Kollmann’s assumption of a competitive labour market
with one of differentiated labour and monopolistic competition amongst the households
leading them to raise wages above the competitive level; in addition, we impose wage
rigidities a la Calvo (1983) by assuming that households are unable to revise their wage
demands every period. Thirdly, we generalise the utility function applied in Kollmann
(2002) so that the key elasticities as well as habits reflecting household preferences are
estimated. All in all, the model underlying our analysis has richer dynamics which ceteris
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paribus improves its empirical plausibility. This should fascilitate the reliability of the
quantitative welfare cost that we deduce in this paper.

There are potentially important matters not included in the current analysis; if Den-
mark decided to adopt a Taylor rule, risk aversion from foreign investors might induce a
reduction in direct investment flows into Denmark caused by an increased uncertainty re-
garding the exchange rate. Furthermore, also Danish exporters face uncertainty regarding
the exchange rate and could need to engage in costly arrangements with financial inter-
mediaries in order to eliminate this uncertainty when trading with agents abroad. Finally,
we ignore issues related to the potential budget discipline being put on the Government
in order to keep a peg credible.

Abstaining from these issues we conclude that there are benefits to be attained from
letting monetary policy be conducted according to a Taylor rule (cf. Taylor, 1993; Wood-
ford, 2003) instead of maintaining the peg which is the current goal of Danish monetary
policy. Our estimate suggests that the gain in welfare is equivalent to a permanent in-
crease of 0.8 pct in the level of consumption. The optimal Taylor rule is found to be
characterised by attaching a weight of 3 (which is the ceiling of our grid search) to infla-
tion and a weight of 0.8 on output growth. Contrary to Schmitt-Grohe and Uribe (2004b)
we do not find it beneficial for the central bank to smooth interest rates over time.

With regards to the causes of the higher level of welfare under the Taylor rule, we
obtain mixed results: in terms of consumption, the higher welfare is founded in the higher
mean of consumption under the Taylor rule, although the volatility of consumption has
also increased. For labour this result is reverted; under the peg regime labour is more
volatile than under the Taylor rule, while the mean is predicted to be lower under the
peg. Overall, agents prefer the higher consumption, despite higher volatility and more
labour efforts.

Two related studies are Ambler et al. (2003) and Schmitt-Grohe and Uribe (2004a).
Ambler et al. (2003) apply maximum-likelihood techniques to estimate a DSGE model
without capital of a small open economy and search for the optimal Taylor rule. They
do not, however, consider a fixed exchange-rate regime, as the benchmark model in their
study is a Taylor rule estimated on Canadian data. They obtain the result that the gain
in welfare is equivalent to a permanent increase of 1.4 pct in the level of consumption
compared with the level of welfare under the historical Taylor rule. Schmitt-Grohe and
Uribe (2004a) analyse the closed-economy model laid out and estimated by Christiano
et al. (2001). Contrary to existing studies, Schmitt-Grohe and Uribe (2004a) find that in-
flation should be attached a value of just 1, giving room for what they style “a significant
degree of optimal inflation volatility”. This is explained by the presence of indexation to
past inflation.

This paper goes on as follows: In Section 2 the model is laid out, and in Section 3
it is parameterised. In Section 4 the welfare measure and the solution method is being
described and in Section 5 we use this to find the optimal Taylor rule. In Section 6 the
results are presented and in Section 7 we analyse the robustness of the results. Section 8
concludes.

2 Model

The model is basically identical to the one used by Dam and Linaa (2005) which again
draws heavily on the model presented in Kollmann (2002). Like him, we consider a small
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open economy that produces a continuum of intermediate goods which are aggregated
and sold under imperfect competition to final-good producers at home and abroad. Pro-
ducers of intermediaries only reoptimise prices infrequently a la Calvo (1983), but can
differentiate fully between the domestic and foreign market and price their goods abroad
in the local currency. It follows that prices are sticky in the currency of the buyer, an
assumption that has been forcefully argued by, e.g., Betts and Devereux (1996, 2000).
Recently, Bergin (2003, 2004) has compared local and producer currency pricing in esti-
mated DSGE models and found strong empirical support for local currency pricing. Final
goods are produced from aggregates of the intermediate goods from home and abroad
and sold in a perfectly competitive market. Thus, all trade takes place in intermediary
goods.

We replace the homogenous and perfectly competitive labour market of Kollmann
(2002) with one of differentiated labour services and rigid wage setting due to Erceg
et al. (2000) and Kollmann (2001) which was also implemented in the Christiano et al.
(2001) model (henceforth the CEE model). Furthermore, we follow Smets and Wouters
(2003) and assume CRRA preferences and external habit formation; thus, the preferences
analysed in Kollmann’s model are a special case of ours. We maintain, however, the
quadratic investment adjustment costs in the relative level of capital, the debt premium on
the interest earned on foreign bonds and the UIP shock from the Kollmann (2002) model.
Finally, we introduce an imperfect peg regime for monetary policy with a persistent policy
shock.

An important deviation from Dam and Linaa (2005) is that in this paper we treat
mark-up rates as constants rather than allowing them to follow a stochastic process. The
reason is a technicality; our method of obtaining a second-order approximation requires
that we write the non-linear system as a multivariate first-order expectational difference
equation. To our knowledge it is not possible to write a model with stochastically varying
markups in this form, and thus we introduce constant markups. Schmitt-Grohe and Uribe
(2004a) made an equivalent simplification when they considered optimal monetary policy
in the CEE model.

In this section we outline the various components of the model.!

2.1 Households

Like Erceg et al. (2000) we assume a continuum with unity mass of symmetric households
who obtain utility from consumption of the final good and disutility from labour efforts.
Thus, they are all characterized by the following preferences:

Eo

> BU(CE () (j))] : (1)

(5) e ol ()t

UG () = ¢ 1— o0 140y

, 0c,0r >0

where (? represents a shock to the discount rate and ¢ represents a shock to the labour
supply, while the coefficient of relative risk aversion o is also the inverse intertemporal
elasticity of substitution, and o represents the inverse Frisch labour supply elasticity;

'A technical appendix with a thorough derivation of the model is available in Chapter 5.
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finally, j € [0, 1] signifies the household. We follow Smets and Wouters (2003) and
assume external habit formation in consumption; that is, utility is obtained from

Cr(j)=Ci(j) —hCi, 0<h <1, (2)

where h(C;_; is the habit stock at time ¢ which is external in the sense that it is pro-
portional to the past aggregate consumption level that is considered exogenous to the
individual household. We further assume a security market where households completely
diversify their individual income uncertainty, so that consumption is equalised across
households; C (j) = Cy, Vj.

Each household supplies an idiosyncratic variety of labour service [; (7). These labour
services enter as a Dixit-Stiglitz aggregate in the intermediate-goods firm production;
thus, letting [; (s, ) be the amount of labour service j utilized by firm s we find that firm
s uses the following amount of composite labour services;

14y

Lo =[[vental st )

where v turns out to be the net wage markup.
As was the case of intermediary prices, wage setting is staggered a la Calvo (1983).

That is, in each period household j only optimizes its wage wy (j) with probability 1 — D.
_ —(1+v)
The household takes the average wage rate W; = [ fol wy (4) T dj] " as given when

it chooses its optimal wage w;; and will meet any demand for the given type of labour;

L (j) = / L (s.7) ds. (4)

In addition to consumption, households can invest in domestic and foreign one-period
bonds as well as in domestic capital. Capital K; earns rental rate R; and accumulates as
follows with ¢ measuring depreciation;

2

Kt+1=Kt(1—5)+It—?M, 0<d<1l, &>0, (5)
2 K,

where I, is investment. Here, we have followed Kollmann (2002) and assumed quadratic

adjustment costs. Domestic bonds A; earns net interest 7;, while the interest z,{ accruing

to foreign bonds B, held by domestic agents deviates from the exogenously given foreign

interest level i} as follows;

(1+z‘,{) = Q1+, (6)

e; B eP*(Q)*

(1]

where e; is the nominal exchange rate and P; is the price of final goods, while = is the
steady-state value of export in units of the domestic final good. Thus, the interest on
foreign bonds is growing in the foreign debt level which ensures the existence of a unique
equilibrium, cf. Schmitt-Grohe and Uribe (2003), while v, is a stochastic i.i.d. shock

2Note that the optimal wage in any period is identical across households, which is the reason why
w; ; can be written without index j.
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which we motivate with the empirically observed departure from the uncovered interest
parity. We style v; a UIP shock but abstain from a deeper explanation of its nature; Bergin
(2004) offers a good discussion of UIP shocks in the new open-economy macroeconomic
(NOEM) literature.

Households own equal shares of domestic firms and thus earn profit from the intermediate-
goods firms (A; (7)) in addition to rental rates R; on the capital, wage income from their
labour services and payments from their state-contingent securities (S; (j)). Hence, the
budget constraint of household j is

Ap1 () + eBea (7) + P (Ce () + 1 (7)) = (8)
AcG) (i) + B () (1480 ) + B () 4+ A () + we (1)1 () + 5 ).

Thus, households decide their consumption, wages and investments in accordance
with the solution to the following problem;

max Ey
{C:(1),At41(3),Bea1(5) Ke1 (4) w16 12

s.t. (1)-(8).
The first-order conditions for domestic and foreign bonds yield regular Euler conditions;
(1 +1it) By [preq] = 1, (9)
<1 + z’{) E, {pt mezl] =1, (10)

aU (015*7 Lt)
oC} ’

Z@f IRAODIE

= 0" (Uc,r /Ucy) (P Pr), Ucy = (11)
where p, , discounts profits at time 7. One should bear in mind, however, that in this
case Uc; depends on C;_; as well as C; due to our assumption of external habits.

Having assumed that the household always meets demand for labour at its chosen
wage level, the optimal wage rate at time ¢ is

__r
Y (1+0p) v+QA+7)or,

£ () B [t (W L]

Wy =

T—t U, =+
S (DB) " E; {PL;TWTW LT}
where W, is the aggregate wage level determined as

W, = [D (W)@ + (1— D) (wt,t)*%]ﬂ.

Thus, the infrequent reoptimisation implies that households must consider expectations
of all future wage levels and labour supplies when they set their optimal wage.

2.2 Final Goods

Final goods Z; are produced using intermediate-good bundles from home (Qf) and abroad
(Q7") respectively. These intermediary aggregates are combined with a Cobb Douglas
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technology;

aN o m\ ¢
Ly = (Q—Z) (Q—t> ot 4+am=1.
o o™

Each bundle of intermediate goods is a Dixit-Stiglitz aggregate, where v turns out to be

the net markup rate;
1+v

1 1
Q = [/ qi(s)wds] Ci=d,m.
0

Assuming that domestic firms face the problem of minimizing the cost of producing
Z; units of the final good, demands for goods produced domestically and abroad can be
written as

) P
szf = O/FZ‘ZIH 1= d7m7
t

ad a™
Po= ()" (P

where the appropriately defined price index P; is the marginal cost of the final-goods
producing firm. With perfect competition in the final-goods market, P; is also the price
of one unit of the final consumption good.

2.3 Intermediate Goods

Intermediate goods are produced from labour L; and capital K; using Cobb-Douglas
technology. Thus, the production function of firm s is

v (s) = 0.1, ()" L ()77, 0 <op < 1,

where 6, is the exogenously given aggregate level of technology. Producers operate in
a monopolistic competitive market, where each producer sets the price of her variety,
taking other prices as given and supplying whatever amount is demanded at the price
set.

Firms rent capital at the rate R; and compensate labour with wages W,. Hence, any
firm’s marginal costs are

1

5 WY R (1= )T (12)

Mot:

Producers sell their good variety to both domestic and foreign final-goods producers
(that is, v (s) = ¢?(s) + ¢ (s)) and are able to price discriminate between the two
markets. As is well-known from the Dixit-Stiglitz models, final-good producers demand
individual varieties of intermediaries as follows

: 14y
7 pz (8) v i -
q; (S> = (}7) Qt> 1= dam7
and thereby firm profits can be written as

T (0] (s) .97 (5)) = (01 (5) = MCy) ¢ () + (e} (5) = MCy) g7 (s) .-

We furthermore assume that foreign exporters produce at unit costs equivalent to the
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aggregate foreign price level P} and thus generate the following profits in the domestic
market;
OIS
m m m * p v m
= o) = 0 () - ) (B o
t

Demands from foreign final-goods producers are assumed to be of the Dixit-Stiglitz

form as well;
HO NG P
T p v T x *
q; (S) = <tp7) Qta Qt = (P_}) Y;f )

where the foreign aggregates P, Y;* are exogenous.

As in the case of wages, we follow Calvo (1983) and assume that a firm only reoptimises
its prices in any given period with probability 1 — d. Given that domestic firms seek to
maximise profits discounted with a pricing kernel based on household utility (cf. equation
(11)), a firm that reoptimises its domestic price faces the following problem;

pil,t = arg maXZ d"'E, [Pt,ﬂrdx (w, py (3))] )

T=t
As firms set prices in the domestic and foreign market separately, the constant mar-
ginal costs — cf. equation (12) —imply that the two price setting problems are independent.
Hence, the optimal price pf’t is determined from the following first-order condition;

1+

SR AT oy (P QMG

S By, (P Q4]

p?,t:(l""’/)

Import firms are owned by risk-neutral foreigners who discount future profits at the
foreign nominal interest rate R, , = -} (1 + i:)fl. Thus, they set their prices in order
to maximize discounted future profits measured in foreign currency;

pry = arg maxz A" E Ry 7™ (w) [es]
“ T=t

which again implies a condition for the optimal price p}} similar to that for pf,r
Finally, the aggregate Dixit-Stiglitz prices of the intermediate goods are as follows;

1 2
v

Pl = [d (Ply) "+ (1—4d) (p;t) ”} ) ,i=d,m,x.

2.4 Market Clearing Conditions

All intermediaries are demanded from either domestic or foreign final goods producers,
while final goods can either be consumed or invested in capital. Hence, equilibria in the
markets for intermediate and final goods require

YV, = QY+Q°,
Z, = C,+1,. (13)
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Turning to the capital market, aggregate demand for capital is

1(¢Wt

1 1—9)
S R - B ACETACIE

and, hence, equilibrium in the capital market (K; = K;) implies

1-4
Ko L( v W
6. \1- ¢ R,

1+v

_ 14v
Pg Y d Pf v T
<Ptd) Qt + (Ptq; Qt )

. 1 o 1+v _HL”
PZE[/ (pi) "1 ,i=d,x.
0

Under the assumptions of the Calvo pricing model, these indices of individual prices
evolve as follows;

where we introduce

1+v 7 —

Pi=[a () T - d) ()] = de

Finally, we assume that only domestic agents hold the domestic bond, implying that
Ay = 0 in equilibrium.

Aggregating and manipulating the household budget constraint (8) and using the
final-good market equilibrium (13) yields the following equation which simply states that
the net foreign assets position (NFA) changes with accruing interest and the net export.

eBin+ P (Ci+ 1) = ebB (1 + Z'{,l) + Rl + Wil
—|—Ptde + e PrQ7 — (R Ky + Wily) =
Biyn = By <1 +Z{—1> + PQy — eLQt .
t

2.5 Monetary Policy

We have two monetary policy regimes to consider. The first one is a peg regime, as
presented in Dam and Linaa (2005), and the second one is a regime in which the central
bank conducts monetary policy according to a Taylor rule, first suggested by Taylor
(1993) and thoroughly discussed in, e.g., Woodford (2003).

With regards to the peg regime, we postulate that it is impossible for the central
bank to keep the exchange rate fully fixed. This is motivated from noting that although
the Danish central bank successfully has been able to keep the Danish krone stable vis-
a-vis its anchor, minor movements in the exchange rate of first D-mark and then (to
a lesser extent) the euro has occured. Hence, we assume that the central bank can
keep the exchange rate fixed around its parity (equal to the steady state value) up to a
multiplicative exogenous policy shock &Y with unity mean;

_ ey
er =e& .
peg __ m ¢Pey m m ; : : : :
We assume that & = 0" + ey, where €7, is a Gaussian innovation with mean

0 and standard deviation oy, , and 0 < ¢™ < 1 is the policy error autocorrelation. The

intuition of this policy is clearest if we combine it with the Euler equations (9)-(10) and
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the equations (6)-(7) describing the wedge on the international interest rate and perform
a log-linearisation around the steady state. Then we obtain the following equation for
the domestic interest rate;

=1 + (ﬁt - )\Bt> + EtAéfj-gla

where hats indicate a relative deviations from the steady state with proper normalisa-
tions.®> Thus, the interest rate responds (virtually) one-to-one with the foreign interest
rate and the UTP shock. Furthermore, a positive spread between the foreign and domestic
interest rates emerges as the net foreign position of the domestic country becomes neg-
ative et vice versa. Besides being intuitively appealing, the debt premium also ensures
the existence of a unique deterministic steady state.

The alternative Taylor rule is discussed in Section 5 below.

3 Parameterisation

To perform a quantitative welfare analysis and to produce impulse-response functions
we need to assign values to the parameters in the model. In Dam and Linaa (2005) we
estimated the model using a Bayesian estimation technique; that is, we used the Kalman
filter to evaluate the likelihood of a log-linearised version of the model and combined that
information with our prior assumptions on the structural parameters in order to obtain
the posterior estimates. However, since we had to lave the markup rates as constants
in this analysis as discussed above, we necessarily have to deviate from the estimation
results obtained in that paper. Before justifying the values chosen for the parameters we
begin by summarising the parameterisation in Table 1.

Regarding preferences, these posterior estimates imply a labor supply (Frisch) elastic-
ity of approximately one and an intertemporal elasticity of substitution of a half. Thus,
our labour supply elasticity is in accordance with a rich body of microeconometric find-
ings, yet in the lower range of the values typically used in the RBC literature. The estimate
for the external habit stock h lies between one third and a half; this is on the lower side
compared with the literature at large, but should be uncontroversial.

The estimated Calvo parameters imply that prices and wages are updated every four
years and one year, respectively. While the latter is plausible, the former implies an
implausibly high degree of price rigidity. We discuss potential causes of this puzzling
finding in Dam and Linaa (2005) and we return to its implication for the welfare analysis
in Section 7.

As mentioned, a difference between the current peg model and the model presented
in Dam and Linaa (2005) is the absence of stochastic movements in the mark-up rates
in this paper. Hence, we have fixed v and v at the values used as means in the markup
processes in Dam and Linaa (2005). In that paper we also obtained a value of o which
was very high; we have thus attached a new value to this parameter based on obtaining
a predicted standard deviation of Y; (in the peg model) that approximately matches that
of its empirical counterpart, GDP.

Apart from this, and apart from the values of a,3,8,1, A and 1 which were kept
fixed in the estimation of the model in Dam and Linaa (2005), we use the values obtained
as modes in our posterior distribution.

3We refer the reader to Dam and Linaa (2005) for the exact details of a log-linearisation of the model.
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Table 1: Parameter Values

Parameter Value
a? Share of domestic intermediaries in final prod. 0.7
I3 Discount factor 0.99
) Depreciation rate 0.025
Y Capital share 0.33
A Capital mobility parameter 0.0019
d Calvo, intermediaries 0.941
D Calvo, wages 0.770
h Habit persistence 0.433
oo Household inverse 1ES 1.709
or Inverse Frisch elasticity 1.032
P Capital adj. cost 14.422
v Wage markup 0.2
v Price markup 0.2
Shocks, persistence

o’ Discount rate 0.825
0 Labor supply 0.962
ot Technology 0.824
o™ Peg 0.899
o' Foreign interest rate 0.877
of Foreign price level 0.925
o¥ Foreign aDP 0.912
Shocks, volatility

o Discount rate 0.041
ot Labor supply 0.0295
ol x 100 Technology 1.073
oV x 100 UIP 0.342
Tpeg X 100 Peg 0.739
OTR Monetary policy shock (Taylor rule) 0.08
o' x 100 Foreign int. rate 0.102
o x 100 Foreign price level 0.337
¥ x 100 Foreign GDP 0.786
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4 Welfare Measure and Solution Method

Our measure of welfare is the unconditional expectation of household utility;

1
E [ / U (CF—hCE I () di|
0

where k refers to the particular policy rule. As discussed thoroughly in Kim et al. (2003),
this amounts to comparing welfare in the different stochastic steady states associated with
each monetary policy rule under consideration; hence, this measure implicitly disregards
any welfare effects stemming from the transition between the initial state of the economy
and the stochastic steady state under the considered rule.

Integrating utility over the households is unproblematic with respect to consumption
as we have assumed a security market that equates consumption across them, cf. Subsec-
tion 2.1. Labour supply, however, has not been smoothed between the households, and
thus we need to pay attention to the integral of the disutility of labour. Integrating over
the disutility yields

1 _m(l"‘o'L)
Wi\
z '1+“Ld'_LHUL( t> ,
/Ot(J) j = Li W,

where
1 _m(H_U ) _(1+'V)(’Yl+”L)
WtE|:/ wt(j) K Ld]} .
0

Due to the assumptions of the Calvo-like wage setting, this index of wage dispersion
evolves as follows;

b
— MY (140,) —“;V(l-s-gL)} ) (1tor)

Wt = |:DWt_17 + (1 - D) wt,t

Thus, the welfare measure can be cast as follows;

: bk ~ M (140
(GG T e () .
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Given the complexity of our non-linear model, an analytical solution is unattainable.
Instead, we obtain a second-order approximation with the DYNARE program.* We have
chosen this solution method since first-order approximations are not adequate for welfare
analysis of stochastic models. We refer the reader to Kim and Kim (2003) for an example
of the inadequacy of first-order approximations, and to Schmitt-Grohe and Uribe (2004b)
for a thorough discussion of the merits of second-order approximations.

Application of the DYNARE solution method requires that we write our model in the

following general from,;
E [Ty, Tty €t €041] = 0, (14)

where T, is a vector of the endogenous variables of the model, while ¢; is a vector con-

4The DYNARE program is an ongoing project at CEPREMAP and can be downloaded at
www.cepremap.cnrs.fr/dynare/ where documentation is also available.
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taining the innovations to the structural shock processes.” Thus we recast the model in
the iterative form of (14) where we also normalise all nominal variables with the price of
domestic (or foreign) final goods. The normalisation is carried out since the Taylor rule
will only pin down the inflation rate, not the price level, and we want to work with a
stationary system. This version of the model is summarised in Appendix A.°

5 Finding the Optimal Taylor Rule

Our alternative to the existing peg is an independent monetary policy rule belonging to
the generalised family of Taylor rules. In particular, we restrict ourselves to the following
variant of the interest rule;

) . Y,
iy = pite—1 + (1 —p;) (Pw (I, = 1) + p, <Yt1 — 1)) +&
t_

where the p’s are the policy parameters which should be optimised to the economy in
question, while §tTR is a Gaussian i.7.d. noise term reflecting monetary policy shocks. The
standard deviation of this shock cannot be estimated on Danish data since this monetary
regime has never existed. Instead the parameter o7 is attached a value equal to 0.0008,
which is the posterior mode estimate found by Smets and Wouters (2003) on data for the
euro area. We return to this issue in Section 7 below.

We perform a grid search of the policy parameters in the ranges p; € [0;0.9], p,. € [0; 3]
and p, € [0;3]. We consider increments of 0.15 for the smoothing parameter p; which is
usually introduced in order to capture empirically observed policy inertia; we include it
in this normative exercise, however, since smoothing can improve welfare in some cases
as shown by Schmitt-Grohe and Uribe (2004b). For p, and p, we consider increments of
0.10. Thus, we solve the model for 6727 different configurations of the Taylor rule.

Schmitt-Grohe and Uribe (2004a) formulate three requirements to what they style
operational Tules; they must (i) respond only to a limited set of readily observed variables;
(ii) induce a locally unique rational-expectations equilibrium; and (iii) satisfy the non-
negativity constraint on nominal interest rates. The first requirement is clearly fulfilled,
as we only consider observed variables in the rule in the form of realised levels or growth
rates of overall inflation, GDP (and the nominal exchange rate). In light of the controversy
regarding the actual calculation of output gaps, we find that this restriction on the
functional form of the rule is justified.” To meet the second requirement we only consider
configurations of the rule that yield a determinate equilibrium in a radius of 0.2 of the
parameters under consideration. This is done in order to avoid configurations close to
bifurcation points which tend to invalidate the welfare calculations, cf. Schmitt-Grohe and
Uribe (2004b). Thirdly, we follow Schmitt-Grohe and Uribe (2004a) and formulate the
non-negativity constraint indirectly through a condition that unconditional expectation
of the interest rate should be greater than twice its standard deviation (E [i;] > 20;,).
This requirement is fulfilled for both the peg and the preferred Taylor rule regime.

5See Schmitt-Grohe and Uribe (2004c) for a presentation and derivation of the solution method we
apply through DYNARE.

6The transformation of the nominal model to real terms is documented in the technical appendix.

THere it could be argued that the central bank does not have information on Y; at time ¢ when it is to
choose ;. We acknowledge that, but defends our choice by claiming that the central bank should have
a relatively reliable forecast regarding Y; at time ¢.
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Figure 1: Unconditional utility as a function of the Taylor rule parameters

We first consider the simple version of the Taylor rule, that is, one with no interest
smoothing (p; = 0). The unconditional utility is shown as a function of the two policy
rule parameters in Figure 1. The maximum utility is obtained for the configuration
(pm py) = (3,0.8).

Interestingly, the optimal rule does not change when we introduce interest smoothing.
That is, unconditional utility is maximised at (p,,, Py pi) = (3,0.8,0) which is illustrated
in Figure 2. Hence, this rule will be the prefered one in the following section where we
compare its merits with those of a fixed exchange rate.

Woodford (2003) establishes the optimality of a Taylor rule in a model similar in
spirit to the one we have formulated. However, the optimality requires an output gap
measure in the rule based on an economy with no nominal rigidities, while inefficiencies
in the economy are assumed to have been eliminated through taxes and subsidies. Hence,
optimality of our Taylor rule is unlikely in a wider sense, and thus the welfare gains which
we find from an independent monetary policy compared with the existing peg regime only
constitute a lower bound on the gains that could be obtained. We do, however, believe
that the familiarity and straightforward operationality of the rules we consider is in itself
an asset that motivates interest in this particular choice of monetary policy.

8Configurations of the policy rule that implies a determinate equilibrium with E[U] < —2.3 are
assigned that value in Figure 1 for instructive purposes. The calculations have suffered from numerical
problems which we have not been able to resolve. Thus, a few of the points have been obtained from
interpolation from neighbourhood points within an 0.03 radius. Details are available upon request.

Configurations of the policy rule that implies a determinate equilibrium with E[U] < —2.25 are
assigned that value in Figure 2 for instructive purposes. The remarks on interpolation in Footnote 8 also
applies here.
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Figure 2: Unconditional utility and interest rate smoothing

6 Results

In this section we analyse the welfare implication of the two monetary policy regimes
under consideration as well as their causes.

6.1 Welfare

We measure the welfare gain of a Taylor rule over the existing peg regime through com-
pensating variation. That is, we calculate the relative permanent change in consumption
that equates the unconditional utility of households under the peg regime with that ob-
tained under the optimal Taylor rule. Thus, the compensating variation of consumption
is defined as the y that solves the following equation;

B[ [ —nertam o] = s [ [Cveo @ -ner e o) ).

We see from Table 2 that moving from a peg regime to one where the monetary policy
is set according to a Taylor rule results in a welfare improvement of 0.79 pct measured
in units of consumption goods. On the one hand, we note that although consumption is
more volatile under the Taylor regime compared with the peg, the level of consumption
has increased. With regards to labour supply this result is reverted; labour supply is
more volatile under the peg than in the Taylor rule regime, while the mean of labour
supply is lower under the peg. Overall, the household prefers the higher consumption
under the Taylor regime even though they need to work more in order to obtain this.

Contrary to Kollmann (2002) we find that volatility in output is higher under a
Taylor rule than under the peg. This observation is attributed the existence of the highly
persistent labour supply shock we consider in this paper. Decomposing the contribution

o4



Table 2: Welfare Analysis

Std. deviations (in pct) Peg Taylor
Y 2.85 3.36
C 3.22 4.99
I 7.03  10.75
L 4.25 4.09
1 0.44 0.19
II 0.11 0.07

Means (in pct)

Y —0.64 —0.25
C —1.16 —0.44
I —1.26 0.06
L —0.11 —0.08
1 —0.01 0.00
1I 0.00 0.00
Welfare equiv. x (pct of C) 0.792

Note: All reported statistics are relative
deviations from the non-stochastic steady
state.

from the shocks reveals the findings reported in Table 3. As stressed by Dam and Linaa
(2005), labour supply shocks are the overall dominant source of fluctuations. To verify
that this is indeed the main reason behind the increased volatility of the Taylor rule regime
compared with the peg, we ran both simulations under the assumption that o = 0.82
which is the autocorrelation estimated for the technology process. In this case we obtained
a standard deviation of output equaling 1.81 pct in the peg regime dropping substantially
to 1.00 pct under the Taylor regime, thus re-establishing the findings of Kollmann (2002).
In this scenario the welfare gain by leaving the peg and adopting a Taylor rule dropped
to 0.28 pct measured in units of consumption goods.

In Figure 3 we compare the unconditional utility as a function of the Taylor parameters
(p,r, py) with that obtained under the peg. We see that a rather large set of parameters
of p, and p, ensures a level of utility that exceeds the level of utility under the peg.

6.2 Impulse-Response Functions

This section clarifies the important deviations between the economy in which monetary
policy is conducted according to a Taylor rule and one in which a constant nominal
exchange rate is the monetary policy target. In particular we seek to clarify why volatility
in consumption is higher under a Taylor rule than in the peg regime and why volatility
in labour is lower. We do so by studying the impulse-responses obtained from both
models. Inspecting the consequences of a technological shock, we see from Figure 4 that
under the peg output initially drops. This phenomenon was thoroughly analysed in Dam
and Linaa (2005); the initial drop in output is a consequence of the very rigid prices;
recall the Calvo parameter in the intermediary sector is estimated to be as high as 0.94.
Thus, even though the positive shock to technology shifts the supply curve of the firms
to the right, the price inertia causes the short-run supply curve to be almost horizontal,
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Table 3: Variance Decomposition

Variable Y C 1 L i II
Preferences Peg 0.33 090 016 0.29 0.02 0.05
Taylor 0.06 0.28 126 0.04 154 1.71
Labour supply Peg 61.17 7841 4235 31.79 0.10 7549
Taylor 93.97 90.16 81.47 56.31 55.70 48.03
Technology Peg 241 133 237 39.05 0.00 11.51
Taylor 0.54 0.15 0.60 41.83 34.18 41.19
UTP Peg 041 0.14 156 0.42 62.04 0.02
Taylor 0.00 0.00 0.00 0.00 0.00 0.00
Monetary policy Peg 13.57 11.72 28.89 10.20 15.73  0.43
Taylor 1.57 1.21 2.82 098 197 210
Foreign interest rate Peg 5.29 3.63 1285 454 2131 197
Taylor 0.18 0.14 044 0.12 050 0.46
Foreign price Peg 295 112 241 239 0.15 0.73
Taylor 0.06 0.17 096 0.09 086 0.86
Foreign demand Peg 13.86 275 941 11.34 0.65 9.79
Taylor 3.63 7.88 1246 0.63 524 6.65

Note: All shares are in pct.
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and thus the direct supply-side effect on output is small. Furthermore, a given level
of production can now be reached using fewer production resources due to the higher
level of productivity, causing employment as well as capital demand to decrease. In
turn, households wish to hold less capital stock and disinvest. Thus, total demand for
final goods has fallen, and in equilibrium this effect dominates the positive supply effect,
implying a lower output equilibrium than before the shock. Over time, however, prices
do fall because of the persistent technology shock that has decreased marginal costs, and
as demand responds to the lower prices, capital is accumulated and investments rise. A
crucial difference between the peg and the Taylor regime is the central bank’s reaction
to such a shock; under the peg the central bank keeps the interest rate virtually at the
pre-shock level because the exchange rate is nearly unaffected by the shock. Over time,
however, domestic prices fall since fewer resources are required to produce a given amount
of goods; this drop in inflation trickers the central bank under the Taylor regime to lower
interest rates. While the response of investments in the models is almost the same, we
see that under a Taylor rule consumption initially benefits from the lower interest rates
(as the return of holding bonds has declined), thereby bringing total demand into the
positive region, ensuring a positive initial response in output.

In Figure 5 we inspect the consequences of an expansionary labour supply shock. The
shock represents a shift in the household’s relative valuation of consuming and enjoying
leisure. Again we observe that under the peg, output initially drops for the same reasons
as stated for the technology shock. Responses in consumption to a labour supply shock are
far more persistent than the responses following a technology shock are for two reasons;
first, the labour supply shock in itself is more persistent than the technology shock is, and
second, the labour supply shock changes the relative valuation of consumption relative
to leisure. For the same reasons, we also see that persistence in labour responses increase
compared to those of a technological shock.

Summarising, we found that three shocks are of great importance for the volatility in
labour supply; technology, monetary policy and labour supply shocks. While the response
stemming from technological shocks are almost identical in the two models, we just saw
that labour supply shocks contribute to generating an aggregated level of volatility in
consumption and labour that is higher under a Taylor rule than in the peg regime.

This is reverted, however, when studying expansive shocks to monetary policy, cf.
Figure 6. Under the peg, this experiment corresponds technically to shocking £/ thereby
devaluating e;. Since this shock is autocorrelated, e; will remain undervalued compared
to its parity for periods to follow. The lower level of interest rates stimulates consumption
as well as investments and output rises. Under the Taylor rule the experiment is slightly
different; £/ is negatively shocked, and initially this is expected to induce a fall in i,.
However, when the central bank lowers interest rates households prefer to consume or hold
foreign bonds instead of domestic ones; the first effect causes output to increase while
the latter effect puts pressure on the exchange rate and inflation rises. The degree of
price stickiness is very high, and therefore the central bank immediately reacts by hiking
interest rates since also distant future periods is weighted heavily. Additionally, the
increase in output causes the central bank to contract monetary policy; this endogenous
response in interest rates is larger than the exogenous response stemming from the shocks
is, and therefore our experiment of performing an expansionary monetary policy shock
results in initially rising interest rates. For the same reason the responses in consumption
and investments, and hence output, are more muted than under the peg. In the short
term, however, the economy benefits from the expansionary effects stemming from a
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devaluated exchange rate that is higher than under the peg. We finally note that volatility
in labour is higher under the peg than in the Taylor rule regime, thereby contributing to
the finding that labour is more volatile under the peg.

Finally, in Figure 7 we observe what happens following an exogenous shock to foreign
interest rates. Under the peg, the domestic central bank has to follow the direction of the
foreign interest rate movements in order to keep the exchange rate fixed. In the Taylor
rule regime the central bank hardly reacts as inflation as well as output is unaffected
initially by the foreign interest rate shock. For the same reason, only minor movements
of all variables are observed in this case. Under the peg, however, the higher level of
interest rates dampens consumption as well as investments causing aggregate output to
fall. Again, we note that labour is more volatile under the peg, but movements in the
foreign interest rate are of less importance for movements in labour than are technology,
labour supply and monetary policy shocks.

7 Robustness and Alternative Scenarios

The previous section demonstrated that there are welfare gains from changing the mon-
etary policy from a fixed exchange rate to a Taylor rule. Recall, that the values of o7,
and o7, quantify the volatility of the policy errors under the two regimes. Considering
the nature and scope of the deregulated foreign-exchange market of today, one should
generally find that the central bank’s task of assigning the interest rate level that keeps
the exchange rate exactly on target is nontrivial, and thus a certain amount of policy
errors seems unavoidable. Administering a Taylor rule with fixed intervention dates and
infrequent observations of the inflation and output gaps seems like a manageable task in
comparison. However, if it is possible for a central bank to obtain a credible peg on a
foreign currency, pressure on the exchange rate could plausibly fall to a level where the
peg can be maintained with a degree of precision comparable to that of a Taylor rule.
Indeed, the recent Danish experience has been one of a very stable exchange rate around
the fixed parity, as is evident from Figure 8. It turns out that varying the volatility of
the policy shock in the range spanned by the Taylor rule estimate of Smets and Wouters
(2003) and that obtained for the Danish peg regime in Dam and Linaa (2005) is of critical
importance for the welfare results.

As described in Section 3 we are unable to estimate the volatility of &/ since this
regime has not been in effect in Denmark. Instead we relied on the estimated volatility
obtained by Smets and Wouters (2003) as a proxy for “what to expect” if this monetary
policy regime was introduced in Denmark. In Figure 9 we show the welfare equivalences
x for varying values of o7, . For a value of o7}, slightly above 0.005 we see that this
compensation becomes negative meaning that if policy errors under the Taylor rule lies
above this level, a regime shift in monetary policy would result in a welfare loss.

We also turned this experiment on its head; we estimated an AR(1) for the exchange
rate since 1999. As was seen from Figure 8, volatility in this period has been substantially
reduced compared to that of the full sample. This estimation resulted in an autocorre-
lation, o™, equal to 0.86, while o}, was estimated to the value of 0.0008, equal to the
value of of,. Working with this process decreased the benefits of adopting the Taylor
rule, although it was still advisable, cf. Scenario 1 in Table 4.

We also carried out two additional simulations of alternative scenarios as is seen from
Table 4. Scenario 11 has already been described in Section 6 and it took the form of
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Figure 7: Responses to a foreign interest rate shock. (Peg: Solid lines, Taylor: Dashed
lines)
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assuming labour supply shocks were no more persistent than technology shocks. In this
case o* was attached a value of 0.82 (equal to o') and this reduced the compensation in
consumption needed to put household utility under the peg equal to utility in the Taylor
rule regime to 0.27 pct.

Table 4: Welfare Analysis - Alternative Scenarios

Scenario 100 x

1 Lower exchange rate volatility (U;’”ég = 0.0008, o™ = 0.86) 0.660
11 Less persistent labour supply shock (QL = 0.82) 0.277
111 Less nominal rigidity (d = D = 0.75) 1.149

Note: x measures the compensating variation of consumption between the peg
and the optimal Taylor regime as defined in equation (?7?).

Scenario 11T was assuming that prices were less rigid than they were estimated to be;
postulating both goods prices as well as wages can be reoptimised once a year increases
the compensation that equalises welfare between the two regimes to 1.15 pct. This is
the result of two opposing sources; on the one hand, when prices are extremely rigid,
an inflation fighting central bank has only limited possibilities to control inflation. This
tends to reduce the benefits from leaving the peg and adopt the Taylor rule. On the
other hand, however, damages by not controlling inflation are more severe, since they
last longer. In this case the first source dominate.

The overall conclusion therefore seems to be that Denmark could potentially benefit
from giving up the peg and begin conducting monetary policy according to a Taylor rule.
This change in the monetary policy regime seems to be beneficial unless the policy error,
o', takes a substantially larger value, than Smets and Wouters (2003) estimated as the
value relevant for the euro-zone.

8 Conclusion

In this paper we analysed the consequences of Denmark replacing the peg with a Taylor
rule. For this purpose we used the model laid out and estimated in Dam and Linaa (2005)
in order to quantify the welfare implications in the two regimes. We then dropped the
assumption of the central bank following a peg and replaced it with an assumption of the
central bank conducting monetary policy according to a Taylor rule.

The models tell us that it is possible to increase the level of welfare by doing so;
in fact we find that the benefits can be summerised to 0.79 pct. measured in units of
consumption goods. Various alternative scenarios did not change this conclusion although
the magnitude of change in welfare, of course, was affected by this. It turned out that
welfare under the peg would only exceed welfare in the Taylor regime if policy errors in
the Taylor regime are far larger than those estimated for the euro-zone by Smets and
Wouters (2003).

Contrary to the related study in Kollmann (2002) we find that volatility of both
consumption and output increases when going from a peg to the Taylor rule; the main
explanation for this was the existence of a highly volatile and persistent labour supply
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shock. Reducing the persistence of this shock puts us back to Kollmann’s scenario in
which volatility is lower in the Taylor regime.

There are, however, potentially important matters not included in the above men-
tioned framework. If Denmark decided to adopt a Taylor rule, risk aversion from foreign
investors might induce a reduction in direct investment flows into Denmark caused by an
increased uncertainty regarding the exchange rate. Furthermore, Danish exporters also
face uncertainty regarding the exchange rate and could need to engage in costly arrange-
ments with financial intermediaries in order to eliminate this uncertainty when trading
with agents abroad. Finally, we ignore issues related to the potential budget discipline
being put on the Government in order to keep a peg credible.

Additionally, a number of obvious extensions of this work lies ahead: Firstly, we are
currently considering a more generalised form of the Taylor rule, examining the welfare
gains attainable when expanding the Taylor rule to include the exchange rate. We need
more work on this issue however, since we discovered a large range of spikes and ridges
in the welfare levels derived from different parameterisations of the Taylor rule equipped
with changes in the exchange rate. At this point we are unable to explain this, but
we will seek to get further insight into this area in our future research. Secondly, we
should examine the consequences of focusing on conditional moments rather than using
unconditional moments. This might be of great importance for the Danish case, since we
currently ignore the transition from from the peg regime to the Taylor rule regime.

This paper, however, contributes to the ongoing debate in Denmark whether to stick
with the peg, and it contributes to the literature in general by performing a welfare
analysis on an estimated small open economy DSGE model with a number of nominal and
real rigidities.
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iy *HTV RS £ 1o
Pl = {d (Pt 1/1L> + (1—4d) () } : (46)
5 714;u o 1tv 111,
pro— {d( L)+ (1= d) (5 } ; (47)
- ~ -2 (1+or) — 2 (14or ~wEE)
W = [p(wam) #= Dy T T
-\ =X (140p)
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The processes governing the persistent structural shocks are given as

C; = 0C1+¢, (50)
Al Al

Ct = QlCt_1 + 5ia (51)
ét = tht—l + Ei, (52)
5j ad . .

§ = 0§+, j=peg, TR (53)
iy = 0l +ep, (54)
By = OB +¢f, (55)
Vi o= 0"V e, (56)

where hats denote relative deviations from the steady state, and 0 < ¢’ < 1, cf. Table
1. Since, however, the monetary policy shock under the Taylor regime is assumed to be
i.1.d., we have o7 = 0.
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Variables
Zy

Table 5: Variables and Parameters

Final goods

Price of Z
Intermediate goods
Price of Q*

Intermediary price optimized in period 7

Price dispersion measure

app (Q+ Q%)

Rental rate of capital

Marginal cost in intermediary sector
Exchange rate

Discount factor between periods t and 7
Foreign discount factor

Final consumption

Aggregate labor supply

Wage level optimized in period 7
Aggregate wage level

Labor of type j supplied to firm s
Capital stock

Investment

Domestic bonds (0 in eqlm.)
Foreign bonds in foreign currency
Domestic interest rate

Return on B; to domestic agents
Wedge between ¢f and z{
Compound variable in wage eqtn.
Marginal utility of consumption
Marginal disutility of labor
Auxiliary variable (pf, and wy,)
Auxiliary variable (pf, and wy)
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Exogenous Variables

0,
¢
l

t

Technology level in intermediary sector
Preference discount rate shock

Labor supply shock

UIpP shock

Exchange-rate policy (peg) shock
Foreign a¢DP

Foreign price level

Foreign interest rate

Parameters (time invariant)

Q
&~
=

S o> e >

Net price markup (intermediaries)
Net wage markup

Share of Q% in final output
Capital share in intermediate goods
Calvo parameter, intermediaries
Utility discount factor

Habit persistence

Household 1ES

Work effort elasticity

Capital depreciation rate

Capital adjustment cost

SS export in units of Z

Debt premium on foreign bonds
Calvo parameter, wages

Export demand elasticity
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Chapter 3
The UK Business Cycle and the Exchange-Rate

Disconnect”
Niels Arne Dam Jens Sgndergaard
University of Copenhagen Bank of England

First version: July 2006

Abstract

We estimate a DSGE model of the British economy which incorporates open-
economy elements from the NOEM literature. Generally, we find plausible estimates
for the structural parameters characterising the domestic economy. Furthermore,
according to our estimates the main source of real fluctuations in the UK are shocks
to the technology process.

However, the estimation highlights two problematic features of the model frame-
work. First, the observed inflation process in the UK is less persistent than elsewhere,
including the Us, and the estimated model is not adequately accounting for the rapid
changes in inflation. Secondly, the estimation insulates the domestic economy from
the foreign economy. This result corresponds to the findings of other recent papers
and implies that the benchmark NOEM assumptions seem incapable of dealing with
the exchange-rate disconnect puzzle when confronted with real data.

Keywords: New open-economy macroeconomics, business cycles, Bayesian estima-
tion

JEL Classifications: E3, E4, F4

*The views expressed in this paper do not necessarily reflect those of the Bank of England.
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1 Introduction

Our paper seeks answers to the following question: What are the determinants of the
UK business cycle? For this purpose, we build a dynamic stochastic general-equilibrium
(DSGE) model with a sizeable number of structural and ad-hoc shocks and use Bayesian
techniques to estimate the structural parameters on quarterly data. This approach has
succesfully been applied to estimate closed-economy DSGE models, with the work by Smets
and Wouters (2003, 2007) on euro area and US data serving as an inspiring benchmark.
With the openness of the British economy in mind, we found it natural to incorporate
elements of the new open-economy macroeconomic (NOEM) paradigm in the model.

The estimation yielded three main insights. First, shocks to the level of technology
in the production sector seem to be the main source of output fluctuations in the British
economy during the years 1982-2002. This result is in line with what Bergin (2003) found
for Australia, Canada, and the UK, but is in contrast to other related studies of the euro
area (Smets and Wouters, 2003) and Denmark (Dam and Linaa, 2005) which find that
shocks to preferences and labour supply are more important than shocks to technology.

Secondly, the (detrended) inflation series for the UK are remarkably less persistent
than those for the US and euro area. Given a large idiosyncratic element and very little
inertia in the observed series, we find that the lagged indexation feature of the sticky-price
model of the recent medium-scale DSGE literature has no role to play in the UK context.
Furthermore, the Calvo (1983) setup linking inflation to current and future marginal costs
seems to be inadequate in accounting for the observed inflation fluctuations, as indicated
by a large estimated volatility of the measurement error component in the inflation series.

Thirdly, the foreign economy has no impact on the UK economy whatsoever. At first
sight, this is a surprising result, why we consider it in detail. Typically, the transmission
of foreign real shocks works through the terms-of-trade (TOT) channel. Thus, standard
models of the international real business-cycle (IRBC) literature have found that exogenous
changes in the TOT account for about 50 percent of domestic output fluctuations, cf.
Mendoza (1995)." The terms of trade channel also plays a dominant theoretical role in
the NOEM literature (cf. Corsetti and Pesenti, 2001).

Ideally, then, the estimation of our structural model should be able to shed new light on
the relative importance of home or foreign disturbances as drivers of the UK business cycle,
including output and the real exchange rate. Recent attempts to estimate DSGE models
of the NOEM variety with Bayesian methods suggest that external terms-of-trade shocks
have a very little effect on domestic output. For instance, Lubik and Schorfheide (2003)
find that exogenous terms of trade disturbances (as well as foreign monetary shocks)
explain very little of observed volatility in UK output, inflation and exchange rate. Dam
and Linaa (2005) find similar results for the Danish economy, as does Martinez-Garcia
(2005) in the case of Spain. Obviously, these findings are at odds with the findings of the
earlier IRBC literature mentioned above.

In a recent paper, Justiniano and Preston (2006) investigates this puzzling result in
a structural analysis of Canadian data. Their model is closely related to ours, although
they exclude capital in their setup. They find that the current versions of NOEM models
suffer from the exchange rate disconnect puzzle, that is, a volatile behaviour of the real
exchange rate that is unrelated to the delevopment of real aggregates (fundamentals) in
the respective economies (see Obstfeld and Rogoff (2000) for a good introduction to this

'Kose (2002) found TOT movements explained as much as 90 percent of output volatility in a developing
economy.
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puzzle). In other words, the NOEM models that have been estimated in this and other
papers fail to give an economic explanation of the volatile real exchange rate, and thus they
rely on ad-hoc shocks to disconnect the the modeled economy from the large movements
that we observe in the real exchange rate. Consequently, the estimated economy virtually
behaves as a closed economy.

The paper proceeds as follows: in Section 2 we lay out the model, and in Section 3 we
present the data. Section 4 accounts for the methodology and results of our estimation,
while Section 5 considers the ability of the model to fit the data. In Section 6 we consider
the sensitivity of the estimation to variations in the specific model assumptions, while
Section 7 analyses the dynamic properties of the benchmark model through impulse-
response functions and a variance decomposition. Finally, Section 8 concludes.

2 Model

The model builds on the Swedish Riksbank DSGE model laid out in Adolfson et al. (2005).
To this framework we introduce some marked changes to the assumptions underlying
household preferences; first, we assume a cashless limiting economy (cf. Woodford, 2003,
ch. 2) and thus disregard money altogether; second, we find the felicity function in
Adolfson et al. (2005) too restrictive and replace it with that of Smets and Wouters
(2003) which allows us to vary the intertemporal elasticity of substitution (IES) as well
as the Frisch labour elasticity. Furthermore, as Benigno and Thoenissen (2004) (but in
contrast to Adolfson et al., 2005) we follow the lead of McCallum and Nelson (1999,
2000) and assume that all trade takes place in intermediaries. Finally, we simplify the
assumptions regarding the labour market to that of perfect competition.

In the following, we present the different components of our model. The derivation of
first-order conditions etc. are confined to Appendix A.

2.1 Domestic Households

We assume complete markets in the domestic economy. In accordance with their prefer-
ences, agents thus completely diversify their idisyncratic income risk in a security market.
Hence, any agent is fully representative of the economy and we do not use notation to dis-
tinguish between agents. The representative agent is assumed to maximise the following
utility function;?

o C, —hC, ) " Hi
v o= By | — ¢ ,
' ' 2 - Pe 1 + P

B,h € [0;1], o0 >0,

where C; is consumption, H; is labour, ¢} is a discount shock, and Ci is a preference shock
affecting the disutility of labour; thus, 3 is a discount factor, p_! is the IES, pfl is the
Frisch elasticity, and h captures habit formation. We specifically assume external habit
formation, implying that the habit stock is formed from aggregate consumption C;.

2As all agents face the same wage in the labour market, and we assume identical levels of wealth
in the initial period, there is no need to distinguish between individual households and the average
(representative) household.
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As households are assumed to own capital and firms in the home country exclusively,
the household budget constraint is as follows;

By n S Bf
(I+Ry) 1+ Ry)

By 1+ S:Bf  + WiH, + RIK, + Ay > +P(C,+ 1), (21)

where B, Bf and Ry, R} are domestic and foreign bond holdings and rates of return,
respectively, S; is the nominal exchange rate, W; is the wage rate, R¥ is the return to
capital K;, A; includes dividend from intermediary firms as well as payments from state-
contingent securities, I; are investments, P; is the price of final goods, and €, is a wedge
between the foreign interest rate and the return to domestic agents holding foreign bonds;

Q, = exp{—w% +Ut}, w >0,
where v; is an exogenous disturbance to the UIP condition, and PPY ¥ is the steady
state value of exports. Thus, the return on foreign bonds is falling in the foreign debt of
domestic agents (normalised with the long-run level of exports), a feature that ensures
stationarity of the economy, cf. Schmitt-Grohe and Uribe (2003). It follows that we
assume incomplete international markets.

Households supply labour in a perfectly competitive labour market where the wage

level is trivially determined.

2.1.1 Capital Accumulation

The capital stock accumulates as follows;

Kt+1 - (1 - 5) Kt + 0; (]_ - S (It/-[t—l)) ]t;

where 9 is the depreciation rate and S is an investment adjustment cost function with the
following properties;

S(1)=S8(1)=0, s=8"(1)>0,

while #! is an investment-specific technology shock. The investment adjustment cost
function is chosen in order to introduce the hump-shaped investment responses to changes
in the economic environment that have been found in numerous empirical studies; we refer
the reader to Christiano et al. (2001) for further discussion.

2.2 The Intermediate-Goods-Producing Firm

We assume that a continuum of firms supply intermediary goods to final-goods sectors
at home as well as abroad in markets of monopolistic competition of the Dixit-Stiglitz
variety and set prices in staggered contracts of random duration as developed in Calvo
(1983).

Each firm in the intermediary sector has the following production technology;

YP(f) = 07K, (f)* Hy () — @,

where Y;” is firm f’s production of intermediaries, 6 is a technology shock, and @ is a
fixed cost (which will ensure zero profits in the long run). Solving the cost-minimization
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problem of the individual firm f yields the optimal relationship between capital and labor;

R_fi a  Hi(f) T_f: o Hi(f)
W, - K () w (O—a) k()

where w; = W, /P, r¥ = RF/P, are real wages and rental rate expressed in units of the
final good, respectively. It follows that marginal costs are constant across firms, why we
can drop the firm index when defining real (and nominal) marginal costs;

me, = MCy /PP = [pP07 o (1 — a)lfo‘}_l wi (rF)”,

where p? = PP /P, expresses the relative product price in units of final goods.

We now turn to the optimal pricing decision of tradable-good firms. Our monopolis-
tic competition assumption implies that each firm, f, in the tradable sector is facing a
downward sloping demand curve of the form

YP(f) = <Pi£f) ) s vy, (2.2)

where Y,” (f) is total demand for the intermediate product produced by firm f, while
YP = ;PP 4 Y,/X is total demand for domestically produced tradable goods. Here, y;PP
is the domestic demand for tradables, while foreign demand for tradable goods is

t

As has become established in the literature, we assume that each firm only gets to
optimise its price in a given period with constant probability 1 — &, (where £, € [0;1]),
implying that price contracts are staggered and of stochastic durations. We follow Smets
and Wouters (2003) and expand the simple Calvo pricing model with partial past index-
ation in the sense that firms not reoptimising their price will adjust partially with the
inflation of the previous period. Thus, letting ]-:’tD be the optimal price of any firm (as
the problem is symmetric, the optimal price is identical across firms), the price charged
by firm f at time ¢ will be

D _ PtD w.p. (1-¢,)
B (f) B { (thl)wd P£1 (f) W.p. €a 7

where wy € (0;1) captures the degree of indexation to past inflation, and TI” is the gross
inflation rate for domestric tradables.

The optimal price f’tD is the price that maximizes the net present value of a firm’s
profits subject to its demand curve in equation (2.2);

max By Y (£,8) Al (f),
where 7 (f) = (BP(f)—MCP () YP(f) - MCPe,

and \; = PtUét is the marginal utility of income in nominal terms (cf. Appendix A). The
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first-order condition for this problem is

o B A prD (f) ISD/PD PD_ wd
T—t TV 1 t t 7—1 d
E — - =0.
2 @ BN oy Bp, ) e

It is relatively straightforward to show that agggregate sectoral price index evolve as
follows;

P = {éd () (1) P2 )7+ 1= g) () ] T e

Log-linearising around a steady state with no net inflation and combining these equations
yields the following inflation equation;®

w 1-¢,1— -
~D _ d D B ~D a §aB3 (ﬂ;l 4 mc,?) 7
§q 1+ PBwqg

where hats denote log deviations from the steady state; thus, frf) is the log inflation in
the domestic intermediary sector.

2.3 Importing firms

We use the Monacelli (2005) approach to the modeling of import. That is, a continuum
of importers buy a homogenous intermediary good abroad at the world market price (so
that the law of one price applies at the border) and then brand them individually and sell
them in a market of monopolistic competition to the final-good producers. As with the
sector of intermediary producers, we assume that the price contracts are staggered and of
stochastic durations; in this case, the Calvo parameter determining the average length of
contracts becomes a measure of the degree of exchange-rate pass-through in the import
prices.* Hence, importers of foreign intermediaries face the following problem;

[e.o]

max Et Z (fdﬁ)T_t )\Tﬂ-ﬂ]'w (f) )

T=t

where  wll(f) = (B (f) =SB ) VM (f) = SiPy by,

PtM
It follows that marginal costs for all importers are
MCM = S,Pr = mcM = S, P} /PM = Q,/pM.

Having introduced a specific variable for the marginal costs, the problem is analogous to
the one solved in Section 2.2 above, as is the definition of the aggregrate price level. Thus,

3We do not seek to account for either real or nominal trends in our estimation, and thus settle on the
steady state with II = 1 for convenience. Throughout, the term steady state refers to this specific case.

4Thus, the trade sector is a special case of the local currency pricing assumption advocated by, inter
alia, Betts and Devereux (1996, 2000).
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by log-linearisation we can obtain the following import inflation equation;

Win B 1-¢, 18,0 M
i = 1T+ w,f urs 1+ wmﬂEt t+1+ £ 1+wnf <PJt + M >,
—~ M .
where me," = ¢ —pM.

Note that as the Calvo stickiness parameter £, approaches zero, the price charged by the
importers will fluctuate one-for-one with changes in the world price, that is, we have full
exchange-rate pass-through.

2.4 Final-Good Composite

The final consumption good Y; is a composite of intermediary goods produced domestically
and abroad, and it is used for consumption and investment in the capital stock;

— n

Y = [(1_L) (yDD) T Ly ]
Po= a0 e )

where ¢ is the quasi share of imported goods. We assume it is traded in a market of
perfect competition.

2.5 Market Clearing and Net Foreign Assets

The model is closed by imposing market clearing conditions for the capital and labor
markets across all firms in the intermediary sector

K, = / (K (f)df,  H = / (H, () df.

for the market for final goods
Y, =C + Gy + I

and for the markeds for intermediary goods

1 1
/ Y2 (f)df = VPP Y, / YN (f)df = VM.
0 0

Straightforward manipulation of the household budget constraint (2.1) implies that the
holding of net foreign assets evolves as follows;

SiBf = N1+ Ry) [S:B;_, + PPY,X — S, PrYM]; (2.4)

that is, they depend on net exports and the foreign interest rate corrected for UTP distur-
bances and the debt premium.

79



2.6 The Monetary Authority

Finally we assume that the central bank conducts monetary policy through changes in
the nominal interest rate. The policy actions of the monetary authority can be described
by a feedback rule of the form

Rt - ert—l + (1 - pr) [jﬁ\—t + P (ﬁ—t - %t) + py@lp + psAS’t] + 6?7 (25)

where § is the log deviation of GDP from its steady-state level, and 7, is the target
value of (log) inflation. As we consider a model with zero steady-state inflation, 7, is an
exogenous mean-zero process. Thus, the central bank changes interest rates, i;, when its
inflation target 7, changes, or when cp1 inflation, 7, deviates from this target; when real
output differs from the long-run growth path; or when the nominal exchange moves. As
is common in the literature, we allow for interest rate smoothing (p, > 0). Finally, £} is
a domestic monetary policy shock assumed to be i.i.d.

2.7 The Foreign Economy

The foreign economy is modeled as an exogenous structural VAR system for the set of
observed variables; GDP inflation, output, and the interest rate (all of which have been
detrended as described the in the following section);

FoX, = F(L)X,+%, e ~N(0,5%,),
~ ~ !
X, = (frt,Yt*,Rz>.

In accordance with the normal battery of tests we fix the lag-length to two periods.
Furthermore, we identify the system by assuming that inflation and output are each or-
thogonal to innovations to the other variables, that is, only the interest rate responds
to contemporary innovations to the other variables. This yields one over-identifying re-
striction which cannot be rejected at conventional levels of significance, and the implied
impulse-response functions are broadly consistent with plausible economic models such as
the one presented here.

3 Data

We confront the model with eleven time series; the following seven characterise the UK
economy: real GDP, aggregate private consumption and investment; GDP and private con-
sumption inflation rates; hours worked; the three-month nominal interest and a measure
of changes in the nominal exchange rate.” We use the following time series for the foreign
economy: GDP inflation, real output, and the nominal interest rate - all three of which (as
well as the exchange rate) are weighted averages of the US and the euro area economies.’

>The first five series are taken from the databank constructed by the Bank of England for their BEQM
model, while we use the short term interest rate and exchange rates from the Economic Outlook databank
compiled by the OECD. The real aggregates, including hours worked, have been normalised by the British
working-age population from the BEQM dataset.

6For the US series we use Economic Outlook data, while the euro area series were taken from the
socalled AWM data set constructed by the ECB. The exchange rate of the dollar and the euro are both
from the Economic Outlook data base.
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We take the logarithm of all time series, and apply a Hodrick-Prescott filter with A = 1600
to all except the exchange rate changes. Thus, in terms of the model variables, we observe
the following subset; Y;P?, Cy, I, 72, %y, Hy, Ry, AS,, 77, 4, R

Our sample consists of quarterly observations for the period 1982-2002. The year 1982
was picked as a starting point for a number of reasons: First, the economic policy of the
Thatcher government was firmly established by then. Second, we deliberately want to
avoid the turbulent crisis years following the 1979 oil crisis. Third, data constraints in
particular relating to the availability of artifically constructed euro area data also made
us choose 1982 as the starting point. We chose 2002Q4 as our final data point since more
recent data is subject to revisions. The properties of the data set are discussed in Section
5.1 below.

We are aware, however, that our sample period spans several monetary regimes in the
UK. From 1982 to 1990, UK monetary policy was targeting various monetary aggregates
while exchange rate targeting was implemented from 1990 to 1992. Following the ERM
crisis in October 1992, monetary policy has been conducted within a formal inflation
targeting framework.

4 Estimation

In this paper we make use of Bayesian methods to estimate our structural model.” In
short, the Bayesian approach is an application of Bayes’ principle; letting 6 be the vector
of structural parameters, and X the set of observed variables, we can state the Bayesian
principle as

p(0|X) = p(X[0)p(0)/p(X)
x L(OX)p(@), (4.1)

where p (6) is the prior density, £ (8]|X) is the likelihood function, and p (8| X) is the pos-
terior density. The latter constitutes the information we can obtain on the distribution
of the structural parameters, given what knowledge we have on them a priori and the
information that the data gives us through our economic model; hence, it is our prime
object of interest. The prior density function is a very convenient tool, as it allows us
to integrate information from related macroeconomic studies as well as microeconometric
estimations that may be more informative on key structural parameters than the aggre-
gate data we make use of; on a more practical level, it also helps stabilise the nonlinear
minimization algorithm which we use for the estimation.

We apply the Dynare routines in order to estimate the posterior densities through a
Markov-chain Monte-Carlo simulation.®*? Specifically, we analytically derive a log-linearisation
of the model around the zero-inflation steady state,'” which Dynare solves for all relevant

The indices for prices, GDP, and the exchange rate were geometrically weighted using their relative
volume in UK trade (75% for the euro area, and 25% for the Us), while the interest rate series is an
arithmetic average using the same weights.

" A good introduction to the methodology and its application to macroeconomic DSGE models is offered
in An and Schorfheide (2005).

8 The DYNARE program is an ongoing project at CEPREMAP and can be downloaded at
www.cepremap.curs.fr/dynare/ where documentation is also available.

9Six quarters of data (1980Q3-1981Q4) were used as a training sample to initiate the Kalman filter
for each evaluation of the likelihood.

10The steady state is derived in Appendix B, and the log-linearised model is presented in Appendix C.
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parameter configurations using the pertubation methods of Schmitt-Grohe and Uribe
(2004). The posterior mode is found with the csminwel minimisation, and the simulated
posterior densities are obtained from a Metropolis-Hastings MCMC chain of 600, 000 draws
of which we discard the first half in order to ensure that we only sample from a part of
the chain that has converged.!!

4.1 Parameterization and Prior Distributions

As part of our Bayesian analysis we have to transform information from prior studies as
well as model consistency requirements into assumptions regarding the prior distributions
of the structural parameters. For this part of the exercise, we build on the findings for
the US, euro area, and Danish economies of the related estimations presented in Smets
and Wouters (2003, 2007), Adolfson et al. (2005), and Dam and Linaa (2005).

First, we fix a subset of the structural parameters which we deem to be empirically
weakly determined in our analysis, especially with its short-term emphasis in mind. In
line with the majority of the literature, we fix the discount factor 4 at 0.99, implying a
long-run real rate of return of 4 percent annually. Futhermore, the capital share in home
production « is fixed at 1/3, and the capital depreciation rate 4 is set to 0.025, implying
annual capital depreciations of 10 percent; both values are conventional in the literature.

The inverse Frisch labor supply elasticity, p;, is fixed at the value 5. Our motivation
for calibrating this parameter is that we have chosen the simplest possible model of the
labour market, i.e., perfect competition. As we do not expect such a simple model of the
UK labour market to be able to adequately explain the observed comovements in British
real wages and hours, we exclude real wages from the observed data set and fix the labour
supply elasticity.!? The value of the Frisch labor supply elasticity has caused a great deal
of the debate in the literature. The RBC literature requires a very elastic labor supply to
be able to explain the observed variation in output and — in particular — hours worked.
For instance, King and Rebello (1999) used p; ' = 4 and found that as p; ' dropped to 1,
the RBC model could not generate enough volatility in hours worked. On the other hand,
labor market economists point to micro-data survey evidence that suggests a very inelastic
labor supply schedule. In particular, those studies usually find Frisch elasticities in the
range of 0.05 to 0.5. Given the range of estimates, we pick a labor supply elasticity in the
middle of the range, p; ! = 0.2. This particular choice is consistent with the conclusion of
the survey in Card (1994).

Finally, we calibrate the consumption, investment and government spending shares of
final domestic demand in accordance with sample averages for the UK. Thus, the C'/Y
ratio is fixed at 64 percent, I /Y at 14 percent, and G/Y at 22 percent.

We now turn to the parameters with non-degenerate prior distributions, which are
presented in Table 1. First we shall consider the group of the parameters that are restricted
to lie between zero and unity in order to ensure model consistency, all of which are assumed
to follow beta distributions. In accordance with the studies cited above, we pick a mean of

HGelman et al. (2003, part III) offers a good introduction to the Metropolis-Hastings algorithm and
related methods.

12The literature has chosen to follow the lead of Erceg et al. (2000) and introduce sticky wages through
Calvo (1983) contracts in the labour market. As we consider this to be an inadequate description of the
British labour market, we have abstained from including this as an explanation of the wage mechanism.
We find that a more promising approach would be to incorporate a search-and-match labour market in
the model. However, that is beyond the scope of the present paper; we refer the reader to Christoffel
et al. (2006) for a recent study.
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0.6 for the habit formation parameter h, and a mean of 0.7 for the smoothness parameter
p, of the monetary policy rule that captures the degree of inertia in the realised interest
rate. With regards to the parameters of the pricing models, we pick the mean and variance
of the prior distribution for the Calvo parameter £, such that we assign 95 percent of the
probability mass to an average duration of price contracts between 2% and 5 quarters, a
range we believe to be consistent with the growing body of survey-based micro data.!?
As already discussed, the Calvo parameter in the import sector captures the degree of
exchange-rate pass-through; since we do not want to take a firm stand on this a prior,
we choose a fairly loose prior with mean 0.5 and standard deviation 0.15. The same prior
is chosen for the share of firms in the intermediate and import sectors which index their
prices to lagged inflation when they are not reoptimising. The observed import share in
final domestic demand has moved from ca. 20 to 30 percent over the sample period we
consider, and thus we choose to estimate its long-run value, assigning the intermediate
value 0.25 as the mean of our prior. Finally, we pick a mean of 0.8 for the autocorrelation
parameters of all the potentially persistent structural processes.

13See Hall et al. (2000) for the UK and Alvarez et al. (2005) for the euro area.
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The next group of parameters consist of intratemporal elasticities of substitution and
the long-run gross mark-up levels which should all be larger than unity, and for all four
parameters we settle on an inverse gamma distribution with its lower bound shifted to one.
For the elasticity of substitution between domestic and imported intermediaries, 7, and
the corresponding elasticity of substitution between exports and foreign goods abroad,
n,, we pick a mode of 1.5, which is consistent with numerous macroeconomic studies,
including the seminal paper by Chari et al. (2002).!* As detailed in the next section,
however, the estimation calls for an implausibly high value of 1, and consequently we
prefer to fix this parameter at the value 6. We assign a mode of 1.2 to the gross mark-up
parameters p,; and pu,,, thus centering the prior probability mass around a long-run net
markup rate of 20 percent in both sectors.

Economic reasoning and model consistency requirements imply that the remaining
parameters should all be non-negative. Turning to the three parameters of the monetary
policy rule, we settled on a gamma distribution with mode 0.125 for the output coefficient
p,- Note that this corresponds to a coefficient of 0.5 for an annualised inflation rate,
in accordance with the original Taylor (1993) result. The response to exchange rate
fluctuations was also assigned a gamma distribution with mode 0.2. Finally, the inflation
response is assigned a normal distribution centered on 1.7 and leaving only a little less
than 10 percent of the mass under 1.5; we settled on this distribution in order to keep
problems with indeterminacy to a minimum for the high-dimensional and very non-linear
estimation algorithm.

The remaining coefficent priors were assumed to follow inverse gamma distributions.
For the inverse intertemporal elasticity of substitution, p., we picked a mode of 1.5,
reflecting the findings in Dam and Linaa (2005) and Smets and Wouters (2003, 2007), but
kept the distribution wide enough not to exclude the benchmark value of one a priori.
In line with the literature, the investment adjustment cost parameter S was assigned a
mode of 5. The debt premium parameter was given a mode of 0.01 which is a common
value for the literature. The prior modes for the standard deviations of the ten structural
shock processes were set in accordance with the assumptions of Smets and Wouters (2003,
2007) and Adolfson et al. (2005), and we refer the reader to these papers for a discussion.

4.2 Posterior Distribution of Estimated Parameters

The posterior parameter distributions are illustrated in Figures 1-3. Generally, the pos-
terior densities have shifted or tightened relative to the prior densities, reflecting a sig-
nificant extraction of information from the combination of the data with our economic
model. However, some parameters were virtually unidentified by the data and model,
including the import share ¢, the debt premium w, and the autocorrelation of the labour
supply shock and the inflation target process (g; and g, ).

We find that the posterior mode for the inverse of the intertemporal elasticity of sub-
stitution p, equals 0.62, which is somewhat lower than RBC calibrations that traditionally
use values between 1 and 2. Thus, our estimate suggests that households are more willing
to substitute consumption over time than was traditionally assumed in the RBC litera-
ture. As we discuss in Section 5 below, UK aggregate consumption is relatively volatile
compared to other countries including the US. Hence, in order to match the relative
volatilities of British consumption and GDP we require consumers to be relatively more

“For all the gamma and inverse gamma distributions we prefer to report the mode rather than the
mean, as we find this statistic more informative for these rather skewed distributions.
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willing to substitute consumption across time, resulting in the estimated 1IES of c. 1.6.
Less habit persistence would also ceterius paribus imply higher willingness to substitute
consumption across time; indeed, our estimates for the habit parameter, h, suggest a
value around 0.3 which is considerable lower than found elsewhere in the literature. For
instance, Smets and Wouters (2007) find a value slightly higher than 0.6 for the US while
Smets and Wouters (2003) estimate 0.6 using euro area data. Also, UK investments are
quite volatile, which may contribute to our finding of a rather low investment adjustment
cost S with a posterior mode of 3.3, where estimates for the US and euro area lie in the
range of 6 to 9.

Turning now to our estimates of the price inertia parameters, our estimates of the Calvo
parameter for domestic prices is 0.4, implying an average duration of price contracts of 1%
quarters (5 months) which is a considerably lower degree of nominal price rigidity than
found in the majority of other related studies; for instance, both Smets and Wouters (2003)
and Adolfson et al. (2005) estimate the average duration of euro area prices to be around
10 quarters. However, we think that our results are more in line with microevidence
pointing to average contract duration of around 2 quarters, cf. Hall et al. (2000). The
degree of domestic price indexation w, equals 0.15 which is in line with the 0.17 found
by Adolfson et al. (2005) for the euro area, but lower than the estimates in Smets and
Wouters who find 0.47 using both US and euro area estimates, and in stark contrast to
Christiano et al. (2001) who fix the indexation at 1. Indeed, observed UK inflation is
considerably less persistent than US inflation, cf. Section 5 below, implying a little role
for the lagged indexation which has been introduced mainly to account for the high US
inflation inertia.

For import prices, we estimate an import price indexation parameter w,, of 0.44. Since
our estimate of the average duration of import price contracts is 10 months (¢, = 0.7), our
model implies a fair degree of exchange rate pass-through. Note also that the posterior
mean is markedly lower (¢,, = 0.44, implying average contracts of about 5 months).!?
For comparison, the average duration of import price contracts in the BEQM model is 20
months.

The UK interest rate rule is pretty much in line with previous estimates, including
Lubik and Schorfheide (2003). We find evidence of a fair degree of interest rate smoothing
(p, = 0.69) while the inflation targeting coefficient p_ equals 1.9. We find only little weight
on output gap targeting (p, = 0.07) and exchange rate targeting (p, = 0.1). The latter
results conform with the findings of Lubik and Schorfheide (2003), who use a posterior-
odds-based test to establish that the Bank of England did not systematically respond to
exchange rate movements over the last two decades.

Our estimates of the steady state markup coefficients are pretty much in line with
the existing literature. We find that the steady state markup in the UK domestic goods
sector, (14, equals 1.19 while the corresponding steady state markup in the import sector,
i, €quals 1.30.

Turning to the standard deviations of the structural shocks, the thing that stands
out is that o,, and o, are both bimodal with one peak close to the prior mode, and
another at a larger value. This is a well-known outcome in Bayesian analysis, reflecting
that the data are contradicting the model restrictions under the prior distribution, pulling

15We believe that this peculiarity stems from a weak identification of the price stickiness in the import
sector vis-a-vis the volatility of the import markup shock, o,,,. This suggests that a more parsimonious
specification of the import sector could be preferable to the one analysed here. A similar problem with
a Canadian estimation is accounted for in Justiniano and Preston (2006),
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the posterior shock volatility up relative to the prior assumption. The reason why these
particular shocks are inflated in our estimation is discussed in Section 7.2 below.

Finally, we allowed for a small amount of i.i.d. measurement error in the set of observed
domestic variables and the exchange rate. These are capturing measurement error in
the data as well as model misspecification, as we have made a number of simplifying
assumptions and thus cannot hope to fully capture the dynamic properties of the UK
economy perfectly. The volatility of each measurement error was estimated using a tight
gamma prior distribution with mass centered around 0.1, and the posterior modes of
the errors lie between 0.05 and 0.13 except for the two inflation series; for CPI inflation
we obtain a mode of 0.24 while the ¢DP inflation posterior mode is as high as 0.45.
This indicates that the inflation dynamics are not adequately described by our model.
Plausibly, as the pricing model of this literature was primarily constructed to account for
the persistency of US inflation, it is not well suited for the big idiosyncratic element in
UK inflation which we now turn to.

5 Assessing the Model Fit

In this section we evaluate how well our model is able to match key business cycle sta-
tistics of the UK variables that we introduced in Section 3. The top section of Table
2 contains empirical business cycle statistics for the variables of interest. The statistics
were generated from series that have been logged and run through a Hodrick-Prescott
filter with a smoothing parameter of 1600, cf. Figures 4 and 5. The only exception is the
nominal depreciation rate where we use the first difference of the original series.

5.1 Empirical Moments

The main features of UK data are as follows: UK GDP has a standard deviation of 1.07%
while UK consumption and investments are respectively 1.3 and 5.8 times more volatile
than UK GDP. Interestingly, both UK consumption and investment exhibit greater fluc-
tuations relative to UK GDP than say US consumption and US investment. According to
Canzoneri et al. (2007), US consumption and US investment are only 0.8 and 3 times as
volatile as US output.!® Both UK investment and consumption is positively correlated
with UK GDP as well as UK output price inflation. As in US data, all three UK series
exhibit a high degree of persistence with a 1 quarter autocorrelation of above 0.85.

The volatility of UK CPI and PPI inflation relative to UK output volatility is 1/3 and
%, respectively. Both inflation series have a positive unconditional correlation with UK
GDP and both series exhibit very little persistence. In fact, the 1 quarter autocorrelation
is negative and close to zero. The seeming lack of inflation inertia in the UK filtered
inflation series distinguishes the UK inflation dynamics from, e.g., the US where several
papers have highlighted the high degree of US inflation persistence.!”. We also note that
both UK inflation measures are positively correlated with UK GDP. Likewise, there is

16Qur measure of investment is Business Investment which excludes government investment. This is
consistent with our theoretical framework where the government does not undertake any investments.
However, we found that in the data, the total investment series exhibit lower volatility than the business
investment series. This would suggest that government investment is negatively correlated with business
investment.

1"The corresponding 1 quarter autocorrelation in HP-filtered Us cp1 inflation is 0.75.
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Table 2: Variable Moments

Variable Std. deviation Autocorr. Corr. w. Y,  Corr. w. #7

Data, 1982-2002

v, cpp 1.074 0.897 1.000 0.137
C,  Consumption 1.444 0.902 0.377 0.127
I, Investment 6.277 0.872 0.613 0.307
#2  pp1 inflation 0.670 -0.148 0.137 1.000
#,  cpI inflation 0.394 -0.040 0.120 0.449
R, Interest rate 0.324 0.828 0.219 0.125
Q: RER 4.413 0.740 0.024 0.166
AS, Depreciation 3.211 0.171 -0.107 -0.137

Model (evaluated at posterior mode)

YP  app 0.716 0.770 1.000 -0.097
C,  Consumption 1.364 0.751 0.374 -0.202
ft Investment 5.088 0.822 0.339 0.220
#P pp1 inflation 0.444 -0.024 -0.097 1.000
#;  cpl inflation 0.420 0.005 -0.096 0.998
R,  Interest rate 0.264 0.553 -0.081 0.460
Q: RER 4.415 0.764 0.071 -0.096
AS; Depreciation 3.013 -0.038 0.026 0.041

Model (evaluated at posterior mean)

v, Gpp 0.748 0.777 1.000 -0.132
C, Consumption 1.365 0.782 0.362 -0.221
ft Investment 5.465 0.832 0.350 0.193
#7  ppI inflation 0.467 0.036 -0.132 1.000
T cPI inflation 0.454 0.093 -0.124 0.990
f?t Interest rate 0.296 0.600 -0.109 0.483
Q: RER 4.611 0.757 0.073 -0.121
AS; Depreciation 3.139 -0.037 0.017 -0.023

Note: Theoretical moments are based on the posterior distribution.

also a positive correlation between UK interest rates and inflation rates. The positive
correlation between inflation and GDP has also been found in US data as well as in euro
area data. (See Canzoneri et al. (2006) for references to empirical work).

Finally, note that the volatility of our measure of the effective Sterling real exchange
rate is about 4.5 times as volatile as UK output. The high volatility of the £ real exchange
rate is in line with the stylized facts of real exchange rates documented in the international
real business cycle (IRBC) literature. For instance, Chari et al. (2002) and Bergin and
Feenstra (2001) have documented that the US bilateral real exchange rates against 15
FEuropean Union countries are on average about 4-5 times more volatile than ¢DP.
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5.2 Theoretical Moments

How well can our model match key UK business cycle facts? The second part of Table
2 contains the theoretical moments of our model when we evaluate the model at the
posterior mode. The general message is that our model does a good job at matching the
key moments. In fact, we are able to match the volatility of UK GDP, consumption and
investment quite well. The model implies a UK GDP volatility of 0.72% while it is 1.1%
in the data. In terms of UK investment, the volatility is 5.1% compared to 6.3% in the
data. Our model generates a consumption series with a volatility of 1.36%, only slightly
lower than actual volatility of 1.44%. Turning now to persistence, we note that the model
generates too little output (0.77) and consumption persistence (0.75) compared to what
we observe in the data (0.90 for both). However, our model is capable of matching the
observed investment persistence.

Can our framework replicate the UK inflation and interest dynamics? While the model
generates too little PPI inflation and interest rate volatility (0.44 and 0.26% compared to
0.67 and 0.32% in the data), it generates a quite volatile CPI inflation series (0.42% in the
model compared to 0.39% in the data). Given the low degree of inflation persistence seen
in the data, it is not surprising that the theoretical inflation series is as persistent as in
the data. On the other hand, our model generates too little persistence in interest rates
compared to the data.

Interestingly, our model implies a negative correlation between both UK inflation series
and UK GDP. Likewise, the correlation betwen UK interest rates and GDP in the model is
also negative. Recall that the data implies a positive correlation between ¢GDP and inflation
and between GDP and interest rates. A positive correlation between GDP, inflation, and
the interest rate would indicate that demand shocks are important drivers of cyclical
inflation. The intuition is as follows: Think of a government spending shock that would
raise output. A temporary increase in output would via the Phillips curve eventually lead
to higher UK inflation which would prompt the central bank to raise interest rates. One
interpretation of the countercyclical behavior of inflation in our model is that — despite the
addition of multiple demand shocks to our setup — the nature of our estimated model is
quite close to the RBC and early New Keynesian literature in the sense that productivity
shocks are the dominant source of economic fluctuations, and thus the model cannot
generate procyclical inflation.

Finally, our model is capable of replicating both the high volatility (4.41%) and high
persistence of real exchange rates (0.76%). At first glance, this seems like a remarkable
feature of our model in particular considering that earlier papers have been unable to
generate the observed real exchange rate dynamics using similar open-economy sticky-
price models. '* However, as we discuss in Section 7.2, the ability of our model to match
the moments of the real exchange rate mainly relies on the assumption of a very volatile
and persistent exogenous shock process. Earlier papers, (e.g., Kollmann, 2002) have relied
on the exogenous UIP shock predominantly driving real exchange movements. While our
model also features an exogenous UIP shock, its role is overshadowed by another volatile
and persistent exogenous shock namely the import price markup shock. The variance
decomposition in Table 4 below illustrates this point.

18See for instance Chari, Kehoe and McGrattan (2002)
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6 Model Robustness Analysis

We now explore the sensitivity of our estimation results to various features of the bench-
mark model. Table 3 contains estimates for four particular model variations. Column 2
and 3 explores the role of the intratemporal elasticity of substitution 1. Column 4 con-
siders the setup with perfect exchange rate pass-through. Finally, column 5 assumes that
markup shocks are not persistent.

Table 3: Parameter Estimates

Benchmark Low import ES Estimated n PCP i.i.d markup Estimated n
n=3 Em= tm=0 eum=0d =10 Linear detrending

Parameter Posterior mode
Habit persistence 0.309 0.267 0.545 0.227 0.418 0.566
Household inverse IES 0.624 0.609 0.663 0.579 0.626 0.717
Mean import share 0.233 0.197 0.401 0.222 0.276 0.399
Import ES 6™ 3% 19.11 6* 6™ 16.94
Export/foreign output ES 1.367 1.369 1.388 1.490 1.376 1.385
Debt premium 0.012 0.012 0.009 0.157 0.008 0.009
Investment adjustment cost 3.255 3.245 3.502 3.259 3.248 3.759
Mean markup, dom. goods 1.190 1.192 1.176 1.189 1.177 1.178
Mean markup, imp. goods 1.299 1.741 1.096 2.399 1.223 1.098
Price stickiness, dom. goods 0.391 0.394 0.416 0.402 0.367 0.449
Price stickiness, imp. goods 0.701 0.718 0.387 - 0.925 0.401
Price indexation, dom. goods 0.152 0.157 0.121 0.157 0.127 0.122
Price indexation, imp. goods 0.440 0.496 0.386 - 0.270 0.404
MP, smoothing 0.687 0.667 0.720 0.632 0.740 0.700
MP, inflation response 1.861 1.879 1.855 1.934 1.879 1.830
MP, output response 0.037 0.038 0.040 0.041 0.043 0.029
MP, exhange rate response 0.087 0.083 0.095 0.053 0.121 0.099
Shock persistence
Preferences 0.777 0.783 0.754 0.800 0.782 0.790
Labour supply 0.855 0.855 0.861 0.856 0.901 0.865
Technology 0.968 0.970 0.957 0.979 0.960 0.978
Investment techn. 0.381 0.391 0.376 0.404 0.388 0.458
Markup, dom. goods 0.884 0.884 0.899 0.969 - 0.938
Markup, imp. goods 0.961 0.970 0.961 - - 0.963
sovt. spending 0.919 0.927 0.946 0.936 0.933 0.972
uIp shock 0.849 0.850 0.883 0.979 0.960 0.884
Inflation target 0.840 0.839 0.841 0.840 0.841 0.845
Shock volatility
Preferences 0.518 0.533 0.360 0.579 0.487 0.390
Labour supply 0.116 0.116 0.114 0.116 0.438 0.111
Technology 0.416 0.414 0.418 0.409 0.420 0.477
Investment techn. 1.261 1.255 1.273 1.249 1.245 1.229
Markup, dom. goods 0.405 0.398 0.332 0.348 0.210 0.393
Markup, imp. goods 0.387 0.346 2.482 - 0.793 2.274
Govt. spending 0.583 0.571 0.411 0.530 0.335 0.580
uip shock 0.059 0.058 0.178 0.793 0.310 0.153
Inflation target 0.022 0.022 0.023 0.022 0.023 0.023
Mon.pol. shock 0.191 0.188 0.190 0.189 0.181 0.216
Log marginal likelihood -645.62 -654.30 -637.45 -671.51 -652.07 -786.23

First, we consider the role played by the intratemporal elasticity of substitution 7.
Recall that our model implies a tight connection between import price inflation ﬁi” , GDP
inflation 77, and cPI inflation 7, cf. equations (C.13)-(C.14) in Appendix C;

7 = (1 4+ 2) 7ty — s
where s is a constant whose value depends on the steady state import markup p,, as well
as the intratemporal elasticity of substitution across goods . We are trying to match
the volatility of both cPI inflation as well as GDP inflation where our analysis of the data
series revealed that GDP inflation is almost twice as volatile as CPI inflation, cf. Section
5. In the estimation, we are not matching the dynamics of import price inflation. Rather,
the volatility of import price inflation is determined by the volatility of real exchange
rates. Hence, the very volatile real exchange rate in the data implies volatile import
price inflation. Given that the above equation imposes a tight link between movements in
import price as well as CPT and GDP inflation, s has to adjust to ensure that our model can

90



simultaneously match the dynamics of the observed cPI and GDP inflation series as well
as generate very volatile import price inflation. A key structural parameter determining
2 is the intratemporal elasticity of substitution 7.

In our benchmark experiments, we decided to fix the value of  at 6. While the
traditional IRBC studies have chosen 1.5 as the appropriate value, a number of recent
papers have argued that traded goods are more substitutable than implied by the value
1.5. For instance, Tchakarov (2004) also chose n = 6 as the appropriate value.

Column 2 contains the estimation results from a experiment where we make traded
goods less substitutable. Hence, we set 71 to equal 3. The results are quite similar to our
benchmark results. We estimate a slightly lower import share ¢ (0.20 versus benchmark
0.23), and our estimate for the steady state import markup is also higher (1.7 verus
benchmark value of 1.3). As these parameters are prime detertiminants of s along with
7, it is hardly surprising that they are the ones to differ markedly from the benchmark
case. That is, to ensure that we can still match the dynamics of the two inflation series
as well as the real exchange rate for a lower elasticity of substitution, s has to adjust
via changes in the steady state import markup as well as the import share. We note
that fixing 1 at 3 rather than 6 produces markedly lower marginal likelihoods (—654.30
compared to —645.62 in the benchmark).

Rather than fixing the 1ES, could we not estimate it? Column 3 contains the results
for the setup where we allow the model to estimate . We find that the IES is driven to
a very large number (n = 19). Likewise, the import share ¢, is now estimated at 40%
while the steady-state import markup share is driven down to 1.1. At the same time,
the volatility of the import markup shock is now estimated to be 6 times higher (2.48)
than in the benchmark experiment (0.39). Unsurprisingly, this experiment produces a
higher marginal likelihood (—637.45) than our benchmark experiment. Given the higher
marginal likelihood, why don’t we allow n to be estimated as a free parameter in the first
place? First of all, we do not regard n = 19 as a plausible estimate as this would imply a
degree of substitutability between domestic and foreign goods which is considerably higher
than what microeconometric studies have found (see Tchakarov (2004) for references).
Second, the estimated import share is far higher than we see in the data. Finally, we
interpret the results of this experiment as evidence that the workhorse one-sector model
has difficulty matching the observed real exchange rate volatility. In other words, if we
allow 7 to be freely estimated, the import markup shocks become even more volatile than
in the benchmark estimation, which in turn entails very volatile import prices. In order
to reconcile volatile import prices with the observed less volatile cPI and GDP inflation
series, the model is generating implausible high estimates of n and import shares ¢.

While our benchmark model allowed for imperfect exchange rate pass-through, we
now consider the case with complete exchange rate pass-through. We therefore estimate
a model where there is no import price stickiness and no import markup shocks — that is,
a case of producer currency pricing (PCP). We find that the persistence of the domestic
markup shock has increased considerably (0.97 versus the benchmark 0.88). Likewise,
the persistence of the UIP shock has also increased (0.98 versus 0.85 in the benchmark).
Finally, the volatility of the UTP shock have increased 10-fold to a standard deviation
of 0.79. We also note that PCP setup yields a considerably lower marginal likelihood
(—671.51) than the benchmark. How do we interpret these results? We know that match-
ing the volatility and persistence of the real exchange rate is not an easy task. Our
benchmark model has a number of features which would help us match the real exchange
rate dynamics. First, highly volatile and persistent import markup shocks play a crucial
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role in generating both volatile and persistent real exchange rates. Second, as shown by
Betts and Devereux (2000), allowing for imperfect exchange rate pass-through would yield
more volatile real exchange rates. When we assume no import markup shocks and full
exchange-rate pass-through, the model would have to rely on other features in order to
be able to match the real exchange rate dynamics. Therefore, it is not surprising that our
estimates of the PCP model yield more persistent and more volatile UIP shocks as well as
more persistent domestic markup shocks.

The discussion so far has highlighted that persistent markup shocks may play an
important role in terms of matching the volatility and persistence of the the real exchange
rate. We therefore undertake an experiment where we assume no persistence in the
exogenous markup shocks. Our model estimates now imply a higher degree of consumption
habit persistence (0.42 versus 0.31 in the benchmark), a higher degree of import price
stickiness (0.93 versus 0.70), and twice as volatile a import markup shock (a standard
deviation of 0.79 versus 0.39). Finally, we estimate a higher persistence of the UTP shock
(0.98 versus 0.85). The results validate our intuitions from the previous experiments:
Without persistent markup shocks, the model can only match the dynamics of the real
exchange rate by relying more on the other channels that can generate persistent and
volatile real exchange rates. Thus, we note that the experiment with i.i.d. markup shocks
yield a lower marginal likelihood (—652.07) than the benchmark experiment. Hence, a
setup with persistent markup shocks are preferred to a setup with only i.i.d. markup
shocks.

Finally, we want to assess the sensitivity of our result to the fact that we have es-
timated on data, which have been detrended using the HP—filter. Our final experiment
therefore re-estimates the model using linear detrended data. We found that our estima-
tion algorithm could not converge when we fix the intratemporal elasticity of substitution,
n, to 6. We therefore allow the parameter, 1, to be freely estimated. What do we find?
Our estimates are remarkably similar to the results in column 3, where we also estimate
n freely but using Hp-filtered data. We find slightly higher domestic goods price sticki-
ness (0.45 vs old value of 0.42) and slightly higher intertemporal elasticity of substitution
(0.72 versus old value of 0.66). But overall there are no real differences between the two
experiments and we conclude that our results are independent of whether you estimate
on HP-filtered or linear detrended data.

7 Dynamic Properties of the Estimated Model

In this section we evaluate the properties of the estimated model, first through a select
set of impulse-response functions, and then through a variance decomposition.

7.1 Impulse-Response Functions

Figure 6 illustrates the effect of a positive domestic technology shock on the main variables
of interest. Generally, the effects are fairly similar to those found in the closed-economy
literature: A positive domestic productivity shock - everything else equal - implies higher
domestic output, higher domestic consumption and higher domestic investment. The
effect on all three variables is very persistent and we attribute this to the presence of habit
persistence in consumption as well as our assumption of investment growth adjustment
costs.
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A positive domestic productivity shock also implies a fall in domestic marginal costs
(in other words domestic producers can produce at a cheaper cost). Thus, we would
expect a fall in domestic prices and domestic output price deflation. The IRF for GDP
inflation confirms that this is indeed the case.

In addition, the fall in domestic output prices has an external dimension as follows: We
would expect lower domestic prices to imply a terms of trade deterioration (domestic goods
are relatively cheaper than foreign goods) as well as a real exchange rate depreciation.
The impulse responses for the real exchange rate confirm this intuition. Part of the real
depreciation is achieved through a nominal depreciation and part is achieved through
lower domestic prices.

What is the effect of our technology shock on import price inflation? Recall that import
prices are determined in a staggered fashion a la Calvo (1983). Importers are assumed to
buy imports on the world markets which they then turnaround and sell on the domestic
market. The importers face the traditional downward sloping demand schedules where
the demand of imports depends on the price of imports relative to price of domestic
produced goods. The optimal import price will be affected by two factors: A nominal
depreciation implies a higher world market price (measured in domestic currency) for
domestic importers and, hence, tends to imply higher domestic import prices. On the
other hand, lower prices for domestic produced goods would force the importer to lower
import prices as well in order to protect market shares on the domestic market.

Recall that the positive technology shock implies both a decline in the price of do-
mestic output as well as a nominal depreciation. We find that import prices decline in
response which suggests that the effect of a decline in domestic output prices outweigh
the inflationary effect stemming from a nominal depreciation. The net effect of a positive
productivity shock on CP1 inflation is negative which is not surprising given that we both
have output price deflation as well as import price deflation.

We note that the technology shock generates very little inflation persistence. One
explanation is that our model assumes a very simple labor market with no wage stick-
iness. Hence, a positive technology shock will lead to a rapid adjustment in nominal
wages which implies very little inertia in marginal cost and thus in output price inflation.
In other words, with nominal wage contracts persistent technology shocks would imply
persistent deviations in marginal costs which would generate more persistence in output
price inflation. Given the apparent lack of inflation persistence in UK data during our
sample period, we would not attach too much weight to this issue.

We now consider the effects of a positive white-noise shock to domestic interest rates
as illustrated in Figure 7.

We note the following: Domestic interest rates rise on impact because of the increase
in the i.i.d. monetary policy shock. We can interpret the shock as a negative domestic
demand shock which would have the traditional implication. First, higher interest rates
lead to a fall in domestic consumption, since higher interest rates encourage higher savings
today and less consumption. Lower demand also implies lower investment and hence lower
output. Because of our investment adjustment cost assumption, the monetary policy
shock implies a hump-shaped response on investment, as discussed in Christiano et al.
(2001).

The real exchange rate is appreciating and the terms of trade is improving (the terms-
of-trade IRF is not shown here). There are two reasons: First, higher domestic interest
rates translates into a nominal appreciation of the domestic currency and hence a real
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appreciation when prices are sticky. Second, lower domestic output requires a rise in the
price of domestic output relative to foreign output. Hence, a terms of trade improvement
is required.

What is the net effect on domestic CPI inflation? Lower domestic output has a defla-
tionary effect. The nominal appreciation also implies import price deflation as seen on
the IRF. Combining the two effects, we observe CPI deflation.

Finally, we consider the effects of a positive one-period shock to foreign interest rates,
cf. Figure 8. The main international transmission mechanism of foreign shock is through
the real exchange rate. Higher foreign interest rates implies — via the UIP condition —
a nominal and real depreciation of the domestic currency, which in turn implies higher
domestic import prices.

However, the nominal depreciation also implies a domestic competitiveness gain which
would increase demand for domestic exports. The rise in domestic exports requires that
domestic output is redirected overseas and hence would necessitate a fall in the domes-
tic demand components consumption and investment. The IRFs confirm that domestic
consumption and investment both fall but GDP rises. What is the net effect on CPI infla-
tion and domestic interest rates? The rise in GDP would imply higher domestic output
inflation and hence higher cP1 inflation. The higher import price inflation also lifts cpP1
inflation. Hence, we would expect the domestic central bank to increase interest rates in
reponse to higher CPI inflation. The 1RFs for domestic interest rates suggest that this is
in fact occurring.

7.2 A Variance Decomposition of the Estimated Model

In the following, we consider which of the structural shocks that matter for the overall
volatility of the estimated model. As documented in Table 4, the unconditional variance of
GDP is explained almost exclusively by the two technological shocks, i.e., by the production
technology (70%) and the investment adjustment technology (26%) processes.
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Remarkably, neither the two shocks in the monetary policy function nor the three
foreign processes have any impact on GDP whatsoever. The latter result is quite surprising
at first hand; however, two factors are at play. First, the foreign variables in our data
set are very smooth compared to those observed for the UK; consequently, the estimation
has little foreign volatility to feed into the volatile domestic variables. Secondly, and
more importantly, the estimation has essentially rendered the estimated model one of a
virtually closed economy.

In this sense, the problem reflects the well-known exchange-rate disconnect puzzle in
international macroeconomics (discussed, e.g., in the seminal Obstfeld and Rogoff (2000)
contribution); that is, whereas the IRBC-based literature predicts a tight link between
relative international prices and quantities, we observe that the real exchange rate ex-
periences large movements with no apparent links to the real economy. In terms of our
model, the tight link between the real exchange rate and the real domestic economy is
apparent once one combines the Euler condition for household consumption growth with
the UIP condition, cf. equations (C.1)-(C.2) in Appendix C. Thus, confronted with the
restrictions of the model that ties the domestic economy to the foreign, and with the
very volatile exchange rate in the data, the estimation responds with inflating the shock
processes that relax these model restrictions, namely, the import markup shock and the
UIP shock.

Given the nature of the problem, this outcome is not specific to either the UK data
or the specific variant of the model analysed in this paper; in a detailed analysis on
Canadian data Justiniano and Preston (2006) document precisely how the two shocks
just mentioned are required in order to introduce the exchange disconnect that enables
a plausible estimation. As they also note, similar effects are at play in the euro area
estimation in Adolfson et al. (2005), as they are in the Danish estimation in Dam and
Linaa (2005).

In our estimation, the markup shock to import inflation is the key disconnecting
factor; it explains virtually all movement in the volatile real exchange rate. This led us to
calculate a variance decomposition for the model variant without a markup shock in the
import prices, cf. Table 5. The result is quite clearcut; the UIP shock takes over as the
factor that moves the real exchange rate and thus retains the domestic economy insulated
from the rest of the world. This leaves the volatility contributions to the UK aggregates
unchanged from the benchmark model.

Turning to the domestic demand components, investments are - unsurprisingly - driven
predominantly by the technology shocks (87%). In the case of consumption, the tech-
nology shocks contribute with 70% of the overall volatility while government spending
accounts for 20%. Preference shifts, on the other hand, only make up 2% of consumption
volatility, and even less for output and investments; in this estimation, their role seem to
be dominated by the exogenous government spending process. As with GDP, the foreign
variables have no impact on the domestic demand components, while the import markup
shock has some impact (5%) on consumption.

The nominal variables are influenced by a larger set of shocks. Again, the technology
shocks are important determinants, accounting for 42% of inflation and 57% of interest
rate volatility. The preference shock, which played only a minor role for the real aggre-
gates, has a marked impact on the nominal variables (11 and 17% on inflation and the
interest rate, respectively), while government spending and the UIP shock also contribute
significantly. Finally, the transitory monetary policy error accounts for almost a quarter
of the inflation volatility while its contribution to the interest rate itself is miniscule.
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Lastly, we note that the domestic markup shock plays virtually no role the estimated
model which corresponds to the euro area findings of Adolfson et al. (2005), but is in
stark contrast to the Dam and Linaa (2005) study on Danish data.

8 Conclusion

In this paper, we estimated a DSGE model of the UK economy on quarterly data. We
included a rich set of structural and ad-hoc shocks as well as a (reduced-form) foreign
economy in order to capture the key determinants of the UK business cycle. According to
our estimates, technology shocks were the main determinants of real fluctuations in the
UK economy.

Overall, we found plausible estimates of the parameters characterising the domestic
economy. However, our estimation did point towards two areas where the current em-
pirical DSGE literature needs to be reconsidered. The first is specific to the UK economy
and regards the inflation dynamics. As we describe above, these were rather poorly ac-
counted for by the model. This reflects that the (detrended) time series for UK inflation
in our data set are considerably less persistent than their US and euro area counterparts.
As much of the workhorse price model of the recent medium-scale DSGE literature has
been constructed in a US context, where the main challenge was to account for the high
persistence of observed inflation, it is not well suited as a model for UK inflation. Further
research into the causes and determinants of the large idiosyncratic component in UK
inflation is clearly called for.

Secondly, our estimation yields no role for the foreign economy amongst the determi-
nants of domestic volatility. This result is common with other recent NOEM estimations,
including Adolfson et al. (2005), Dam and Linaa (2005), and Justiniano and Preston
(2006). As the latter stress, the result reflects that the incarnation of the NOEM models
that have been estimated so far do not endogenously account for the large swings in the
real exchange rate. This causes the estimation to introduce an exchange-rate disconnect
via the included ad-hoc shocks in the UIP and the import price equations.

Consequently, future research into more fruitful ways of linking the dynamic behaviour
of the real exchange rate and the terms of trade to the movements of relative outputs
is necessary. A promising candidate is to introduce a distinction between traded and
nontraded goods. Thus, Benigno and Thoenissen (2004) claim to more or less account
for the observed real exchange-rate volatility when they calibrate such a setup. Likewise,
Corsetti et al. (2004) obtain remarkable results in a calibrated model where non-traded
goods are required for distributing traded goods. It remains to be seen whether such
features can reconnect the real exchange rate in a full estimation of an open-economy
DSGE model.
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A Model Derivation

A.1 Lagrangian Function for Household Problem

L,
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A.2 Household First-Order Conditions:
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A.3 Aggregates and Relative Demand Functions

+BE;

The final-good aggregate, import and export;
PP = (1—1) (PP/P) Y,
yM = (PM/Pt)_" Yy,
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A.4 Intermediate Firms

The profit maximization problem is

[e.e]

max B,y (€48)" Ao (),

t T=t

where 7 (f) = (PP (f) = MCi()) Y2 (f) = MC,o.

Since the optimal price is identical across firms, we style the optimal price ptD without
the subscript f, so the problem becomes

o L _ P£ Wwd
n};;gx; (&B) " By [AT (Pf ( szll) — MOT) YP(f) - M&@} : (A7)

Now, consider the demand facing firm f in period 7 > t when the firm last reoptimised
in period t;
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It follows that the FOC for the profit maximisation problem (A.7) is
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where

A =M\P, pP=PP/PP. me =MC,/PP.
Log-linearisation of the FOC (A.8) yields
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Equation (2.3) implies
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Log-linearize this and combine with (A.9) to obtain

1—-¢&4~D

~D ~D d’~

Ty —WaTy_1 = ?pt
d

e i (€t B[ (PP = BP) —wa (P20 = P2,) o+ (i 4 )|

1 — T T [ mc = - ~ A
_ gdfd ((1 —&48) [cud (#P) — E&D, + (u? + mc?)] + Eal, - wd7rtD> + €,8E; [#P — wai?],

and thus

! _fd (1 - &,8) (il + )

Wd .p B ~D 1=, 1=88 .4 ~
— R + ) .
1+/3wd7” VU1 4 Bwg £, 1+ Bwyg (7 !

D _ ~D D D
Ty = welt + BEmL — wabry +

The problem and equations of the importing firms is analogous to the case of the
domestic firms just presented, why we exclude it here.

A.5 Summary of Stochastic Shock Processes

Preference shocks;

~C

Ct = QC<§,1 + 657

Technology shocks;

~D
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0, = o40,1+c¢;

Mark-up shocks;

d
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UIP shock
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Policy and expenditure shocks;
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and an i.i.d. monetary policy error €*. Thus, the vector of innovations is
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B Deriving the Steady State

First note that import prices in the steady state is given as a markup over marginal cost

P" = 11,Q
Now use the definition of the aggregate price index:

L= =0 @E") (M) =

1
1 pM 11\ T=m
() - (“ 0+ (7g)
We can also follow Adolfson et al. (2005) and define
1 1777m pD 1=,
) - 0olE) e
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These can be rewritten using the fact that p™ = p, Q;

1
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We can also rewrite the expression for 1/p” using the fact that p™ =y, Q;

1

” - 01_0+LG§)1%)1%'01-0+LG%§)1%)1%
= ((1 =) 0 () (%) 1_nm> e _

We assume that domestic output inflation and foreign inflation grow at the same rate;

[P = II*. Following similar arguments as in Adolfson et al. (2005) it must be that

S =1 and initial prices are equal at home and abroad. Then we have that p?/Q = 1.
Using this result, we get
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Combine the two above equations and get:

= reduce to get
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Now, use the definition of the aggregate price index for tradables;
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Consider next the marginal cost condition;
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Use the consumer FOCs
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Combine the equations for 7% and p” to solve for wages w:
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We have the result that trade is balanced in the steady state:
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Go back to the bundler’s demand functions and consider the following
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Use the goods market equilibrium:
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Having solved for w and r*, we can calculate the capital labor ratio using the following
equation:
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Now use the definition of the production function;
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The fixed costs in the tradable sector, ®, are given as
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The production function can therefore be written as
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Recall that we have already solved for y”. Therefore we can solve for H as a function of
exogenous parameters including y*;
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Having solved for H, the rest is trivial. We can solve for k as follows:
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Use the following to solve for i;
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We can use the following two equations to solve for A and ¢;

c(I1=h)" =\
w= H/\.

Finally, we can solve for y using the following equation:
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C Log-linearised model

Throughout, hats will signify log devations from the stationarised steady state, while
tildes signify structural shocks that have been rescaled for interpretative reasons as in
Smets and Wouters (2003) and Adolfson et al. (2005).

Log-linearising the household’s first-order conditions (A.1)-(A.6) and elimination of ),
and €, yields
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Capital accumulation
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Domestic intermediary sector;
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Intermediary volumes and the relative price of imports to be eliminated in the following;

115



VPP =Y, —npP
. 1—1 1-n .
M (pD/p ) N D

by =

Py
YM =Y, —np, —Yt+771—( M) e,
VY=Y, (pt - Q).
Import prices;

M 2 B

_wmﬁ( 7r)’—\+1_§ 1_56

t

AR = s Bt - eR) g (R R
~ — ]_ n .
‘w”ﬂw §Re g (e T 0 )
6 T (B ity — Qﬁt)Jrlf—ZB( ) — ) (C.10)

_L —~
+ oy ) + i

Net foreign assets and the real exchange rate;
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Relative prices;
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Market equilibria;
yP - Y;[’)D yPD %th
- T wif) o [V 40—, (50— Q)] (C.15)
Y, = gchGt ; ngt—i—)I/It—th (C.16)
Monetary policy rule;
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The domestic exogenous processes can be summarized in the following table as follows:

Cr = 0841 T &5 18)

N N .
G = 0,y + &,
D

C.19
0, _Qdet | el C.20

(C
(C.19)
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Mt Qudﬂt | e, (C.22)
iy = Q,umlut—l + e, (C.23)
Ge = 0,911 + €, (C.24)
T = 0,1 + €7, (C.25)
(C.26)

Uy = 0,011 + &/, C.26

In addition, we also have the exogenous i.i.d interest rate shock €;* as well as the three
foreign exogenous variables, which are modelled exogenously as a VAR;

FOXt = F<L) Xt+5f, ngN(Oazm)a (027)
RN
X, = (907 B)

C.1 Summary of Variables

The system has 17 endogenous variables and 13 (10 domestic and 3 foreign) exogenous
variables. The endogenous Varlables are
tha Y; ) Ct> [ta Kt7 Ht7 Tt 7rtD7 Ty 7pt >Tt ) Xta wt7 Rt> ASta Qt; to

and the exogenous variables are:
sc 2l AD . A
*
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Chapter 4
Heterogeneous Price Stickiness in Estimated
Semi-structural Models of the U.S. Economy*

Carlos Carvalho Niels Arne Dam
Federal Reserve Bank of New York University of Copenhagen

First version: December, 2007

Abstract

We estimate sticky-price models for the U.S. economy in which the degree of
price stickiness is allowed to vary across sectors. We employ a Bayesian approach to
combine time series data on aggregate inflation and output with information derived
from microeconomic data on the cross-sectional distribution of the frequency of
price changes in the U.S. economy. Our results show that heterogeneity in price
stickiness is of critical importance for understanding the joint dynamics of inflation
and output. Moreover, allowing for enough heterogeneity - in particular for prices
in some sectors to last beyond one year - is crucial to avoid producing estimates
that imply “too little” average nominal rigidity at the expense of “too much” real
rigidity.

Keywords: heterogeneity, price stickiness, micro data, macro data, Bayesian esti-
mation

JEL classification codes: E1, E3

*The views expressed in this paper are those of the authors and do not necessarily reflect the position
of the Federal Reserve Bank of New York or the Federal Reserve System.
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1 Introduction

The recent empirical literature on price setting that analyzes the datasets underlying
the construction of consumer price indices documents a large amount of heterogeneity in
the frequency of price changes across different economic sectors. Starting with Bils and
Klenow (2004), who use data from the Bureau of Labor Statistics for the U.S. economy,
shortly thereafter a large number of papers helped establish the fact that such type of
heterogeneity is pervasive in modern industrial economies (e.g. Dhyne et al., 2006, and
references cited therein document similar facts for the Euro area; Gagnon, 2007 details
the evidence for Mexico). Inasmuch as heterogeneity in price stickiness is concerned, this
recent literature corroborates and provides better measures supporting the findings of
previous work on price setting behavior (e.g. Blinder et al., 1998).

The evidence of substantial heterogeneity in the degree of price stickiness across sec-
tors stands in sharp contrast with the assumption, common to the vast majority of papers
on sticky prices, that all firms in the economy change prices with the same frequency.
Apart from analytical convenience, the only reason to resort to this assumption and not
take heterogeneity explicitly into account in macroeconomic models would be if it did not
matter qualitatively in aggregate terms, or at least not quantitatively. However, recent
work undermines these arguments. Aoki (2001) and Benigno (2004) show that hetero-
geneity in price stickiness affects the nature of optimal monetary policy, and Carvalho
(2006) shows that it has dramatic implications for the dynamic response of economies to
monetary disturbances.! In particular, the real effects of such shocks tend to be larger
and more persistent than in otherwise identical “one-sector” economies in which all firms
face the same degree of price stickiness, and moreover the speed of adjustment to the
shock varies during the transition process, as the dynamics are dominated by different
sectors at different stages of the process.

The microeconomic evidence on heterogeneity in price stickiness and the theoretical
results about its importance for aggregate dynamics jointly underscore the goal of this
paper. We combine recently available information about the cross-sectional distribution
of the frequency of price changes derived from the microdata with time series of aggregate
inflation and output to estimate a series of small “semi-structural” multi-sector models for
the U.S. economy. We derive the structure of the supply side of the models from a multi-
sector economy with Taylor (1979, 1980) staggered price setting, in which the extent
of price rigidity varies across different sectors. Instead of postulating a fully specified
economy to obtain the remaining equations to be used in the estimation (the demand
side, if you will), we assume exogenous stochastic processes for nominal output and for
an unobservable natural rate of output. Thus the “semi-structural” classification. Given
that our focus is on estimation of parameters that characterize price setting behavior in
the economy in the presence of heterogeneity, our goal in specifying such exogenous time
series processes is to close the model with a set of equations that can provide it with some
flexibility relative to a fully structural model. This approach allows us to avoid having to

!The literature that focuses on the implications of this and related forms of heterogeneity continues
to grow. Dixon and Kara (2005) study sectoral heterogeneity in wage setting. Carlstrom et al. (2006a,b)
analyze the effects of heterogeneity on equilibrium determinacy and aggregate dynamics in two-sector
models. Nakamura and Steinsson (2007a) study a multi-sector menu cost model. Sheedy (2007) focuses
on how heterogeneity in price stickiness affects inflation persistence. Imbs et al. (2007) study the
aggregation of sectoral Phillips curves, and the biases that can arise from not accounting for heterogeneity.
Carvalho and Schwartzman (2007) show how heterogeneity in price setting behavior affects aggregate
dynamics in a large class of sticky-price and sticky-information models.
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find a demand side specification that performs well empirically, which typically requires
the introduction of “structural” features which are not the focus of our paper.?

We use our sources of data in two complementary ways, making use of a full-information
Bayesian approach. In one direction, we estimate the cross-sectional distribution of price
stickiness using only time series data on aggregate inflation and output. We then as-
sess the extent to which the macro data contains information about such cross-sectional
distribution, and how the results compare with the recent microeconomic evidence. In
particular, we compare the results with empirical cross-sectional distributions of the fre-
quency of price changes derived from Bils and Klenow (2004) and Nakamura and Steinsson
(2007b). Alternatively, we incorporate the information from the micro data analyzed by
these papers through our prior on the cross-sectional distribution of the frequency of
price changes, which in turn affects aggregate dynamics, and estimate the model using
aggregate inflation and output as observables. The fact that different cross-sectional dis-
tributions of price stickiness imply different aggregate dynamics, as highlighted recently
by Carvalho (2006) and Coenen et al. (2007), in principle allows inference about such
distribution based solely on time series of macroeconomic variables. However, we had an-
ticipated, and confirmed with our results, that identification of this distribution is likely
to be weak in this context. Thus the additional value of an approach that makes use of
the micro data.?

Our results strongly support the versions of model with heterogeneity in price sticki-
ness. When we restrict the models by imposing the same degree of price stickiness across
sectors, we obtain results that are significantly worse from a statistical perspective than
in the general case with heterogeneity, and that moreover are economically nonsensical.
In specifications in which the prior distributions imply small differences in price stickiness
across sectors, posterior distributions display more heterogeneity.

Despite very different empirical methodologies, our results are in line with those ob-
tained by Coenen et al. (2007), who estimate a model with Taylor staggered price setting
and heterogeneous contract lengths of up to four quarters. Our estimation results, how-
ever, suggest that it is important to allow for sectors in which prices last longer than
one year. Neglecting to do so generates too little nominal rigidity relative to the micro-
evidence on the one hand, and on the other hand increases the estimated degree of real
rigidity way beyond what is found when more heterogeneity is allowed for. Thus, Coenen
et al. (2007) find an incredible amount of real rigidity. Moreover, for our semi-structural
setup, the restriction of at most one year duration price spells comes at significant costs
for the empirical validity of the model: across all pairwise comparisons between models
with at most one year price contracts, and models in which some prices can last beyond
one year, the lowest posterior odds ratio in favor of the latter models is around 24 : 1.
Allowing prices in some sectors to last one and a half or two years decreases the esti-
mated degree of real rigidity to levels that have been deemed plausible in recent literature
(e.g. Woodford 2003), while still leading to an extent of average nominal rigidity that is
somewhat in line with the recent evidence based on micro-data for the U.S.

We proceed as follows. Section 2 presents the semi-structural model. Section 3
presents our empirical methodology. We detail the aggregate data used in the estimation,

2Several earlier papers combine structural equations with reduced-form, empirical specifications for
other parts of the model. Sbordone (2002), Guerrieri (2006) and Coenen et al (2007) are recent examples.

3 Another promising approach, which we do not explore in this paper, involves using sectoral data as
well. The natural way to do it is to introduce sectoral shocks and include time-series of sectoral variables
as observables. Lee (2007) takes a promising step in that direction.

120



as well as our method for incorporating the information on price setting behavior at the
microeconomic level from recent empirical studies. This section also details our prior
assumptions, and our particular estimation algorithm. We follow with the analysis of our
results in Section 4, and conclude in the last section.

2 The semi-structural model

There is a continuum of monopolistically competitive firms divided into K sectors that
differ in the frequency of price changes. Firms are indexed by their sector, k € {1, ..., K},
and by j € [0,1]. The distribution of firms across sectors is summarized by a vector
(W(1),...,w(K)) with w (k) > 0, Sr, w(k) = 1, where w (k) gives the mass of firms
in sector k. Each firm produces a unique variety of a consumption good, and faces a
demand that depends negatively on its relative price.

In any given period, profits of firm j from sector k& (henceforth referred to as “firm
kj") are given by:

Ht <k7.]) = Pt <k7])yt(k7j> - C(E <k7j>;}/t,£t)7

where P, (k,j) is the price charged by the firm, Y, (k,j) is the quantity that it sells at
the posted price (determined by demand), and C(Y; (k,j),Y:, &) is the total cost of
producing such quantity, which may also depend on aggregate output Y;, and is subject
to shocks (§,). We assume that the demand faced by the firm depends on its relative price
P (k,5)

—p-~, where P, is the aggregate price level in the economy, and on aggregate output.

Thus, we write firm kj’s profit as:
Ht (k7]> = H(‘th (kﬂj) 7-Pt7§/t)§t)7

and make the usual assumption that II is homogeneous of degree one in the first two
arguments, and single peaked at a strictly positive level of P, (k,j) for any level of the
other arguments.*

The aggregate price index combines sectoral price indices, P; (k)’s, according to the
sectoral weights, w (k)’s:

=T (1P k) () by, )

where T is an aggregator that is homogeneous of degree one in the P, (k)’s. In turn, the
sectoral price indices are obtained by applying a symmetric, homogeneous of degree one
aggregator A to prices charged by all firms in each sector:

P, (k) =A <{Pt (k>j)}j€[0,1]> '

We assume the specification of staggered price setting inspired by Taylor (1979, 1980).
Firms set prices that remain in place for a fixed number of periods, referred to as the
“contract length.” The latter is sector-specific, and we save on notation by assuming that
firms in sector k set k-period contracts. Firms meet all demand for their products at
the posted prices. Finally, across all sectors, adjustments are uniformly distributed over

4This is analogous to Assumption 3.1 in Woodford (2003).
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time.
When setting its price X; (k, j) at time ¢, given that it sets prices for k periods, firm

kj solves:
k—1

max [ Z Qt,t+iH (Xt (lf,j) s Priyiy Y, €t+i) )

where Q4 is a (possibly stochastic) nominal discount factor. In this context, the first
order condition for the firm’s problem can be written as:

k-1
O (X (k,5)  Prris Yerir Eos)
E, Z Qi 1+ 0Xy (k,7) =0 .

Note that all firms from sector k that adjust prices at the same time choose a common
price, which we denote X; (k). Thus, for a firm kj that adjusts at time ¢ and sets X; (k),
the prices charged from ¢ to ¢t + k — 1 satisfy:

PtJrkfl (kaj) = PtJrk72 (k7j) = e = Plf(kaj) = Xt (k)

Given the assumptions on price setting, and uniform staggering of price adjustments,
with an abuse of notation sectoral prices can be expressed as:

Pok) = A (X W }hg i) -

We close the model by specifying a stochastic process for the shock &,, and by positing
that nominal output M; = P,Y; also evolves in an exogenous fashion. This is a standard
assumption in theoretical work on price setting (e.g. Mankiw and Reis 2002, Woodford
2003, chapter 3). It allows one to focus on the implications of the particular model postu-
lated for pricing behavior for the decomposition of changes in nominal output into purely
real and purely nominal effects, without having to specify a full model of the economy.
We make use of this assumption in our empirical implementation because it allows us
to assess the performance of our heterogeneous price setting model in explaining the dy-
namics of output and inflation without having to specify the details of the transmission
mechanism.

2.1 A loglinear approximation

We assume that the economy has a deterministic zero inflation steady state characterized
by £ =0,Yi =Y, Qs = 5, and for all (k,j), Xy (k,j) = P, = P, and loglinearize
(1) around it to obtain:’

zy (k) =

1-6
— 5 Z B (i + € (weri — ) » (2)
=0
where lowercase variables denote log-deviations of the respective uppercase variables from
the steady-state. The parameter ¢ > 0 is the (inverse) Ball and Romer (1990) index of
real rigidities. The new variable Y;" is the level of output that would prevail in a flexible
price economy. It is referred to as the natural level of output, and is defined implicitly as

®We write all such expressions as equalities, ignoring higher order terms.
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a function of &, by:
O (X, (k,5), P, Y™, &)

a)(t (k;>j) Xt (k,g)=Ps

In the loglinear approximation, the natural output level moves pari passu with log (&,):

yi = alog (&)
The definition of nominal output yields:

= 0.

my = pr + Ys. (3)

Finally, we postulate that the aggregators that define the overall level of prices P, and
the sectoral price indices give rise to the following loglinear approximations:

[™] =

bt = w (k) p: (k), (4)

e
Il

1
1

2 (k’) = Dt (k:,j) dj (5)

i Ti—j (k) .

Large real rigidities (small () reduce the sensitivity of prices to aggregate demand
conditions, and thus magnify the non-neutralities generated by nominal price rigidity.
In fully specified models, the extent of real rigidities depends on primitive parameters
such as the intertemporal elasticity of substitution, the elasticity of substitution between
varieties of the consumption good, the labor supply elasticity. It also depends on whether
the economy features economy-wide or segmented factor markets, whether there is an
explicit input-output structure etc.’

In the context of our model, the index itself can be regarded as a primitive parameter.
We refer to economies with ( < 1 as ones displaying strategic complementarities in price
setting. To clarify the meaning of this expression, replace (3) in (2) to obtain:

S—

0

| =

1-p
1 p*
That is, new prices are set as a discounted weighted average of current and expected
future driving variables (th — yfﬂ-) and prices pyy;. ¢ < 1 implies that firms choose to
set higher prices if the overall level of current and expected future prices is higher, ceteris

paribus. On the other hand, ¢ > 1 means that prices are strategic substitutes, in that
under those same circumstances, adjusting firms choose relatively lower prices.

x (k) =

k-1
Eq ZBZ (€ (meri = viss) + (L= O pesi) -
=0

2.2 Nominal output m; and natural output level y;

We postulate an AR(p;) process for nominal output, m:

me = po + p1My—1 + ... + Pp1Mt—p; + 5?7 (6)

For a detailed discussion of sources of real rigidities see Woodford (2003, chapter 3).
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and an AR(py) process for the natural output level, y;*:

U= B0 Ou ot Sty T ()
a2 0
where g; = (7, ¢?) is iid N (01x2, X?), with X2 = (;n o2 |’

2.3 State-space representation

The semi-structural model then consists of equations (2) through (7). We write it in
state-space form in the notation of Sims (2002):

FOZt = Fth_l + C + \I]c‘it + Ent,

where Z; is a vector collecting all variables and additional “dummy” variables created to
account for leads and lags, C is a vector of constants, ¢; is as defined before, and 7, is
a vector of one period ahead expectational errors. I'y, 'y, ¥, and = are the appropriate
matrices, which are functions of the primitive parameters of the model, collected for
notational simplicity in a vector:

0= (K piop B C 0% 02 wll) - w(K) py - pp G0 0 Oy ).
We solve the model with Gensys (Sims, 2002), to obtain:

Z,=C(0)+Gy(0) Zy+ B (0) e (8)

3 Empirical Methodology

As already mentioned, the main objective of this paper is an empirical assessment of
the implications of price setting of firms with different contract lengths for the dynam-
ics of aggregate output and inflation. With the challenges involved in bridging the gap
between micro-based information on individual prices and the National Account time
series on U.S. real GDP (“output”) and GDP inflation (“inflation”), the choice of em-
pirical methodology is of critical importance. We employ a Bayesian approach as this
allows us to integrate the microeconomic information in the BLS price data with the
macroeconomic time series.”

The Bayesian principle can be shortly stated as:

F0127) = f(Z°10) f(0)/f(Z7)
o< L(0]Z7) f(0),

where f denotes density functions and Z* is the vector of observed time series, £ (0|Z*) is
the likelihood function and f (0) is the joint prior density, while 6 is the vector of primitive
parameters defined above. The likelihood function is constructed through application of
the Kalman filter to the solved log-linear model (8), given that our state vector Z; includes

"The fact that we consider the fundamental axioms and assumptions of Bayesian econometrics better
suited to the empirical analysis of aggregate time series than frequentist econometrics is, obviously,
comforting. We refer the reader to Lancaster (2004) for a discussion of Bayesian versus frequentist
econometrics.
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many unobserved variables, such as the natural output level and sectoral prices. Letting
H denote the matrix that singles out the observed subspace Z; of the state vector Z,
(i.e., ZF = HZ;), our distributional assumptions can be summarized as:®

Z|Zyy ~ N(C(0)+G1(0) Zi-1, B(O)SB(0)) =

ZiHZy L~ ( (0),V(9)), (9)
where M () = HC(0) + HG,y(0) Zy1, V (0) = HB (0) Xy, B () H'.

We use our sources of data in two complementary ways. In one direction, we estimate
the cross-sectional distribution of price stickiness using only time series data on aggregate
inflation and output. Theoretically, this estimation should be possible due to the marked
impact of the cross-sectional distribution on aggregated dynamics as analyzed in Carvalho
(2006). We then assess the extent to which the macro data in fact contains information
about such cross-sectional distribution, and how the results compare with the recent
microeconomic evidence.

Alternatively, we incorporate the information from the micro data analyzed in Bils
and Klenow (2004) and Nakamura and Steinsson (2007b) through our prior on the cross-
sectional distribution of the frequency of price changes, which in turn affects aggregate
dynamics, and estimate the model using aggregate inflation and output as observables.
The use of the microeconomic findings from these papers are discussed in Section 3.2
below. While one could have opted to integrate the results of the two papers into one set
of priors, we have chosen to utilize them in separate estimations. With this approach,
we can investigate how the profile of the cross-sectional distribution affects the estimated
aggregate dynamics and thus gain information on which of the two distributions seems
more in line with the observed behavior of aggregate output and inflation, and whether
they improve on the estimation obtained without using microeconomic evidence in the
priors.

When estimating the model, whether using priors based on the micro data or not, we
estimate several specifications of the model for different values of K, treating it as fixed
in each estimation. We chose this approach over the alternative of specifying a prior over
this parameter as well and estimating its distribution due to computational constraints.

In the next subsection we provide details on the macroeconomic time series that
constitute the observables in our Bayesian estimation. We then explain how we use the
statistics reported by Bils and Klenow (2004) and Nakamura and Steinsson (2007b) to
construct empirical cross-sectional distributions of price stickiness. This is followed by
a specification of our prior assumptions, with particular emphasis on how we use the
cross-sectional information from the micro-data analyzed by these two papers. Finally,
we detail the algorithm that we use to simulate the joint posterior distribution of the
parameters.

3.1 Macroeconomic time series

The model laid out is tested against the development of quarterly output and inflation.
Whereas the assumptions underlying the model include one of an unchanged economic
environment, the U.S. economy has undergone profound changes in the recent decades,

8Here, we use the notation of Hamilton (1994, ch. 13). Hence, e.g., ZAt|t,1 is the estimate of the
endogenous vector given the sequence from period 1 to ¢t — 1 of the observed variables Z; = HZ;. We
refer the reader to Hamilton (1994, ch. 13) for a thorough introduction to the Kalman filter.
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including phenomena such as the so-called “Great Moderation” and the Volcker Disinfla-
tion. As a consequence, we do not attempt to confront the model with the full sample
of post-war output and inflation. More specifically, we exclude entirely the economically
volatile period prior to 1960. We use the period from 1960 to 1982 only as a pre-sample,
and thus we also exclude the monetary regimes up to and including the Federal Reserve
money-supply targeting policy of 1979-1982 from the developments assessed by the like-
lihood criterion. That is, ultimately we evaluate the model according to its ability to
match business cycle developments in output and inflation under the Fed Funds target
regime post 1982.

We make use of the pre-sample 1960-1982 by initializing the Kalman filter in the
estimation stage with the estimate of Z; obtained from running a Kalman filter in the
pre-sample, and a covariance matrix that is a scaled-up version of the covariance matrix
obtained at the end of the pre-sample. In running the Kalman filter for this period, we fix
the parameter values as follows. We set 5 = 0.99, and { = 1. We fix p; = p, = 2, and set
the parameters py,...,p, to the point estimates of an AR(2) estimated on nominal output,
and dg,...,02 to the point estimates of an AR(2) estimated on actual output. Finally, the
sectoral masses are set at 1/K.

Although in principle our empirical specifications can account for trends in the data,
they are not suitable to handling changes in trends, which might have occurred despite
our choice of sample period. Thus, we remove the trend component in both aggregates
in a preliminary step, applying a low-pass filter of the Baxter-King (1999) variant that
eliminates fluctuations in the time series with periodicities in excess of eight years. The
filter eliminates 12 quarters of data in each end of the sample that we do not seek to
replace. Hence, our effective estimation sample is 1983-2003. The time series are depicted
in Figures 1 and 2.
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Figure 1: Output
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3.2 Empirical cross-sectional distributions of price stickiness

We extract our information about the cross-sectional distribution of price stickiness from
two recent papers that analyze the frequency of price changes in the U.S. economy using
quite disaggregated datasets from the Bureau of Labor Statistics, which underlie the
construction of the Consumer Price Index. The first study is Bils and Klenow (2004,
henceforth BK), who pioneered the use of such data to analyze the frequency of price
changes and other aspects of price setting. The other is Nakamura and Steinsson (2007b,
henceforth NS).

The main difference between these two papers is that BK analyze the BLS data at an
intermediate level of disaggregation,” whereas NS use the data at its most disaggregated
level.! Moreover, NS provide statistics with different treatments of sales price obser-
vations and product substitutions. When they apply treatments for these events that
make their sample close to being a more disaggregated version of the data analyzed by
BK, the two papers produce very similar results on the cross-sectional distribution of the
frequency of price changes. In contrast, when NS use the observations on what they refer
to as regqular price changes, they find more nominal price rigidity and more dispersion in
the frequency of price changes across different goods.!!

We work with the statistics on the frequency of price changes for the 350 categories
of goods and services (“entry level items”) analyzed by BK, and with the 272 entry level
items covered by NS (using the statistics for regular prices). Our goal is to map those
statistics into an empirical distribution of sectoral masses over different contract lengths.
We work at a quarterly frequency, and consider economies with at most 8 quarters of
price stickiness. Thus, we consider contract lengths which are multiples of one quarter,

9They used data on so called “entry level items,” from the Commodities and Services Substitution
Rate Tables for the period 1995-1997.

10Their data comes from the CPI Research Database, and covers the period 1988-2005.

' We refer the reader to the two papers for a detailed description of their methodologies.
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and for each of the BK and NS data, we aggregate the goods and services categories
so that the ones which have an average duration of price spells between zero and one
quarter (inclusive) are assigned to the first sector (i.e., the one quarter contract length
sector); the ones with an expected duration of price spells between one (exclusive) and
two quarters (inclusive) are assigned to the second sector, and so on. The sectoral weights
are aggregated accordingly by adding up the corresponding CPI expenditure weights. We
proceed in this fashion until the sector with contract lengths of 7 quarters. Finally, we
aggregate all the remaining categories, which have mean durations of price rigidity of 8
quarters and beyond, into a sector with 2-year contracts. This gives rise to the empirical
cross-sectional distributions of price stickiness that we use in our estimation. We denote
the sectoral weight for sector & obtained from this procedure by @y,. For each of the BK

and NS distributions, we also compute the average contract length, k = Zszl Wik,and

~\ 2
the standard deviation of contract lengths, Ek:\/ 215:1 Wi (k: — k;) .

Table 1: Cross-sectional distributions of price stickiness

Parameter BK NS
O 0.40 0.27
D 0.24 0.07
O 0.12 0.10
D4 0.12 0.11
Os 0.04 0.06
D 0.03 0.13
O 0.03 0.06
Os 0.03 0.20
E( ) 2.54 4.23
5 1.86 2.66

(*) In quarters. E (:d\k might differ from unity due to rounding.

3.3 Assumptions on the prior distributions

The model parameters to be estimated essentially fall in four categories that are dealt
with in turn. The first set comprises the p’s and ¢’s, parameterizing the exogenous
AR processes for nominal and natural output, respectively. These are assigned loose
Gaussian priors with mean zero. We choose to fix the lag length at 2 for both processes,
i.e. p1 = po = 2. The choice of lag lengths was based on LR tests and the Schwarz and
Akaike information criteria from univariate estimations (for this purpose, we use actual
output in volumes as a proxy for the unobserved natural output process).'? The second set
of parameters consists of the standard deviations of the exogenous processes for nominal
output (0,,) and natural output (o,); again, these are strictly positive parameters, and
we assign them loose gamma priors with modes of 0.1, in part based on simple univariate
estimations of the pre-sample time series.

12In principle we could have specified priors over p;, p2 and estimated their posterior distribution as
well. However, the computational challenge of the set of model configurations analyzed in this paper
is already tremendous given our implementation of the estimation algorithm. Therefore, we restrict
ourselves to this specification.
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The third block of parameters includes only the output gap elasticity of price setting
¢, which should be non-negative. This is captured with a loose gamma prior distribution
with mode at unity; hence, any significant degree of strategic complementarity or sub-
stitutability in the price setting should be a feature of the estimation rather than of our
prior assumptions.

The fourth and final set of parameters are the sectoral masses w = (w (1), ...w (K)).
The combined restrictions of non-negativity and summation to unity of the w’s are cap-
tured through a Dirichlet distribution, which is a multivariate generalization of the beta
distribution. Notationally, w ~ D («) with density function:

K K
fus (w|er) = Dirichlet (w]a) oc [Tw (B)™ ™", Yoy > 0, Vw (k) >0, Y w(k) = 1.
k=1 k=1

The Dirichlet distribution is well known in Bayesian econometrics as the conjugate prior
for the multinomial distribution, and the hyperparameters «;, ...a; are most easily under-
stood in this context, where they can be interpreted as the number of occurrences for each
of the K possible outcomes that the econometrician assigns to the prior information.'3
It follows that for a given K, oy = ), ay, captures the overall level of information in
the prior distribution. Thus, we control the tightness of our sectoral mass priors through
ap/ K, where the normalization by K makes this measure comparable across models with
different number of sectors.

For a given level of information in the prior distribution of sectoral masses, the infor-
mation about the cross-sectional distribution of price stickiness comes from the relative
sizes of the ay’s. The latter also determine the marginal distributions for the w (k)’s.
For example, the expected value of w (k) is simply ay/ag. We use the empirical cross-
sectional distributions derived from BK and NS described in the previous subsection to
assign values for these hyperparameters. For specifications with K = 8, we simply set
oy = Wy. For any specification with K < 8, we set ap = Wy, for all £ < K — 1, and
ag = Z?: i Wj. The @W;’s being taken from the empirical distribution derived from BK
gives rise to what we refer to as a Bils-Klenow prior, whereas taking the @W;’s from the
corresponding distribution based on NS yields a Nakamura-Steinsson prior.

In addition to using the BK and NS priors, we also estimated versions of the model
with symmetric priors, in which all sectors are assigned identical priors, and a; = 1/K.
For these symmetric priors, the case ay = K is noninformative in the sense that equal
prior density is assigned to all w vectors in the K-dimensional unit simplex. These
noninformative priors allow us to assess the information that the aggregate data contains
about the cross-sectional distribution of price stickiness.

Generally, we shall refer to cases with ag = K as loose priors. As we anticipated weak
identification of the sectoral masses without use of prior information on the cross-section,
we also use a tighter set of priors. For each configuration of the model (i.e. the number
of sectors K, and whether the prior is BK, NS or symmetric) the tight priors are defined
by setting g = 5K . The difference between the loose and the tight priors are illustrated
in Figure 3 for the case of symmetric priors, while the tight priors of the BK and NS
variants are compared for the case of four sectors in Figure 4 (i.e., K =4 and «ay = 20).

13Gelman et al. (2003) offers a good introduction to the use of Dirichlet distribution as a prior
distribution for the multinomial model.
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3.4 Simulating the posterior distribution

The joint posterior distribution of the model parameters is obtained through application
of a Markov-chain Metropolis algorithm. The algorithm produces a simulation sample
of the parameter set that converges to the joint posterior parameter distribution under
certain conditions.'* The numerous restrictions and sizeable dimension of the parameter
set, especially in relation to our data set consisting of only two aggregate time series, place
high demands on the exact implementation of the algorithm in order to obtain efficiency
and convergence of the Markov-chain within a manageable number of iterations.

Our specific estimation strategy for each configuration of the model is as follows. We
run two numerical optimization routines sequentially in order to determine the starting
point of the Markov chain and gain a first crude estimate of the covariance matrix for
our Independence Metropolis-Hastings Gaussian jumping distribution.!® Before running
the Markov chains we transform all parameters to have full support on the real line. We
use logarithmic transformation of each of (¢, o,,, ;) while w (1), ...w (K) are transformed
using a multivariate logistic function, cf. Appendix A. Then we run a so-called adaptive
phase of the Markov chain, with three sub-phases of 40, 80, and 120 thousand iterations,
respectively. At the end of each sub-phase we (potentially) update the estimate of the
posterior mode, and compute a sample covariance matrix based on the latter half of
the draws, to be used in the jumping distribution in the next sub-phase. Finally, in
each sub-phase we rescale the covariance matrix inherited from the previous sub-phase in
order to get a fine-tuned covariance matriz that yields rejection rates as close as possible
to 0.77.'% Next we run a so-called fized phase. We take the estimate of the posterior
mode and sample covariance matrix from the adaptive phase, and run 5 parallel chains
of 300,000 iterations each. Again, before making the draws that will form the sample
we rescale such covariance matrix in order to get rejection rates as close as possible to
0.77. To initialize each chain we draw from a candidate normal distribution centered
on the posterior mode estimate, with covariance matrix given by 9 times the fine-tuned
covariance matriz. We check for convergence for the latter 2/3s of the draws of all 5
chains by calculating the potential scale reduction!” (PSR) factors for each parameter
and inspecting the histograms across the parallel chains. Upon convergence, the latter
2/3s of the draws of all 5 chains are combined to form a posterior sample of 1 million
draws.

Having obtained a sample of the posterior distribution, we can also estimate the
marginal density of the data given a model (henceforth MD) as:

M0 = F(Z71M5) = [ L6012 M) £ 01M,) 0,

where M; refers to a specific configuration of the model and prior distribution, and

! These conditions are discussed in Gelman et al. (2003, part III).

15The first optimization routine is csminwel by Chris Sims, while the second is fsminsearch from
Matlab’s optimization toolbox.

16This is the optimal rejection rate under some conditions. See Gelman et al. (2003, p. 306).

"For each parameter, the PSR factor is the ratio of (square root of) an estimate of the marginal
posterior variance to the average variance within each chain. This factor expresses the potential reduction
in the scaling of the estimated marginal posterior variance relative to the true distribution by increasing
the number of iterations in the Markov-chain algorithm. Hence, as the PSR factor approaches unity, it is
a sign of convergence of the Markov-chain for the estimated parameter. See Gelman et al (2003, p. 294
ff) for more information.
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f (8] M) denotes the corresponding joint prior distribution. Specifically, we approximate
the log MD for each model using Geweke’s (1999) modified harmonic mean. We use
this to evaluate the empirical fit of the models relative to one another; the MD ratio of
two models constitutes the Bayes factor, and — when neither configuration is a prior:
considered more likely — the posterior odds. It indicates how likely the two models are
relative to one another given the observed data Z*.

4 Results

The results of the estimations are presented in Tables 3-8 and in Figures 6-23 in terms
of marginal distributions for the parameters.!® A general trend across the estimations
is that as we allow for sectors with contracts longer than four quarters, these sectors
are assigned significant mass, and usually more than in the prior.!® By implication, the
posterior estimate of the average contract length, &, is pulled up relative to its prior level,
increasing the average degree of nominal rigidity in the model. Higher estimates of k are
associated with higher estimates of (, i.e., a lower degree of strategic complementarity
in price setting. That is, the results push towards a higher degree of nominal rigidity
compensated through lowering the degree of real rigidity. Across different specifications,
as ( increases the variance of the innovations to the natural output process, o2, decreases.
The connection between these key parameters is summarized in Table 2. As prices respond
more to movements in the output gap, the estimation requires less volatility in the latter
to match the observed dynamics of inflation and output. The estimated AR process (6)
for nominal output is quite similar across the configurations of the model. This is not
very surprising as both output and inflation were included in the observed data set.

Another key common feature across specifications with heterogeneous firms is that
the estimation pushes towards an increased degree of heterogeneity as captured by the
standard deviation of contract lengths, oy, cf. also Table 2. This is certainly true in the
case of the symmetric and Bils-Klenow priors. The Nakamura-Steinsson priors, on the
other hand, imply a relatively high level of heterogeneity a priori, once we take account
of contracts lasting six quarters or more. In this case, the posterior distribution of oy, is
little changed relative to the prior.

While the different priors appear to have a relatively small influence on the overall
fit, allowing for more than four quarters of nominal rigidity seems critical. For all speci-
fications with K = 4, the posterior distribution for k indicates less nominal rigidity and
only slightly more heterogeneity than in the priors. In particular, in all cases the poste-
rior median for k is between 2 and 2.5 quarters, and therefore in line with the estimates
for average nominal price rigidity obtained by Bils and Klenow (2004). However, these
results are at odds with specifications with K > 4, which clearly indicate the presence of
both more nominal rigidity and heterogeneity.

These discrepancies between specifications with K = 4 and K > 4 manifest themselves
along two different dimensions. First, specifications with K = 4 lead to a large degree of
real rigidity that is harder to square with models in which such rigidity can be traced back

18We use a Gaussian kernel density estimation to graph the posterior marginal density for each
parameter. The priors on k and ¢}, are based on 100,000 draws from the prior Dirichlet distribution.

19Tn the discussion of estimation results we refer to the marginal posterior medians when nothing else
is stated. Note that since the marginal distributions of the w’s are skewed, the medians will not sum
to one; obviously, the summation restriction still holds for each parameter vector in the simulated joint
posterior distribution.
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to structural features of the economy. For such specifications, the posterior median for ¢
is between 0.03 and 0.04, while for specifications with K > 4 the medians for ¢ range from
0.06 to 0.17.2° Second, and perhaps more importantly, the fit of specifications with K = 4
is clearly worse relative to models with K > 4, as the posterior odds overwhelmingly favor
the latter. Across all pairwise comparisons between models with K = 4 and models with
K > 4, the lowest posterior odds ratio in favor of models with K > 4 is around 24 : 1.

From these results we conclude that the evidence favors specifications with more aver-
age nominal rigidity and more heterogeneity in price stickiness than can be accommodated
in a model with K = 4. As a result, estimations with such a specification produce “too
much” real rigidity in an attempt to generate sufficiently sluggish dynamics. In specifica-
tions with K > 4 real rigidity is “traded-off” against longer average contracts and more
heterogeneity to yield a better fit.

Despite the very different empirical methodology, our results with K = 4 are quite
similar to those obtained by Coenen et al. (2007), who also estimate a model with Taylor
staggered price setting and heterogeneous contract lengths of up to four quarters. They
find an average contract length that is in line with the evidence in Bils and Klenow (2004),
but at the same time find an incredible amount of real rigidity. Our findings suggest that
specifications that allow for more heterogeneity can produce significantly different results,
in particular in terms of the amount of nominal and real rigidities. Thus, results based
on these specifications may be more informative for the purpose of identifying the roles
of such rigidities in generating monetary non-neutrality.

In the comparison between models with K > 4, it seems that the gains from allowing
contracts of seven and eight quarters rather than just up to six quarters are limited.
Looking closer at the different priors for the sectoral masses, the Nakamura-Steinsson
priors have the best fit for K = 6, a result that holds true when we tighten the priors
around the empirical NS cross-sectional distribution. Turning to K = 8, the estimation
based on the NS priors still performs better than the Bils-Klenow priors, yet now the
symmetric priors yield results on par with the NS priors. The reason is clear from the
first and second moments of the distribution of contract lengths, k and o;: while the BK
priors are markedly off the posterior estimates, the symmetric priors happen to produce
values for k and o, that accord well with those generated by the tight NS priors.

In some cases the estimation results for individual sectoral masses seem to suffer from
weak identification. This is particularly the case for some sectoral masses, such as wy and
ws. It should come as no surprise that the signs of weak identification increase along with
the number of included sectors, K. When we only allow contracts of up to four quarters,
the estimation pushes mass towards the extremes, namely one-quarter and four-quarter
contracts. Note, in particular the NS prior case for K = 4 which a prior: assigns a lot
of mass to four-quarter contracts, which is moved to one-quarter contracts. This reflects
the move towards increased heterogeneity that has already been discussed. Once we
allow for contracts longer than one year, the mass on four-quarter contracts is markedly
reduced. This result is in part driven by the preference for increased heterogeneity as
it is found uniformly across the different priors. However, in the case of K = 8 the
estimation moves mass from four-quarter to five-quarter contracts, even though neither
are near end-points of the contract-length distribution and thus important for the overall
dispersion in contract lengths. This is particularly clear for the BK priors which a prior:
assigns some mass to four-quarter contracts while five-quarter contracts are virtually

20Woodford (2003) argues forcefully that degrees of real rigidity between 0.10 and 0.15 are consistent
with reasonably parameterized models. An index of real rigidity of 0.03 is relatively harder to rationalize.
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negligible, a result that is negated after confrontation with the model and the aggregate
time series. We should stress that our results do not suggest any particularly important
role for five-quarter contracts. Rather, the estimation results may be seen as confirming
the conclusions from the studies based on BLS micro-data, namely that four-quarter
contracts seem to be of no particular empirical relevance. This contrasts with the view
based on the earlier empirical literature on price setting, that the typical firm in the U.S.
tends to change prices once a year, which was often used to calibrate one sector models
with one-year of price rigidity.

Finally, we also estimated models imposing the strong restriction of homogeneous
firms, with contracts ranging from two to eight quarters. We kept the same prior dis-
tributions for all parameters besides the sectoral masses, and thus each such model with
contracts of length k, say, can be seen as a restriction of the more general heterogeneous
model, with a prior over the distribution of sectoral masses that puts probability one on
wr = 1. The results are presented in Table 9 and in Figures 24-28. All such models pro-
duce a very poor fit relative to the models with heterogeneity. As an example, picking the
worst heterogeneous model and the best homogeneous model, the posterior odds in favor
of the heterogeneous model is of the order of 73° : 1. For purely illustrative purposes,
Figure 5 shows the differences in performance in terms of the one-step ahead forecasts for
the best homogeneous model and one of the best heterogeneous models, where in each
case we set the parameter values at the point corresponding to the posterior mode.?!

The homogenous models also produce estimates for some parameter values that are
incredible. In particular, they tend to generate large values of ( coupled with very large
variances of the natural output process, o2. In our view, these results arise because of the
attempt of such models with Taylor pricing and homogeneous contract lengths to generate
relatively smooth dynamics. With ( = 1, such models generate very unrealistic dynamics,
with impulse response functions that tend to display sharp kinks at the time when all
prices have been reset after the shock hit. Such kinks can be smoothed by moving (
significantly away from unity, but that has implications for how the economy responds to
different types of shocks.?? Overall, we conclude that in the context of our semi-structural
specifications, homogeneous models produce very poor fit, and economically nonsensical
results.

5 Conclusion

Our estimation results suggest that heterogeneity of contract lengths is of critical im-
portance for understanding the joint dynamics of inflation and output. In our setup,
when the prior distributions imply a relatively low dispersion of contract lengths, this
is consistently increased in the estimation process. Also, when we restrict the models
by imposing homogeneous contract lengths, results are significantly worse than in the
general case with heterogeneity in price stickiness.

Furthermore, our estimation results suggest that it is important to allow for prices
in some sectors of the economy to last beyond one year. Neglecting to do so will imply
too little nominal rigidity, and increase the estimated degree of real rigidity way beyond

21 This is only illustrative because our measure of fit - the marginal density of the data given model
- is not evaluated at any single value of the parameter vector 6. Instead, it depends on the whole joint
posterior distribution , since 6 is integrated out.

22Heterogeneous models, on the other hand, naturally tend to display smoother dynamics, and so
preclude the need for such large shifts in (.
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Figure 5: Observed time series and one-step ahead forecast, homogenous vs. heteroge-
neous models

what is found when more heterogeneity is allowed for. For our semi-structural setup,
the restriction of at most one-year-duration price contracts comes at significant costs for
the empirical validity of the model. In turn, allowing for contract lengths of one and
a half or two years decreased the estimated degree of real rigidity to levels that have
been deemed plausible in recent literature (e.g. Woodford 2003), while still leading to
an extent of average nominal rigidity that is somewhat in line with the recent evidence
based on micro-data for the U.S.

The results generally conform with the cross-sectional distribution of price contracts
that we derive from the work of Nakamura and Steinsson (2007b), based on their sta-
tistics on the frequency of regular price changes. However, the empirical fit seems on
par with that obtained from symmetric priors when contracts of up to two years are
considered. This suggests that once one has the average contract length and the extent
of heterogeneity in price stickiness right, the specific sectoral masses are not of great
importance.

We find the results sufficiently compelling to warrant further work. In particular, it
would be interesting to evaluate the consequences of allowing for heterogenous pricing
behavior when estimating models of fully structured DSGE economies. The experience
with our semi-structural model suggests that combining micro- and macro-data within a
Bayesian framework can help us integrate our views on price setting at the microeconomic
level, and its implications for aggregate dynamics. In addition, making use of sectoral
data as well, along the lines of Lee (2007), can further enhance our understanding of how
actual monetary economies work.
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Appendix

A Transformation of the sectoral masses

We transform vectors w = (w(1),...,w (K)) in the K-dimensional unit simplex into vec-
tors v = (v(1),...,v(K)) in RE using the inverse of a restricted multivariate logistic
transformation. We want to be able to draw v’s and then use a transformation that
guarantees that w = h™! (v) is in the K-dimensional unit simplex. For that purpose, we
start with:
ev(k)
wk)==—k=1,..,K
> k1 €™

The application of exponentials in this way guarantees the non-negativity and sum-
mation to unity constraints. However, without additional restrictions on h~!, the map-
ping is not one-to-one. The reason is that all vectors v along the same ray give rise to
the same w. Therefore, we adopt the restriction v (K) = 0 and in effect draw vectors
7= (v(1),..,v(K —1)) in RE-!. Thus, the transformation becomes & = h~! (7), with
w=(w(),..,w(K—-1)) and:
v(k)

w(k) = k=1, ,K—-1
1+Z v(k

1+ sz:_ll ev(k)’

If the density f, (w|a) is that of the Dirichlet distribution with (vector) parameter «,
the density of v is given by:

fo (Fla) = 111 o e
7 \U|lx) = w y o (@] s
L4 Y e ™ 14 3 etk

where |.J] is the determinant of the Jacobian Matrix [%5—?] ~ given by:
ij

Ow(1) Ow(1) Ow(1)

ov(1) ov(2) Tt Ou(K-1)

Ow(2) ow(2) Ow(2)

ov(1) ov(2) Ut Ou(K-1)

6w([.(—1) Bw(l‘(—l) . 8w(I‘(—1)

ov(1) ov(2) Tt Ou(K-1)
with:

K-1 o v v
owlk) k)(szle )_e<k>e<k>
ov (k N K—1 2

( ) <]_ + Zk:l 6v(k)>
6v(k) 6v(k) ev(k)
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So:

ev(1)
1+ZK Levld) o) V(K1)
J = — : o
UU( 1) 1‘+’§:k 1 ev 1 +_§:k 1 ev
1+ZK 1 ev(k)

To recover the v (k)’s from w simply set:
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Table 2: Selected Parameter Estimates

Symmetric priors

¢ 1.678 0.039 1.678 0.103 1.678 0.168

N (0.355;4.744)  (0.020;0.077) (0.355;4.744)  (0.054;0.197) (0.355;4.744)  (0.093;0.305)

k 2.497 2.389 3.498 3.594 4.502 4.577
(1.664;3.333)  (1.998;2.775) (2.433;4.559)  (3.129;4.049) (3.239;5.763)  (4.119;5.030)

ok 0.981 1.158 1.558 1.756 2.136 2.296
(0.620;1.317)  (0.993;1.294) (1.094;2.009)  (1.579;1.925) (1.580;2.679)  (2.101;2.487)

On 0.017 0.047 0.017 0.037 0.017 0.033
(0.004;0.047)  (0.026;0.079) (0.004;0.047)  (0.021;0.064) (0.004;0.047)  (0.019;0.056)

log MD - 706.128 - 711.854 - 713.388

Loose NS priors

¢ 1.678 0.038 1.678 0.130 1.678 0.171

N (0.355;4.744)  (0.015;0.086) (0.355;4.744)  (0.053;0.289) (0.355;4.744)  (0.069;0.395)

k 3.009 2.395 3.796 4.159 4.224 4.816
(1.873;3.786)  (1.757;2.993) (2.435;5.043)  (3.074;4.968) (2.790;5.716)  (3.550;5.936)

ok 1.195 1.348 1.955 1.998 2.501 2.430
(0.629;1.466)  (1.095;1.479) (1.403;2.336)  (1.607;2.290) (1.888;3.021)  (1.947;2.878)

On 0.017 0.035 0.017 0.029 0.017 0.027
(0.004;0.047)  (0.020;0.065) (0.004;0.047)  (0.016;0.055) (0.004;0.047)  (0.016;0.050)

log MD - 706.038 - 712.613 - 712.648

Tight NS priors

¢ 1.678 0.051 1.678 0.110 1.678 0.130

N (0.355:4.744)  (0.026;0.099) (0.355;4.744)  (0.056;0.214) (0.355;4.744)  (0.067;0.241)

k 2.952 2.702 3.780 3.893 4.232 4.379
(2.447;3.390)  (2.285;3.078) (3.153;4.387)  (3.286;4.459) (3.558;4.923)  (3.715;5.033)

o 1.293 1.351 2.070 2.076 2.627 2.622
(1.059;1.427)  (1.218;1.440) (1.847;2.243)  (1.879;2.234) (2.362;2.867)  (2.380;2.842)

On 0.017 0.039 0.017 0.028 0.017 0.025
(0.004;0.047)  (0.022;0.067) (0.004;0.047)  (0.017;0.049) (0.004;0.047)  (0.015;0.043)

log MD - 706.071 - 712.442 - 712.925

Loose BK priors

¢ 1.678 0.030 1.678 0.076 1.678 0.082

N (0.355;4.744)  (0.011;0.070) (0.355;4.744)  (0.028;0.185) (0.355;4.744)  (0.031;0.199)

k 2.177 2.133 2.371 3.245 2.454 3.381
(1.391;3.174)  (1.551;2.737) (1.566;3.575)  (2.218;4.275) (1.677;3.681)  (2.323;4.641)

ok 1.075 1.215 1.440 1.887 1.629 2.165
(0.637;1.397)  (0.912;1.414) (0.867;2.076)  (1.531;2.213) (1.001;2.544)  (1.624;2.798)

On 0.017 0.038 0.017 0.030 0.017 0.028
(0.004;0.047)  (0.021;0.069) (0.004;0.047)  (0.017;0.055) (0.004;0.047)  (0.016;0.051)

log MD - 706.612 - 711.835 - 712.184

Tight BK priors

¢ 1.678 0.032 1.678 0.049 1.678 0.053

N (0.355;4.744)  (0.016;0.064) (0.355;4.744)  (0.024;0.097) (0.355;4.744)  (0.027;0.100)

k 2.211 2.191 2.428 2.635 2.520 2.728
(1.802;2.671)  (1.827;2.583) (1.995;2.955)  (2.159;3.188) (2.098;3.046)  (2.259;3.305)

ok 1.184 1.212 1.584 1.756 1.804 2.002
(0.987;1.332)  (1.042;1.339) (1.274;1.897)  (1.460;2.015) (1.431;2.242)  (1.620;2.410)

on 0.017 0.040 0.017 0.031 0.017 0.029
(0.004;0.047)  (0.023;0.069) (0.004;0.047)  (0.018;0.054) (0.004;0.047)  (0.017;0.049)

log MD - 707.157 — 710.401 - 710.349

Note: For each configuration, the prior (left) and posterior (right) median is reported with the 10T
and 90" percentile in parentheses. The logarithm of the Marginal Posterior (log MD) is approximated
with Geweke’s (1999) modified harmonic mean.
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Table 3: Parameter Estimates, symmetric loose priors

Ok

Po
P1
P2

Om

do
01
P

On

log MD

K=14 K=6 K =38

1.678 0.039 1.678 0.103 1.678 0.168
(0.355;4.744) (0.020;0.077) (0.355;4.744) (0.054;0.197) (0.355;4.744) (0.093;0.305)

0.206 0.312 0.129 0.172 0.094 0.125
(0.017;0.632) (0.167;0.487) (0.010;0.451) (0.090;0.281) (0.007;0.348) (0.070;0.198)

0.206 0.229 0.129 0.157 0.094 0.121
(0.017;0.632) (0.101;0.396) (0.010;0.451) (0.078;0.265) (0.007;0.348) (0.066;0.195)

0.206 0.178 0.129 0.129 0.094 0.104
(0.017;0.632) (0.071;0.330) (0.010;0.451) (0.064;0.220) (0.007;0.348) (0.056;0.168)

0.206 0.254 0.129 0.130 0.094 0.105
(0.017;0.632) (0.125;0.412) (0.010;0.451) (0.063;0.224) (0.007;0.348) (0.056;0.171)

- - 0.129 0.198 0.094 0.137
(0.010;0.451) (0.101;0.321) (0.007;0.348) (0.075;0.218)

- - 0.129 0.184 0.094 0.127
(0.010;0.451) (0.091;0.305) (0.007;0.348) (0.068;0.206)

- - - - 0.094 0.126
(0.007;0.348) (0.068;0.204)

- - - - 0.094 0.128
(0.007;0.348) (0.070;0.206)

2.497 2.389 3.498 3.594 4.502 4.577
(1.664;3.333) (1.998;2.775) (2.433;4.559) (3.129;4.049) (3.239;5.763) (4.119;5.030)

0.981 1.158 1.558 1.756 2.136 2.296
(0.620;1.317) (0.993;1.294) (1.094;2.009) (1.579;1.925) (1.580;2.679) (2.101;2.487)

0.000 0.000 0.000 0.001 0.000 0.000
(—8.224;8.224)  (—0.002;0.003) (—8.224;8.224)  (—0.002;0.003) (—8.224;8.224)  (—0.002;0.002)

0.000 1.150 0.000 1.151 0.000 1.150
(—8.224;8.224) (0.990;1.306) (—8.224;8.224) (0.988;1.308) (—8.224;8.224) (0.988;1.309)

0.000 —0.368 0.000 —0.356 0.000 —0.346

(—8.224;8.224)  (—0.518;—0.214) (—8.224;8.224)  (—0.506;—0.202) (—8.224;8.224)  (—0.496;—0.193)
0.017 0.005 0.017 0.005 0.017 0.005

(0.004;0.047)

0.000
(—8.224;8.224)
0.000
(—8.224;8.224)
0.000
(—8.224;8.224)

0.017
(0.004;0.047)

(0.004;0.005)

0.001
(—0.001;0.004)
0.199
(—0.036;0.420)
0.029
(—0.111;0.175)

0.047
(0.0260.079)

706.128

(0.004;0.047)

0.000
(—8.224;8.224)
0.000
(—8.224;8.224)
0.000
(—8.224;8.224)

0.017
(0.004;0.047)

(0.004;0.005)

0.001
(—0.001;0.003)
0.250
(0.015;0.480)
0.085
(—0.074;0.251)
0.037
(0.021;0.064)

711.854

(0.004;0.047)

0.000
(—8.224;8.224)
0.000
(—8.224;8.224)
0.000
(—8.224;8.224)

0.017
(0.004;0.047)

(0.004;0.005)

0.001
(—0.001;0.003)
0.274
(0.052;0.493)

0.107
(—0.053;0.267)
0.033
(0.019;0.056)

713.388

Note: For each configuration, the prior (left) and posterior (right) median is reported with the 10

th and

90*" percentile in parentheses. The logarithm of the Marginal Posterior (log MD) is approximated with

Geweke’s (1999) modified harmonic mean.
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Table 4: Parameter Estimates, symmetric tight priors

Ok

Po
P1
P2

Om

do
01
02

On

log MD

1.678 0.043 1.678 0.098 1.678 0.163
(0.355;4.744) (0.025;0.076) (0.355;4.744) (0.057;0.174) (0.355;4.744) (0.095;0.281)
0.242 0.264 0.159 0.169 0.119 0.125
(0.110;0.419) (0.191;0.347) (0.070;0.288) (0.127;0.216) (0.052;0.220) (0.097;0.157)
0.242 0.245 .159 0.164 0.119 0.124
(0.110;0.419) (0.174;0.326) (0.070;0.288) (0.123;0.212) (0.052;0.220) (0.096;0.156)
0.242 0.232 .159 0.158 0.119 0.120
(0.110;0.419) (0.163;0.311) (0.070;0.288) (0.117;0.204) (0.052;0.220) (0.093;0.152)
0.242 0.251 0.159 0.158 0.119 0.121
(0.110;0.419) (0.181;0.332) (0.070;0.288) (0.118;0.205) (0.052;0.220) (0.093;0.152)

- - 0.159 0.174 0.119 0.127
(0.070;0.288) (0.130;0.224) (0.052;0.220) (0.099;0.161)
- - 0.159 0.171 0.119 0.125
(0.070;0.288) (0.128;0.221) (0.052;0.220) (0.097;0.158)
- - - - 0.119 0.125
(0.052;0.220) (0.097;0.158)
- - - - 0.119 0.126
(0.052;0.220) (0.097;0.158)
2.499 2.474 3.498 3.520 4.499 4.515
(2.099;2.901) (2.277;2.672) (2.997;4.003) (3.312;3.729) (3.911;5.091) (4.305;4.726)
1.090 1.129 1.678 1.721 2.258 2.294
(0.917;1.242) (1.048;1.204) (1.456;1.889) (1.634;1.806) (2.000;2.513) (2.203;2.383)
0.000 0.000 0.000 0.000 0.000 0.000
(—8.224;8.224)  (—0.002;0.003) (—8.224;8.224)  (—0.002;0.003) (—8.224;8.224)  (—0.002;0.002)
0.000 1.151 0.000 1.151 0.000 1.148
(—8.224;8.224) (0.990;1.308) (—8.224;8.224) (0.989;1.309) (—8.224;8.224) (0.986;1.307)
0.000 —0.370 0.000 —0.358 0.000 —0.345
(—8.224;8.224)  (—0.520;—0.216) (—8.224;8.224)  (—0.507;—0.204) (—8.224;8.224)  (—0.496;—0.192)
0.017 0.005 0.017 0.005 0.017 0.005

(0.004;0.047)

0.000
(—8.224;8.224)
0.000
(—8.224;8.224)
0.000
(—8.224;8.224)

0.017
(0.004;0.047)

(0.004;0.005)

0.001
(—0.001;0.004)
0.177
(—0.002;0.361)
0.019
(—0.100;0.145)

0.050
(0.029;0.082)

706.204

(0.004;0.047)

0.000
(—8.224;8.224)
0.000
(—8.224;8.224)
0.000
(—8.224;8.224)

0.017
(0.004;0.047)

(0.004;0.005)

0.001
(—0.001;0.003)
0.240
(0.056;0.429)
0.076
(—0.063;0.223)
0.038
(0.022;0.065)

711.667

(0.004;0.047)

0.000
(—8.224;8.224)
0.000
(—8.224;8.224)
0.000
(—8.224;8.224)

0.017
(0.004;0.047)

(0.004;0.005)

0.001
(—0.001;0.003)
0.273
(0.090;0.462)

0.100
(—0.043;0.246)

0.033
(0.020;0.056)

713.329

Note: For each configuration, the prior (left) and posterior (right) median is reported with the 10

th and

90*" percentile in parentheses. The logarithm of the Marginal Posterior (log MD) is approximated with

Geweke’s (1999) modified harmonic mean.
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Table 5: Parameter Estimates, Nakamura-Steinssson loose priors

Ok

Po
P1
P2

Om

do
01
02

On

log MD

1.678 0.038 1.678 0.130 1.678 0.171
(0.355;4.744) (0.015;0.086) (0.355;4.744) (0.053;0.289) (0.355;4.744) (0.069;0.395)
0.233 0.443 0.247 0.211 0.254 0.178
(0.023;0.659) (0.215;0.695) (0.046;0.591) (0.069;0.443) (0.066;0.548) (0.061;0.389)
0.018 0.059 0.031 0.048 0.039 0.047
(0.000;0.323) (0.000;0.359) (0.000;0.278) (0.000;0.279) (0.001;0.250) (0.001;0.238)
0.041 0.028 0.057 0.036 0.066 0.042
(0.000;0.389) (0.000;0.209) (0.001;0.335) (0.001;0.169) (0.003;0.302) (0.002;0.161)
0.569 0.386 0.069 0.034 0.079 0.043
(0.178;0.902) (0.171;0.618) (0.002;0.358) (0.001;0.178) (0.005;0.323) (0.003;0.179)

- - 0.021 0.113 0.028 0.139
(0.000;0.252) (0.000;0.423) (0.000;0.226) (0.002;0.398)
- - 0.375 0.431 0.099 0.134
(0.109;0.713) (0.164;0.700) (0.008;0.355) (0.012;0.394)
- - - - 0.030 0.038
(0.000;0.230) (0.000;0.261)
- - - - 0.172 0.207
(0.030;0.454) (0.040;0.453)
3.009 2.395 3.796 4.159 4.224 4.816
(1.873;3.786) (1.757;2.993) (2.435;5.043) (3.074;4.968) (2.790;5.716) (3.550;5.936)
1.195 1.348 1.955 1.998 2.501 2.430
(0.629;1.466) (1.095;1.479) (1.403;2.336) (1.607;2.290) (1.888;3.021) (1.947;2.878)
0.000 0.000 0.000 0.000 0.000 0.000
(—8.224;8.224)  (—0.002;0.003) (—8.224;8.224)  (—0.001;0.002) (—8.224;8.224)  (—0.002;0.002)
0.000 1.145 0.000 1.148 0.000 1.150
(—8.224;8.224) (0.985;1.301) (—8.224;8.224) (0.988;1.306) (—8.224;8.224) (0.986;1.308)
0.000 —0.354 0.000 —0.345 0.000 —0.339
(—8.224;8.224)  (—0.506;—0.201) (—8.224;8.224)  (—0.495;—0.191) (—8.224;8.224)  (—0.489;—0.186)
0.017 0.005 0.017 0.005 0.017 0.005

(0.004;0.047)

0.000
(—8.224;8.224)
0.000
(—8.224;8.224)
0.000
(—8.224;8.224)

0.017
(0.004;0.047)

(0.004;0.005)

0.001
(—0.001;0.003)
0.359
(0.028;0.583)
0.002
(—0.153;0.187)
0.035
(0.020;0.065)

706.038

(0.004;0.047)

0.000
(—8.224;8.224)
0.000
(—8.224;8.224)
0.000
(—8.224;8.224)

0.017
(0.004;0.047)

(0.004;0.005)

0.001
(—0.001;0.003)

0.419
(0.005;0.680)

0.038
(—0.154;0.287)

0.029
(0.016;0.055)

712.613

(0.004;0.047)

0.000
(—8.224;8.224)
0.000
(—8.224;8.224)
0.000
(—8.224;8.224)

0.017
(0.004;0.047)

(0.004;0.005)

0.001
(—0.001;0.003)
0.435
(0.076;0.694)

0.047
(—0.139;0.287)
0.027
(0.016;0.050)

712.648

Note: For each configuration, the prior (left) and posterior (right) median is reported with the 10

th and

90*" percentile in parentheses. The logarithm of the Marginal Posterior (log MD) is approximated with

Geweke’s (1999) modified harmonic mean.
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Table 6: Parameter Estimates, Nakamura-Steinssson tight priors

w5
We
wr

wsg

Ok

Po
P1
P2

Om

do
1
02

On

log MD

1.678 0.051 1.678 0.110 1.678 0.130
(0.355;4.744) (0.026;0.099) (0.355;4.744) (0.056;0.214) (0.355:4.744) (0.067;0.241)
0.266 0.345 0.268 0.254 0.269 0.250
(0.127;0.446) (0.214;0.497) (0.151;0.413) (0.150;0.385) (0.165;0.394) (0.158;0.364)
0.057 0.073 0.061 0.066 0.064 0.067
(0.008;0.181) (0.011;0.206) (0.014;0.160) (0.016;0.164) (0.019;0.147) (0.020;0.150)
0.085 0.077 0.089 0.079 0.091 0.083
(0.018;0.223) (0.017;0.192) (0.028;0.199) (0.026;0.166) (0.035;0.184) (0.033;0.160)
0.560 0.479 0.101 0.087 0.104 0.092
(0.376;0.733) (0.328;0.626) (0.034;0.215) (0.030;0.181) (0.042;0.200) (0.038;0.175)
- - 0.050 0.067 0.053 0.069
(0.010;0.143) (0.013;0.178) (0.014;0.131) (0.018;0.163)

- - 0.386 0.408 0.123 0.134
(0.248;0.537) (0.272;0.552) (0.055;0.225) (0.061;0.240)

- - - - 0.054 0.057
(0.014;0.133) (0.015;0.139)

- - - - 0.193 0.201
(0.105;0.308) (0.111;0.314)

2.952 2.702 3.780 3.893 4.232 4.379
(2.447;3.390) (2.285;3.078) (3.153;4.387) (3.286;4.459) (3.558;4.923) (3.715;5.033)

1.293 1.351 2.070 2.076 2.627 2.622

(1.059;1.427)

0.000
(—8.224;8.224)
0.000
(—8.224;8.224)
0.000
(—8.224;8.224)
0.017
(0.004;0.047)
0.000
(—8.224;8.224)
0.000
(—8.224;8.224)
0.000
(—8.224;8.224)

0.017
(0.004;0.047)

(1.218:1.440)

0.000
(—0.002;0.002)
1.147
(0.986;1.303)
—0.359
(—0.509;—0.206)

0.005
(0.004;0.005)

0.001
(—0.001;0.003)

0.338
(0.124;0.533)

—0.020
(—0.155;0.130)

0.039
(0.022;0.067)

706.071

(1.847;2.243)

0.000
(—8.224;8.224)
0.000
(—8.224;8.224)
0.000
(—8.224;8.224)

0.017
(0.004;0.047)

0.000
(—8.224;8.224)

0.000
(—8.224;8.224)

0.000
(—8.224;8.224)

0.017
(0.004;0.047)

(1.879;2.234)

0.000
(—0.001;0.002)
1.146
(0.984;1.306)

—0.341
(—0.492;—0.187)

0.005
(0.004;0.005)

0.001
(—0.001;0.003)

0.421
(0.199;0.632)

0.043
(—0.117;0.208)

0.028
(0.017;0.049)

712.442

(2.362;2.867)

0.000
(—8.224;8.224)

0.000
(—8.224;8.224)
0.000
(—8.224;8.224)

0.017
(0.004;0.047)

0.000
(—8.224;8.224)

0.000
(—8.224;8.224)

0.000
(—8.224;8.224)

0.017
(0.004;0.047)

(2.380;2.842)

0.000
(—0.001;0.002)
1.146
(0.982;1.306)

—0.330
(—0.482;—0.175)

0.005
(0.004;0.005)

0.001
(—0.001;0.003)

0.457
(0.243;0.666)

0.055
(—0.109;0.221)

0.025
(0.015;0.043)

712.925

Note: For each configuration, the prior (left) and posterior (right) median is reported with the 10" and
90'" percentile in parentheses. The logarithm of the Marginal Posterior (log MD) is approximated with

Geweke’s (1999) modified harmonic mean.
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Table 7: Parameter Estimates, Bils-Klenow loose priors

Ok

Po
P1
P2

Om

do
01
P

On

log MD

1.678 0.030 1.678 0.076 1.678 0.082
(0.355;4.744) (0.011;0.070) (0.355;4.744) (0.028;0.185) (0.355;4.744) (0.031;0.199)
0.376 0.457 0.383 0.287 0.386 0.288
(0.072;0.783) (0.215;0.725) (0.114;0.719) (0.105;0.556) (0.143;0.679) (0.114;0.534)
0.194 0.193 0.210 0.177 0.217 0.185
(0.014;0.619) (0.024;0.454) (0.032;0.550) (0.034;0.396) (0.048;0.508) (0.046;0.387)
0.058 0.030 0.075 0.038 0.085 0.048
(0.000;0.426) (0.000;0.209) (0.002;0.368) (0.001;0.174) (0.00650.333) (0.003;0.174)
0.205 0.259 0.077 0.039 0.087 0.053
(0.017;0.631) (0.086;0.492) (0.002;0.372) (0.001;0.198) (0.00650.336) (0.003;0.207)

- - 0.005 0.154 0.009 0.133
(0.000;0.185) (0.000;0.490) (0.000;0.168) (0.000;0.430)
- - 0.054 0.176 0.007 0.021
(0.001;0.329) (0.005;0.509) (0.000;0.157) (0.000;0.300)
- - - - 0.005 .019
(0.000;0.146) (0.000;0.280)
- - - - 0.006 0.026
(0.000;0.153) (0.000;0.278)
2.177 2.133 2.371 3.245 2.454 3.381
(1.391;3.174) (1.551;2.737) (1.566;3.575) (2.218;4.275) (1.677;3.681) (2.323;4.641)
1.075 1.215 1.440 1.887 1.629 2.165
(0.637;1.397) (0.912;1.414) (0.867;2.076) (1.531;2.213) (1.001;2.544) (1.624;2.798)
0.000 0.000 0.000 0.001 0.000 0.000
(—8.224;8.224)  (—0.002;0.003) (—8.224;8.224)  (—0.001;0.003) (—8.224;8.224)  (—0.002;0.003)
0.000 1.147 0.000 1.146 0.000 1.148
(—8.224;8.224) (0.985;1.303) (—8.224;8.224) (0.986;1.306) (—8.224;8.224) (0.987;1.309)
0.000 —0.358 0.000 —0.343 0.000 —0.339
(—8.224;8.224)  (—0.509;—0.202) (—8.224;8.224)  (—0.495;—0.190) (—8.224;8.224)  (—0.492;—0.185)
0.017 0.005 0.017 0.005 0.017 0.005

(0.004;0.047)

0.000
(—8.224;8.224)
0.000
(—8.224;8.224)
0.000
(—8.224;8.224)

0.017
(0.004;0.047)

(0.004;0.005)

0.001
(—0.001;0.003)
0.251
(—0.049;0.511)
0.063
(—0.104;0.227)
0.038
(0.021;0.069)

706.612

(0.004;0.047)

0.000
(—8.224;8.224)
0.000
(—8.224;8.224)
0.000
(—8.224;8.224)

0.017
(0.004;0.047)

(0.004;0.005)

0.001
(—0.001;0.003)
0.317
(—0.028;0.609)
0.115
(—0.094;0.318)
0.030
(0.017;0.055)

711.835

(0.004;0.047)

0.000
(—8.224;8.224)
0.000
(—8.224;8.224)
0.000
(—8.224;8.224)

0.017
(0.004;0.047)

(0.004;0.005)

0.001
(—0.001;0.003)
0.328
(0.020;0.608)

0.125
(—0.073;0.316)
0.028
(0.016;0.051)

712.184

Note: For each configuration, the prior (left) and posterior (right) median is reported with the 10" and
90*" percentile in parentheses. The logarithm of the Marginal Posterior (log MD) is approximated with

Geweke’s (1999) modified harmonic mean.
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Table 8: Parameter Estimates, Bils-Klenow tight priors

Ok

Po
P1
P2

Om

do
01
02

On

log MD

1.678 0.032 1.678 0.049 1.678 0.053
(0.355;4.744) (0.016;0.064) (0.355;4.744) (0.024;0.097) (0.355;4.744) (0.027;0.100)
0.392 0.414 0.393 0.378 0.394 .381
(0.226;0.577) (0.265;0.577) (0.255;0.544) (0.251;0.520) (0.273;0.524) (0.267;0.504)
0.231 0.223 0.234 0.218 0.235 0.223
(0.102;0.407) (0.105;0.373) (0.124;0.375) (0.120;0.342) (0.138;0.356) (0.134;0.333)
0.103 0.085 0.107 0.087 0.109 .091
(0.026;0.249) (0.022;0.204) (0.038;0.223) (0.031;0.177) (0.04650.208) (0.039;0.171)
0.241 0.254 0.109 0.098 0.111 0.104
(0.109;0.418) (0.13650.401) (0.039;0.226) (0.03650.200) (0.047;0.210) (0.044;0.193)

- - 0.027 0.051 0.029 0.048
(0.002;0.104) (0.005;0.165) (0.004;0.095) (0.008;0.137)
- - 0.086 0.126 0.026 0.035
(0.026;0.194) (0.043;0.251) (0.003;0.088) (0.004;0.114)
- - - - 0.022 .032
(0.002;0.083) (0.003;0.108)
- - - - 0.024 0.036
(0.003;0.086) (0.004;0.114)
2.211 2.191 2.428 2.635 2.520 2.728
(1.802;2.671) (1.827;2.583) (1.995;2.955) (2.159;3.188) (2.098;3.046) (2.259;3.305)
1.184 1.212 1.584 1.756 1.804 2.002
(0.987;1.332) (1.042;1.339) (1.274;1.897) (1.460;2.015) (1.431;2.242) (1.620;2.410)
0.000 0.000 0.000 0.000 0.000 0.000
(—8.224;8.224)  (—0.002;0.003) (—8.224;8.224)  (—0.002;0.003) (—8.224;8.224)  (—0.002;0.002)
0.000 1.148 0.000 1.147 0.000 1.145
(—8.224;8.224) (0.987;1.306) (—8.224;8.224) (0.985;1.305) (—8.224;8.224) (0.983;1.303)
0.000 —0.360 0.000 —0.344 0.000 —0.337
(—8.224;8.224)  (—0.511;—0.207) (—8.224;8.224)  (—0.495;—0.190) (—8.224;8.224)  (—0.488;—0.183)
0.017 0.005 0.017 0.005 0.017 0.005

(0.004;0.047)

0.000
(—8.224;8.224)
0.000
(—8.224;8.224)
0.000
(—8.224;8.224)

0.017
(0.004;0.047)

(0.004;0.005)

0.001
(—0.001;0.004)
0.229
(0.017;0.438)

0.058
(—0.082;0.199)

0.040
(0.023;0.069)

707.157

(0.004;0.047)

0.000
(—8.224;8.224)
0.000
(—8.224;8.224)
0.000
(—8.224;8.224)

0.017
(0.004;0.047)

(0.004;0.005)

0.001
(—0.001;0.003)

0.290
(0.082;0.500)

0.116
(—0.037;0.267)

0.031
(0.018;0.054)

710.401

(0.004;0.047)

0.000
(—8.224;8.224)
0.000
(—8.224;8.224)
0.000
(—8.224;8.224)

0.017
(0.004;0.047)

(0.004;0.005)

0.001
(—0.001;0.003)
0.307
(0.104;0.510)
0.123
(—0.027;0.270)

0.029
(0.017;0.049)

710.349

Note: For each configuration, the prior (left) and posterior (right) median is reported with the 10

th and

90*" percentile in parentheses. The logarithm of the Marginal Posterior (log MD) is approximated with

Geweke’s (1999) modified harmonic mean.
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Figure 6: Symmetric loose prior and posterior (bold) distributions, K = 4
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Figure 7: Symmetric loose prior and posterior (bold) distributions, K = 6
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Figure 8: Symmetric loose prior and posterior (bold) distributions, K = 8
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Figure 9: Nakamura-Steinsson loose prior and posterior (bold) distributions, K = 4
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Figure 10: Nakamura-Steinsson tight prior and posterior (bold) distributions, K = 4

152



10

5

0
0 2
Wy

40

20

0
0 0.5
M

4

2

0
0 1
dl

4

2

0
-2 0

4

2

0
0 0.5
W5

40

20

0
0 05
s
4
2
0
-2 0
d2
4
2
-1 0

40

20

40

20

0 0
0 0.5 1 0 0.5 1
We "o
4 400
2 200
0 0
0 0.5 1 -0.01 0 0.01
sm d0
2000 400
1000 200
0 0
0 0.005 0.01 -0.02 0 0.02
S
n
40
20
0
0 0.1 0.2
Avg. k Sk
1 2
0.5 1
0 0
0 5 10 0 2 4

Figure 11: Nakamura-Steinsson loose prior and posterior (bold) distributions, K = 6
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Figure 12: Nakamura-Steinsson tight prior and posterior (bold) distributions, K = 6
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Figure 13: Nakamura-Steinsson loose prior and posterior (bold) distributions, K = 8
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Figure 14: Nakamura-Steinsson tight prior and posterior (bold) distributions, K = 8
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Figure 15: Bils-Klenow loose prior and posterior (bold) distributions, K = 4
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Figure 16: Bils-Klenow tight prior and posterior (bold) distributions, K = 4
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Figure 17: Bils-Klenow loose prior and posterior (bold) distributions, K = 6
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Figure 18: Bils-Klenow tight prior and posterior (bold) distributions, K = 6
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Figure 19: Bils-Klenow loose prior and posterior (bold) distributions, K = 8
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Figure 20: Bils-Klenow tight prior and posterior (bold) distributions, K = 8
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Figure 21: Prior and (bold) posterior distributions, fixed 2-quarter contracts (ws = 1)
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Figure 22: Prior and (bold) posterior distributions, fixed 3-quarter contracts (w3 = 1)
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Figure 23: Prior and (bold) posterior distributions, fixed 4-quarter contracts (wy = 1)
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Figure 24: Prior and (bold) posterior distributions, fixed 6-quarter contracts (wg = 1)
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Figure 25: Prior and (bold) posterior distributions, fixed 8-quarter contracts (wg = 1)
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What Drives Business Cycles in a Small Open
Economy?
Technical Appendix*

Niels Arne Dam Jesper Gregers Linaa
University of Copenhagen Danish Economic Council

First version: October 2004

1 Introduction

This note documents the equations obtained in Dam and Linaa (2005). The model is
basically identical to Kollmann (2001, 2002) with Calvo pricing on both the product
market and on the labour market. Consumption habits are introduced and we focus on
a central bank conducting monetary policy according to an imperfect peg. Additionally,
a variety of exogenous shocks are added.

2 Derivation of the Model

2.1 Final Goods

Final goods Z; are produced using intermediate-good bundles from home, Q¢, and abroad,
Q7" respectively. These intermediary aggregates are combined with a Cobb Douglas

technology;
d ad m a77L
Zy = (%) (Q—t> ,at o™ =1. (2.1)

am
Each bundle of intermediate goods is a Dixit-Stiglitz aggregate of individual intermediate-

goods, ¢! (s). Here, we follow the assumptions of the CEE model and let the net markup
rate v; be an i.i.d. process with mean v;

. 1 . 1 1+Vt
a=|[ deal izam
0

Domestic firms face the problem of minimizing the cost of producing Z; units of the final
good;

*Both authors were doctoral students at the University of Copenhagen when this work was conducted.
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min PIQ? + P"Q™ (2.2)
QRL.QM

w (2)(@Y s a3

where individual intermediate-goods prices are p! (s) and appropriate CES price indices
are given as

1 —vi
Pl = {/ . (s)_% ds] ,i=d,m. (2.4)
0
The associated Lagrangian is

Lo = PQI+PrQr

Qd ad Qf 1—ad
—\ (a—;> (1_tad> — Zi|

where )\; is the Lagrange multiplier. The first order condition with respect to Q! gives

Q; Zy
Pl = \a'= - =\ 2.5
G o 29
Inserting equation (2.5) in the budget constraint (2.2) yields
a? my 1—ad
(Ptd) (P = A (2.6)

The appropriate aggregate price index P, is the cost of producing one unit of the final
good (Z; = 1). Thus, we use equation (2.5) again to obtain

ad 1—ad
@ o —1=
o 1—ad
P = PQI + QY
= )\t (Oéd + Ctm) = )‘t
AN pmya™
= (P)" (P (2.7)

Profit-maximizing demands are found by combining (2.5) with (2.7);

Zy

Qt = Oéz)\t Pz Pt’L ’

i=d,m. (2.8)

2.2 Intermediate Goods

Intermediate-goods producers have access to Cobb-Douglas technology

y (s) = 0,K, ()" Ly (s)7%, 0 <4p < 1,
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and operate in a monopolistic competitive market, where each producer sets the price of
her variety, taking other prices as given and supplying whatever amount is demanded at
the price set. Cost minimization implies the following first-order conditions

(L =)yt (s) /L (s) = W, }:> Ly (s) _1-9v R
Yy (s) [ Ky (s) = Ry, K (s) v W,

where R, is the rental price of capital and W, is the wage rate. Thus,

1Y R
L) = k) - (29)
_ 1-¢ . 1—
yi(s) = 0K (Sﬁ) (%%Kt (3)> = 0,K; (s) (%%) =
_ —-(1-v)
k) = o () we. (2.10)

Hence, the firm’s total and marginal costs are

TC (ye (s) = Wil + R,

= 9_t Wi (—1 — wE) + Ry (—¢ Wt) Yi (8)

= Ly (Y - (s)
o0 T \1=w) 1-w)”
1., B _
= GWTRIT =) T () =
MC;, = letl—¢3f¢—w(1—¢)—<l—¢>. (2.11)
t

Final-good producers have the following demands for individiual varieties of interme-

diaries
+v¢

qz (s) = (%;)) : sz i =d,m.
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Firm profits are thus

T (i (s).pf (5)) = (pf () = MCy) qf (s) + (epf (5) — MCy) gf (s)  (2.12)
5)

1+vy

= (pl(s) — MC,) (p]f ) e
+ (et (s) = MCy) (pp—”) o

with p? (s) being the price of the individual foreign intermediary and where we assumed
Dixit-Stiglitz demands from foreign final-goods producers;

_ 1+vy

i) = (p]f )) e
% = (F) v (213)
t
Likewise, foreign exporters generate the following profits in the domestic market;
m ——
o 9) = o) e (M) T

Hence, as we have assumed local currency pricing and infrequent reoptimization ac-
cording to Calvo (1983), a domestic firm reoptimizing its domestic price faces the following
problem:

piy = argmax ) d"E; [p, 7% (w,p] (s))],
T=t1

w

Per = ﬁT_t (UCJ/UC,t) (P/Pr) (2.14)

where p, ., appropriately discounts profits at time 7 > ¢, and d™! is the probability
that the current pricing decision is still in effect in period 7. Substituting from the profit
expression (2.12) yields

_ltvr

[ee) d vr
_ p

Y dTE i (pf, — M) (ﬁ) Q7

T=t T

o0 L d d _1tvp d 1+vr d

= D aE (0 = M) ()T e (P QY
T=t
resulting in the following first-order condition;

- _ 1 _vr 14w, 1420, 1tvs
S (= 0t ) ) g () ] <0
T=t T T
- T—t d p?t _1-:—/7 Qﬁ
Z dEy | (phy — (L+v:) MCr) py , Pd i | 0. (2.15)
=t T ttrT
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Analogously, the optimal price for sales to foreign final-goods producers is determined
from the following condition;

14+vr

ZdT’tEt (e-pfy — (L +vr) MCy) py., <pt’t) N
T=t

Q7

X
DPiiVr

Import firms are owned by risk-neutral foreigners who discount future profits at the
foreign nominal interest rate R, = II7_} (1 + i:)_l, R;; = 1. Thus, when they reop-
timize, they set their prices in order to maximize discounted future profits measured in
foreign units;

piy = argmax Z dE Ry (w) es]

w T=t

= Z d" B[Ry 7™ (w) /er]

_ltvr
vet+T

o ( Pid m
Rir (P — - PY) (ﬁ) Q; /eT]

T=t o
ad _1+tvy 1+vr

= S B R (/e- — PY) () (P Qr)
T=t

with first-order condition

T

- S [ 1 m — Ltvr 1+v, my— 2 o Lt
Z dE, (_V_pt,t vrfer + y (pt,t) . PT) (P") = QF } =0=
. - 1+vr

N | o (PR Qr
ZdT By | (P (s) Jer — (1 +v7) PY) (ﬁ)
T=t L o

= 0. (2.17)

m
PtV

Considering aggregate Dixit-Stiglitz prices of the intermediate goods (equation (2.4)),
we apply to the law of large numbers and the fact that the fraction d of firms that
reoptimize is completely random to find that

1 oy Lo 1 Y
(F)) 7 = / pi (s) % ds = d / (Phy (5)) % ds+ (1 —d) (pl,) ™
= d(P,) "+ Q—d)(pl,) 7, i=dmux (2.18)

2.3 Households

A representative household is characterized by the following preferences with external
habit formation in consumption:

> BU(Cy L)

t=0

Eq , U (O:> Lt) = [u (O:) —v (Lt)] ) (2'19)
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with preference shocks ¢? and ¢F. We define
Cr=Cy—hCy_y (2.20)

where C, is the average consumption level, which is considered exogenous to the repre-
sentative household.

Labour enters as a Dixit-Stiglitz aggregate in the intermediate-goods firm production;
thus, letting [; (s, ) be the amount of labour service j utilized by firm s we find that firm
s uses the following amount of labour services;

14,

Li(s) = [/01 L (s, )T dj] > 1 (2.21)

and total labour is L; = [ L; (s) ds.
The representative household can invest in domestic and foreign one-period bonds as
well as in domestic capital. Capital K; earns rental rate R; and accumulates as follows;

Kt+1 :Kt (1_5)+]t_¢<Kt+1aKt)7 0<(5< 1, (222)

where ¢ (K11, K;) is an adjustment cost. Domestic bonds A; earns net interest i;, while
the interest z,{ accruing to foreign bonds B; held by domestic agents deviates from the
foreign interest level ¢y as follows;

(1+z‘{) = Q1+, (2.23)

e B eP*Q"
0, = Utexp{—)\ tP:EH}’ PQ

(1]

(2.24)

where = is the steady-state value of export in units of the domestic final good.

The household owns domestic firms and thus earns profit from the intermediate-goods
firms and rental rates (R;) on the capital in addition to wage income from its variety of
labour services. The budget constraint is thus

Aiir+ B+ P (Co+ 1) = (2.25)

1 11
Ay (T +i1) + e By (1 + i{—l) + RIS +/ i (s) ds + / / wy () le (s, 7) djds.
0 o Jo

Wage setting is staggered a la Calvo (1983). The household takes the average wage rate
__1 —(1+)
W, = [ fol wy (7) T dj} as given when reoptimising the optimal wage w;;, and

will meet any demand for the given type of labour;

It (7) :/o l(s,7)ds. (2.26)
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The household thus faces the following problem

>t

t=0

max Ey

{Ct,At11,Bry1,Kip1wi 1 Yoo

s.t. (2.20)-(2.26).

Solving (2.25) with respect to C; yields

szkv Lt)

(2.27)

1
C, = E{At(1+it—l)+€EUBEU (1+ )+6ROWBROW (1+ ROW)
+R Ky — App1 — e By }
_]t-|—ﬁ{/ ds—l—//wt Vi (s, djd8:| <=
t
1 ) .
cr = B [At (14+id41) + e By (1 + %4) + Ry Ky — Apyg — etBt—&-l}
t

— K1 — K (1= 6) + ¢ (Kiy1, Ky

1 1 1yt ‘ o B
t5 [/ 7 (s)ds +/ / we (7)1t (S,j)djds] — hCy_y,
t LJo o Jo

Thus, an interior solution to the household’s problem (2.27) yields the following first-

order conditions:

Capital,
R
ﬁtUCﬁ [_1 - ¢1,t] + 5t+1Et [UCJH (]gtJrl + (1 - 5) - ¢2,t+1
t+1

Ey [UC,H—I (};Zf +(1—-0) -

1

R .
BHE, [UC,tH (PHI +(1—96) - ¢2,t+1)
t+1 i

B
UC,t [1 + ¢1,t]
R
o P <TL +(1-9)— ¢2,t+1>
t | Prir1 P, [1 n ¢1,t]

Domestic bonds,

B'Uc [—i] + B E, |:UCt+1 <1+it)] =

Pt Pt+1
Ucti1 B }

Ucir P

(14 1) BE; {

(1+414;) By [pt,t-i-l} =
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= (<=

= BUcw s [1+ ¢y, =

= 1=

= 1 (2.28)
0 <=

1l <

1. (2.29)



Foreign bonds,

[ €1 <]. + Z{) |

BUc s | —— | + B E, |Uc 1 | ——————— = <=

’ Pt ' Py
SE -U €t4+1 <1+Zt> ] _ U e —
t | Yo t+1 Pt = C*,tpt

] Ucr 1641 B ;

1—1—2) E { : - 1=
( ! bE: UC*,t &7 Pt+1

(1+z’[) B [pttﬂete:l ~ 1 (2.30)

where p, ;4. is defined in equation (2.14) above.
Since the household meets the demand for labour at its chosen wage level, we find the
following relations;

l-(s,7) = (I;;t> Tw;;—f{ (s) =
— 1)

dly (s, 1+~ —Hft” 3
l) T T RN
t
dly (s, 5) 1+, -
—~ds = — w,, X,
/dwt(]) Vi o X
i 1t
and /d(lt(S)wt(J))ds — _iwtt%
dwy (j) 7

Xts
g
1— L 1 — 1
where x, = ¢th/Kt (s)dsW," = ¢¢RthWt7t. (2.31)

Thus, we finally obtain the following first-order condition with respect to the wage rate;

> — U, K _Ityr 1 + - _7142277—

Z(@D) tEt {— ]g _wtt X, +ULs ] Wy " XT:| =0=

=t T PYT T

oo , . _ 142y, U -

> (D) ”7( wy, " B [ J(j Wy — (1+77)UL,71 =0. (2.32)
t T T

T

Analogously to equation (2.18), the aggregate wage level is determined as

Wy = [D (Wt—l)_% + (1= D) (wee) ”]_% : (2.33)
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2.4 Steady State

In the steady state we have

Pd
P = pd:(1+y)MC':>F:(1+V)mc (2.34)
MC P
pP* = p"=(1+4v) . — P"=(14v)mc (;) (2.35)
pm e
PUo= = ()P = = (1) 5, P (2.36)
UL w o
W = w=(1+v)—P= —=(1+7)[(1—-h)C|°° Lo* (2.37)
Uc P
From (2.14) we have that in the steady state
p=p (2.38)
that, combined with (2.29) and (2.30), leads to
imif =L 1, (2.39)
B
and from (2.28) we get
R
T =1
B (P + ( 5)) —
R 1
— = —-—(1-9¢
- -a-9
= i+ (2.40)

Hence, marginal costs can be written as

MC (WU RNY )
me = 5o = (F) (p) P (1 =)
= [+ =R LT (4 6) " (1 =) Y (2.41)
= (L) = ) O L0 (i g) (1= )T
from which we can get the following expression for consumption;
[(1—h)CI' 797 = (147) O L0970 (4 6) 7 y? (1 — )Y me <=

C = ;=5 (L) 7o L7 (it §) " TVoe =16 (1 — 1)7¢ meT(21R)

Note also the following implication of equation (2.41) which will prove useful below;

(i+8) ™ (L= 9) ™ me = [(149) [(1 = W) O L]
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Now, we can determine the relative factor prices as follows;

R/P R i+
W/p W (1+y)[(1—h) O] Lov
= (14+7) " @+0[(1-h0C]7CL". (2.43)

Since
d

P = (P (pmy

we have from equation (2.7) that

MCRCN
= [+ nmd™ (1) %)” —

ad Otd
(1+v) % = (14+v) e?dme 1m0 <—
e __1 __at
7= (1+v) e me 102, (2.44)

and we can now normalize P.
Using this, (2.35) and (2.36) we then have

1 d -1
P* = (1+v)me ((1 +v) 1-ad mcl—ad)

d

2—a 1

= (1+v)t-o?mer-o?, (2.45)
pPm _at ot
— = (14+v) e?me 107, (2.46)

P

In the steady state the NFA accumulation looks like
Pm
P$Qm — _Qm’
e
and foreign demands is expressed, cf. (2.13), as

o - (5)

= (P,

since in the steady state we assume that P* = Y* = 1, implying

. pm

Qo= (P o= (P,
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where we used that

e 5 (I4+v) =e?me 1-od 1
_m = pm = __od __ad - :
P P (14 v) edme 1-od 1+v
Now use (2.45) to obtain
Q" = (1+ y)*"?iij mei-a? (2.47)
1 (1—n)(2—a ) 1—
R
v
(1—n)<2—ad)—1+ad 1—n
= (1+4v) 1-ad mei-al
1717(2704 ) 1—
= (1+v) 1-od mci-od (2.48)
= 11—_and ll—_and
(1+v) mei-ad,
From (2.8) we obtain
o - m
Qd _ ¢ Pd ' P Qm
S 1—al\ P P '
Now, substitute from (2.34), (2.46) and (2.48) and re-arrange to get
d d\ 1 m
e _ 9 (TN (T om
v - = (7) (F)e
a . Cat et afzet)
= T (14 v)mc] {(1 +v) 1o me l—ad] (1+v) 1o meci-ad
ad l—n(2—ad)_1_ od 1-p o _1
= (]_ —|— U) 1—ad 1—ad mclfad 1—ad
1—ad
O[d lfn(27ad)7(1fad)fad lfnfadf(lfad)
= ol (1 + y) 1—ad mc 1—ad
d 2-ad —
= 1 a - (1+ v) Timad mei—ad .
-«
Furthermore,
Pz
Qm = (1 — O{d) W A
1 pP™
Z = —Qm
1—ad P
ad ad 1,77(270}1) 1-n
= 1 — ad (1 + y)im mcim (]_ —|_ ]/) 1—ad mcl—ad
1 177](27ad)704d 1—n—ad
= oty e me ol (2.49)
—«
1 _p2=at .
Y (1+v) "= me! et
—«
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Given the various quantities of intermediaries we can obtain a steady-state expression
for real GDP;

Y — Qd‘i‘Qx
d 2ad — 2ad —
= 1fad(1+u) "Mzl ppei—ad + (1 +v) "= T meizad
27ad _—n_ ad
= 1 1—-ad 1-ad 1
(1+v) "= mc L_ad—l— }
1 27ad —-n
= 1_ad(1+u) 1-ad mei-od, (2.50)

Turning to labour and capital, we have from (2.10) that

—(1-¢)
K — Y(ﬂﬂ)

v W
2-a? = — ; —(1-v)
T —1ad (L+v) et meise? {1 ww (147) [(1Zj}f) C]’° Lot
= 3 —1ad (1+v) ni=eg mei—ad (%)(1@ (i 4 6) "D [(1 4 ) [(1— h) C]7¢ Loe]
- ) e (L)w (4 6) 4 4 6) ¥ (1 ) me
1—ad 1—1
= . (1+wdﬂﬁigww“fld, (2.51)

where we made use of (2.41). Thus, using (2.9) we can solve for labour as follows;

1-Y R

S
- Jﬁ (147) [(1ij§) C]°¢ Lov (1 — a;g (i +9) (14 ) et me! " Te
_ f:$@+ﬁ)@+®f%wﬂqummmw]R1+Wn1ﬁmglld
T = Toan? T+ §)T5 (1 4 ) el
_ @fwwwaHw)%u+mniﬁmgb@1g. 25
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Substituting (2.52) into (2.42) yields

1 1 __°oL % ¥ N 1
C = = (149)776 L776 (i +6) T $T=0 (1= )76 mel=oe
oL 2 ad
= (1) (L af) o R (1 ) (54 0) O (14 )R
ch(l—@’lf)vc_%<1_1—nad_ﬁ)
eay b\ d
oc L oc 1= 1 op 2-a?
- B e () (1= )7 (1+0)'7E i
ch“*i)(fc*%(l ad ﬁ>,
so defining
(1 + )_L ¢ (1+UL)% .
e L oc 1= L 2=a
ae= DT oo () 7 T s e
we can write
1 g 1
C = ACmet=de a6 (i) (2.53)

Now, combine the goods market equilibrium and the capital accumulation equations
evaulated in the steady state in order to obtain

Z = C+I1=C+0K=

A 5 — ACmetme sk (5 1%) | SAK e e (2.54)
where we have defined
A=l qyriEa K= v (14 v) (2.55)
~1-ad T T A= ad) (i +9) ' '

Hence, we can now obtain a closed-form solution for the real marginal cost from (2.54);

7

(AZ — 5AK) me' el = Acmcm_%<l_m_ﬁ) —
Q(17L7L>,(1, n ) B AZ — SAK

1
(A=4)oc oc
mc C

n

< 5AK) e 74 (1) - (1-2%0)]

4 -1
_octop l-a fn}

< 5AK> (1 w)ac o 1_ad
We note that

AZ — §AE
AC

N = 4 =
= A L_ad(l—i—u) (1—ad)(i+5)(1+y)
] (1 4v) e

(i +9) l—at

= A° [(1+y)—

181



2.5 Various steady-state ratios

Using the results above, we can derive the following steady-state ratios for use in the
log-linearised system below;

d

Q* 1fid (1+ V)fni:ﬁ mei—o? .
? - _ 2—ad —n = )
171ad (14 v) "1e® meia
1 1—772‘ad 1- 1 A e
Z = T—ad (1+v) "tedme 170 = A?me 1-0d
v s S T e
K = iy (L 0) oo me ot = Alfme e
K _ AF Y et [ |zt
7 - Az 1 "1=ad 1 " ad
I
(t+0)(1+v)
Z Z  (i+0)(1+v)
¢ 51
zZ (i+6)(1+v)
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3 Log-linearised Model

Qtd:pt+2t_p1£d7 (3.1)
QT:pt‘l'Zt—Rsma (3.2)
Qf = b’ +nb + Y/, (3.3)
P, =a'Pi + (1-a% pm, (3.4)
_Z;t - Rt - Wt + Kt, (35)
f(t:—ét—(1_¢)Rt+(1_¢)Wt+ﬁ; (3.6)
MCy = —0,+ (1 — )W, + ¥R, (3.7)
Pey1 = UCt+1 —Uc, + P, = Py, (3.8)
Pl dPt = (1—d)(1—dp) [Mct + yt} +dBE, [PL, — dPY] (3.9)
Pr—dPr, = (1—d)(1—dp) (M(Jt — b+ at) + dBE, [P;;l - dﬁf] , (3.10)
Pt = dbyy = (1= d) (1 = dB) (& + B + 0) + dBE, | Pty — dbp"| (3.11)
W, — DW;,_1 = (1 — D) (1 — DB) (Pt Uy — Ucy + fyt> + DBE, [WM — DWt] ,
(3.12)
Kt—&-l = (]_ - (5) Kt + 6jt, (313)
R S B
Biyn=(1+0)B+P"+Q°*—P"+¢é—-Q", B, = Pmém, (3.14)
~ ~b oc A hUC A
= —_ _ .1
Uct = ¢, 1 h)Ct + = h)Ct 1 (3.15)
~ ~b ~L ~
Ure =G+ ¢ +orle, (3.16)
®(1+B) K1 = Eupypy — P+ 81 —08) E;Pyy +[1 — B(1 = 0)] EiRyyy + OK, + BOE, K, 1o,
(3.17)
0= _Etlbt—l—h (3~18)
if = —Eipryy — Evlrr + &, (3.19)
Z{ = Zt + ’(A)t - /\Bt+17 (320)
& =&, (3.21)
¥ = 0t + (1-a?) 01, (322
A O A I -

Z

183



The system has 24 endogenous and 10 exogenous variables. Of the latter we assume
that the markup shocks and the uip shock (v¢,7,,v¢) are i.i.d. and the remaining seven
are AR(1) processes;

b b
¢ = ngtfl + 5?7 (3~24)
Al Al
G = ngtfl + 55‘/7 (3~25)
0, = 00,1 +¢, (3.26)
§ = 0"& e, (3-27)
P o= i +e (3.28)
pro= o"Pr e, (3.29)
(3.30)

}A/t* = QYYt*—l +5Z-

3.1 Solving the Log-linearised Model with gensys

We solve the log-linearised system (3.1)-(3.30) with the gensys method developed by Sims
(2002). For this purpose we collect the 23 endogenous variables with 6 lagged variables
and 9 exogenous processes (excluding the policy shock &,) in the (38 x 1) vector Ty;!

LD A A s AT T Ar D Dd P Ppm Ad Az Am P - 3 3 F YR Vs
Tt . Bt70t76t72t7zt7It7KtaLt7MCt7E)t7Pt 7Pt 7Pt 7Qt7Qt7Qt 7Rtapt+17UC,tuUL,hWtaK?Zta
2 Hd DT Hm T
thlaptflapf,flvptflywtflv
Ab Al A ~ A A
A~ 2~ A~k * *
Ctugt79tvyt7’7t7£t72tvpt71/1‘, .
The iid. shocks are included in the vector &, = (e}, e}, el, Oy, e, el™, ef™ el el &)

includes the set of i.i.d. shocks, and the seven expectational errors are included in the
vector 7, = (nf, nE W o nk nd P ) so that we can write the model in the canonical
VAR(1) gensys form;

F()Tt = Fth,1 + \IJEt + H??t
Applying the gensys method recasts the system in the solved form

Tt - @1Tt71 + @zZt-

'Hence, we add six identity equations to the system (3.1)-(3.30), corresponding to the six lagged
endogenous variables included in Y¢, and two definitions of the mark-up shocks (0, = &}"" 4, = ™).

184



References

Carvo, G. A. (1983): “Staggered Prices in a Utility-Maximizing Framework,” Journal
of Monetary Economics, 12(3), 383-98.

DaM, N. A, anp J. G. LINAA (2005): “What Drives Business Cycles in a Small Open
Economy?,” EPRU Working Paper 2005-02.

KorLLMANN, R. (2001): “Explaining International Comovements of Output and Asset
Returns: The Role of Money and Nominal Rigidities,” Journal of Economic Dynamics
and Control, 25(10), 1547-83.

(2002): “Monetary Policy Rules in the Open Economy: Effects on Welfare and
Business Cycles,” Journal of Monetary Economics, 49(5), 989-1015.

Sms, C. A. (2002): “Solving Linear Rational Expectations Models,” Computational
Economics, 20(1-2), 1-20.

185



Assessing the Welfare Cost of a Fixed
Exchange-Rate Policy
Technical Appendix*

Niels Arne Dam Jesper Gregers Linaa
University of Copenhagen Danish Economic Council

First version: April 2005

1 Introduction
This note derives the model analysed in Dam and Linaa (2005a) and cast it in the form
Ey[Y4, Ty, e, 6041] = 0,

thus fascilitating a second-order approximation according to the methodology laid out in
Schmitt-Grohe and Uribe (2004).

The structure of the model is basically identical to the one estimated in Dam and
Linaa (2005b), which again built on the model in Kollmann (2001, 2002) with Calvo
pricing in both the product market and in the labour market. Compared with the Koll-
mann model we have introduced consumption habits, and we focus on a central bank
conducting monetary policy according to an imperfect peg. Additionally, a variety of
exogenous shocks are added in line with those utilised by Christiano et al. (2001) and
Smets and Wouters (2003). The model is fairly rich in variables and parameters which
are summarised in Table 1.

2 The Model

2.1 Final Goods

Domestic final goods are produced from Dixit-Stiglitz aggregates of a continuum of trad-
able intermediate goods. These are produced domestically and abroad;

1+v

1 1
Qi = U qi(S)“"dS} , i =d,m.
0

Here, v turns out to be the net markup rate.

*Both authors were doctoral students at the University of Copenhagen when this work was conducted.
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Zy is the production of final goods using the Cobb Douglas technology

d ol m a™
Ly = (Q—Z) (Q—t> Lot 4+ am=1.
o a™

Assuming domestic firms face the problem of minimizing the cost of producing Z; units
of the final good, demands for goods produced domestically and abroad can be written
as P
i il .
Qt = FtiZt’ L= damv

where P, is the appropriate price index given by
ad ma Q™
b = (P td) (7).

Thus, P, is the marginal cost of the final-goods producing firm. With perfect compe-
tition in the final-goods market, the price of one unit is also F;.

2.2 Intermediate Goods

Intermediate goods are produced from labour L; and capital K; using Cobb-Douglas
technology. Thus, the production function of firm s is

Y (s) = 0, (s)" Ly (s)7Y, 0 <1p < 1,

where 6, is the exogenously given aggregate level of technology. Producers operate in
a monopolistic competitive market, where each producer sets the price of her variety,
taking other prices as given and supplying whatever amount is demanded at the price
set.

Cost minimization implies the following first-order conditions

(L =)y (s)/Le(s) =W, }: Li(s) _1-9¢ R
Yy (s) /Ky (s) = Ry, K, (s) v W

where R, is the rental price of capital and W, is the wage rate. Therefore we have

| W R,
L) = K () =
and B )
1 /71—
Kils)= <T¢Wi> v (5).

As a consequence, the firm’s marginal costs are
1

g W RN (L= )T
t

MC’t —

Following Calvo (1983), we assume that the firm only reoptimizes its prices in any
given period with probability 1—d. Producers sell their good variety to both domestic and
foreign final-goods producers; y; (s) = ¢ (s) + ¢ (s) and are able to price discriminate
between the two markets. As is well-known from the Dixit-Stiglitz models, final-good
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Table 1: Variables and Parameters

Variables
Zy
Py
@
P}

pt,'r

lt(57j)

Final goods

Price of Z
Intermediate goods
Price of Q*

Intermediary price optimized in period 7

Price dispersion measure

app (Q4+ Q%)

Rental rate of capital

Marginal cost in intermediary sector
Exchange rate

Discount factor between periods ¢t and 7
Foreign discount factor

Final consumption

Aggregate labor supply

Wage level optimized in period 7
Aggregate wage level

Labor of type j supplied to firm s
Capital stock

Investment

Domestic bonds (0 in eqlm.)
Foreign bonds in foreign currency
Domestic interest rate

Return on B; to domestic agents
Wedge between ¢f and z{
Compound variable in wage eqtn.
Marginal utility of consumption
Marginal disutility of labor
Auxiliary variable (p; and wy;)
Auxiliary variable (pf, and wy)

Exogenous Variables

0,
¢
¢

Technology level in intermediary sector
Preference discount rate shock

Labor supply shock

UIP shock

Exchange-rate policy (peg) shock
Foreign GDP

Foreign price level

Foreign interest rate

Parameters (time invariant)

Q
&~
=

S o> e >

Net price markup (intermediaries)
Net wage markup

Share of Q% in final output
Capital share in intermediate goods
Calvo parameter, intermedaries
Utility discount factor

Habit persistence

Household 1ES

Work effort elasticity

Capital depreciation rate

Capital adjustment cost

SS export in units of Z

Debt premium on foreign bonds
Calvo parameter, wages

Export demand elasticity

producers demand individiual varieties of intermediaries as follows

qz (8) = (M)_V Qzlfv i =d,m.

Pti

and thereby firm profits can be written as

T (0} (s) .91 (5)) = (91 (5) = MCy) ;' () + (expf (5) — MCy) g7 (s)

(2.1)

From foreign final-goods producers we assume Dixit-Stiglitz as well;

= (") T ar-

Py

PtLU
Pt*

*
Yy,

where the foreign aggregates P}, Y;* are exogenous. Likewise, foreign exporters generate
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the following profits in the domestic market;

w6 = o ) - et () g

Hence, a domestic firm reoptimizing its domestic price faces the problem:

pzfl,t = arg maXZdTitEt [pt,’rﬂ-dm (w7ptx (S)):| )

w T=t

prr = BT Ucq/Ucy) (B Pr), (2.2)

where p, . discounts profits at time 7, and d™t is the probability that the current pricing
decision is still in effect in period 7. Substituting from the profit expression (2.1) yields

14v

oo d Ty
T — p 9
> dEy | py, (pf, — MCy) (ﬁ) Q7
T=t T
—~ d 4\~ a2 Ad
= Z d"E, [(pt,t - MCT) (pt,t) Pt.r (PT) QTi| .
T=t
The first-order condition is
© 1+v
S [(p;{t — (14 ) MC,) p,, (PP Qg] —0
- o0 ¢ 4\ Hd
d ZT:t d Eq [pt,‘r (PT) . Qt+TMCT]
Py = (1+v) o Tto )
S Ay oy (PO Q1]
which we can cast as
. M
Per = D_f’
s 14y
where N = ZdT_tEt [pw (PH " QL (1+v) MCT] :
T=t

D = S d B [p, (P Q]
T=t
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Since

NE = (Ptd)HT"le( 1+v) MC, + de tE, [p”( ) Qd(l—i-l/)MC]

T=t+1

— (P QL1+ v) MGy

= T—(t+1) A\ Ayd
TAE; | Prita Z d Ly [PHLT (PY) v Qi (1+v) MCT]
T=t+1
14+v
= (Ptd) " Qi (14 v) MCy + dE, [Pt,t+1Nti1} ;

14v
Df = (Ptd) Y le + dE; [Pt,t+1D§l+1] )

and aggregate prices evolve according to

bt 2

P = Uolpi ()" dS} = {d 01 (Bhr ()" ds + (1—d) (4f,)”

= [y ra-a @) 7] L i=dam, (2.3)

bt 4

N

we can establish the following system of equations for the price of domestic intermediaries;

14v
Md = (Ptd) ! Q? (1+v)MC; + dE; [pt,t—',-l-/\/ﬁ&-l] )
1+v
Df = (Ptd) . Qtd"‘dEt [pt,t+1D§l+1} )
Pl = [a(PL) T+ (=) (MDY

Analogously, the optimal price for sales to foreign final-goods producers is

SR dTE oy (P)
S A Ey | py (P

QTMC, }
Q%T] '

pf’t:(l—i—u)

Thus, we obtain the following system of equations for the export price;

Y x
NS = (F)) v Qf(14+v)MC, + dE; [Pt,t+1M+1] ;
v o T
Dy = (PF)™ Qier +dE, [pt,t+1Dt+1} )
_1 11V
Pro= d ()7 (1= d) (N /)7

Import firms are owned by risk-neutral foreigners who discount future profits at the
foreign nominal interest rate R;, = II7-} (1 +4*)". Thus, they set their prices in order
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to maximize discounted future profits measured in foreign currency;

piy = argmax Z dE Ry (w) Jes)

© T=t

0 gr— m\ Y Am *
ZT:t d tEt [Rtﬂ' (PT ) i QT eTPT]
= (1+v) = I ,
S e T ]

which follows from the first-order condition

N dE, [(pg{t — (14 v)e,PY) Ry (PT) QT] —0.
T=t

Hence, we obtain the following pricing equations;

N = (P QP (L4 v) eP; + Y d'E, [Rtﬁ (P™5" Q™ (1 4 v) eTp:}

T=t+1

1ty *
= (B Q(l+v)eP +

B (R Y & VB (R (P QF (L4 v) e Py | =
T=t+1
m m\ L Am * d m
‘/\/;5 = (]Dt)y Qt (1+V)etpt+1+z*Et|: t-‘r1:|’
t

14

D" = (P

v m d m
Qt + mEt [DHJ )

Pro= fapm) - g wiyop ]

2.3 Households

Like Erceg et al. (2000) we assume a continuum with unity mass of symmetric households
who obtain utility from consumption of the final good and disutility from labour efforts.
Thus, they are all characterized by the following preferences:

Cr)' ™" L)
1—o0¢ R

Ey . (2.4)

D BUCEG) (G|, UCHL3G) = [

where (? represents a shock to the discount rate and ¢ represents a shock to the labour
supply, while j € [0, 1] signifies the household. We assume external habit formation in
consumption; thus, utility is obtained from

C7 (j) = Cu(j) — hCio, (2.5)

where C; is the aggregate consumption level, which is considered exogenous to each
household. We further assume a security market where households completely diversify
their individual income uncertainty, so that consumption is equalised across households;

Cy(j) = Cy, V5.
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Each household supplies an idiosyncratic variety of labour service l; (j). These labour
services enter as a Dixit-Stiglitz aggregate in the intermediate-goods firm production;
thus, letting [; (s, ) be the amount of labour service j utilized by firm s we find that firm
s uses the following amount of labour services;

1+

Lo =[[vental o (2.6

where v turns out to the net wage markup.
As was the case of intermediary prices, wage setting is staggered a la Calvo (1983).
That is, in each period household j only optimizes its wage wy (j) with probability 1 — D.
—(1+7)
The household takes the average wage rate W, = [ fol wy (J )7ﬁ dj] as given when

it chooses its optimal wage w;; and will meet any demand for the given type of labour;!

14y

00 = [uenas= [ (S2) T L (27)

- ()

In addition to consumption, households can invest in domestic and foreign one-period
bonds as well as in domestic capital. Capital K; earns rental rate R; and accumulates as
follows;

i (J(t—i-l ](t)Q
Ky =K, (1—8)+1 — —~H1 "t/
ik 2 )+ 1 2 K,

Here, we have followed Kollmann (2002) and assumed quadratic adjustment costs. Do-
mestic bonds A; earns net interest i;, while the interest Z,{ accruing to foreign bonds
B, held by domestic agents deviates from the exogenously given foreign interest level ¢}

as follows;

, 0<0 <1, (2.8)

(1+if) = o+, (2.9)

vy eXp {_/\etBt-H } 7 ePrQ"

Q
t .PtE P )

[1]

(2.10)

where = is the steady-state value of export in units of the domestic final good. Thus, the

interest on foreign bonds is growing in the foreign debt level which ensures the existence

of a unique equilibrium, cf. Schmitt-Grohe and Uribe (2003), while v; is a UTP shock.
Households own equal shares of domestic firms and thus earn profit from the intermediate-

goods firms (A, (j)) in addition to rental rates R; on the capital, wage income from their

labour services and payments from their state-contingent securities (S; (j)). Hence, the

budget constraint of household j is

Ap1 (J) + eBi () + P (Cy () + 1 (4) =
A (7) (L +dpq) + e B (5) <1 + if—l) + ReKy () + A () +we (7)1 (J) + S (5) - (2.11)

INote that the optimal wage in any period is identical across households, which is the reason why
wy+ can be written without index j.
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Thus, households face the following problem

max Ey
{Ct(5),At+1(5),Be41(5), Ket1(3) we e oo

s.t. (2.4)-(2.11),

D BU(CE () (j))] (2.12)

t=0

and the first-order conditions with respect to capital, domestic bonds and foreign bonds
can be written as

2
Rt ) =2 (1 - (B2
Py <Pt+1 + (1 6) 2 <1 <Kt+1) )>
By | prisa I2) [1 +(I)Kt+th} = 1, (2.13)
K

(L+i) By [prea] = 1, (2.14)

(1 + ZZ) Ey [Pmﬂ%} = 1 (2.15)

where p, ;4. is defined in equation (2.2) above.
Having assumed that the household always meets demand for labour at its chosen
wage level, we finally arrive at the first-order condition with respect to the wage rate;

i (Dﬁ)rftE _UC’Tl <wt,t)_1:7 L4 Cb Ll_i_—fy (wt,t)—ltv(l-‘-oﬁ L}-—HTL] PN
T=t t Py \Ws TPy W Wyt
a0 B[ Perw T L] < S 0y B ek e w T L) <
- T—t b L 17-jilJrUL) 1+
w1+1+TW B 2. (DB) T Ey |:<t§t (L+y)W" L; ”L] _ A
tt = = T

T—t Uc,r HTV
S (DB B YW, L,
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where

o)

N = S0 [t (W ]

T=t

(g +0L)L1+0L
t

= A+ W, "

s — 1+O'L) .
+ > (DB E, [cicf( Fy Wy T }
T=t+1

(1+UL) 1407,
Lt

= CtCt (1+7>W g

M (140r) Y (1t01) 14y
+DPE, L5 Y (DB By [cc Ly W, L H
T=t+1
Y (1401) 14, w
= CtCt (1 +'Y>W ’ L§+ "'+ DBE; [ t+1} )
00 B U . 14y
Dy = Y (DB)'E, { I(j W, " LT]
T=t T
UC - T— UC’,T H_TW
= ?ttWt Lt—i‘DﬁEt g(Dﬁ) (Hl)EtH[PT W- LTH
U,
- %W "L+ DBE, D] .
t

Analogously to equation (2.3), the aggregate wage level is determined as
1 117
Wi= [D (W)™ + (1= D) (wy) 2|
Combining these, we obtain a four-equation system for aggregate wages similar to the
pricing equations above;

1+(+L)

Mw = CfCtL(l‘*‘ )Wt

DY = %W L, + DBE, [75;11},

L1+0L + DBE, [ Atqil] :

Wy = (_/\/;w/DzU)v+(1+w)ﬂL7

_1 _1]77
W, = DWF} —|—(1—D) wt,t7‘| .

2.4 Market Clearing Conditions

All intermediaries are demanded from either domestic or foreign final goods producers
Y, =Qf +Qa-
In the final goods market equilibrium requires

Zt — Ct + It, (216)
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Turning to the capital market, we consider first the capital demand of firm s;

K, (s) = 1 (ﬂ&

—(1=¢)
i () Herae)

_ ~0=9) [ /d )\~ r )\
()[R e () e

o\ v W
It follows directly that aggregate demand for capital is

1
Ky = /Kt(s)ds
0
o)
0: \1—-¢ R 0
_ _1tv _14v
_lL%“ﬁp_td"dJrEth
9, \1— ¢ R, P t T\ pr bl

where we introduce
. 1 .1t Tt .
PZE[/ (pi) ”} ,i=d,x.
0

Under the assumptions of the Calvo pricing model, these indices of individual prices
evolve as follows;

1+v . 1+v ] — 7

Pi=[d(PL) " +(-a) () “| T i=da

Hence, equilibrium in the capital market (K; = ;) implies
14

1 w W 1_w 'Pd _ VV = _ l-ltu
i) @) e () e
Finally, we assume that only domestic agents hold the domestic bond, implying that
A; = 0 in equilibrium.

2.5 The Household Budget Constraint and Net Foreign Assets

Aggregating and manipulating the household budget constraint (2.11) and using the final-
good market equilibrium (2.16) yields the following equation which simply states that the
net foreign assets position (NFA) changes with accruing interest and the net export.

eBia + P (Ci+ 1) = ey (1 + i{_1> + R Ky + Wiy
+PQY + e, PEQY — (R K, + Wi Ly) =
. e P
Bua = Bi(1+il,) + PrQi— =qp

t
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2.6 Monetary Policy

We postulate an imperfect peg against the euro as the monetary policy; in our model the
interest rate is the instrument, which is thus used to keep e; constant up to an exogenous
policy shock €79 with unity mean;

e; = e, (2.17)

Log-linearizing equations (2.9) and (2.10) yields the following relation between the
internal foreign interest rate and that paid to domestic holders of foreign bonds;

il =4 + 0y — AB,.
Combining this relation with log-linearised versions of equations (2.14) and (2.15) yields
EtAét+1 - it - i{ - 'it - i: + <)\Bt - ’lAjt> y

1+ .
iy = log( +Zt), U = log (v¢/v), By =log

(Biy1/ Fy)
1+7 =

—

)

which we can combine with (2.17) to obtain
abeg

=1 + (f}t - >\Bt> + EAE L,

that is, the interest rate responds (virtually) one-to-one with the foreign interest rate and
the UTP shock and is additionally skewed by the spread and the policy shock.

As an alternative to the peg rule (2.17) we can close the model with a Taylor (1993)
like rule;

. . Y, — Y,
i = psir—1 + (1= p;) <pw (I, — 1) + py%) +¢rE, (2.18)

where &/ 7 is a policy shock, and the p’s are restricted to imply a determinate equilibrium,
cf. the discussion in Dam and Linaa (2005a).

2.7 Welfare and the Dispersion of Wages and Labour

We use the unconditional expectation of the average household utility in a given period
as our measure of welfare. This amounts to the following;

sw, — / U(Cr () 1 () di

1 s\1—oc¢ b,~L
b(Ot) tht N1+o .
/o (Ct l—oc 1+0Lt<j) /

b b L 1
_ G (Ct _ hét_l)l—ac - Gy / L () +or dj,
0

1—0’0 1+O-L

implying that we need an expression for fol I, ()'7°" dj. This illustrates how the wage
dispersion only affects the economy through the unequal labour supply across the house-
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holds. Since

we obtain
1 1 A\ — 2 (140r)
. o . W (.7) K .
l j 1+ Ldj — L1+UL/ < ) d]
/0 W b AW
vy,
_ L1+0'L Wt ~ (I4+or)
t Wt )
where

! 1 7(1+w)(71+a )
o= | [Lwiy T g) T
0

Due to the assumptions of the Calvo-like wage setting, this index of wage dispersion
evolves as follows;

by
— Y (140y) ”ﬂ(un)} A+ (1+or)

W, = [DWtf + (1 = D) w,,

Thus, the welfare measure can be cast as follows;

Y (1407)
Cg A 1-oc C?CtL 140 Wy i ¢
W — — h -~ _ —L L _ v )
SWi 1—00(Ct Cin1) 1+o, ! W,

3 Model in Real Terms

We recast the model in real terms, meaning that all prices are stated relative to the
price of domestic (or foreign) final goods, e.g., P¢ = P?/P,. Consider now the optimal
intermediary prices;

1+v

o NS NGB (NE/R) (P N
Py = = Py = DI iy = =7
t i/ () bi
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1+v

- > P\ v MC
d T—t T d T
'/\/;5 - ;d Et pt,T (P_td) QT(1+V) Pt
d = T—t P;l lty d MC"'
= QIU+wma+E | Y d o, (57)  QF1+v) =
T=t+1 t t
N2
— (Pfl) Qf(l—i—y)mct
PEN Y Py & N MC
+dFE il) as d~VE (—) QY (1+v T
t pt,t-l—l < Ptd Pt 7;1 t+1 pt+1, Ptti_l ( ) t+1
1+v

= <]5td> Q14 v)me

Pti+1 Z dYE,

T=t+1

+dE;

d Pt(il S
= Qi (L+v)me +dE; | pyy pd I N

2
1
g
S

|
=

P YL
= Q?"‘dEt Ptt+1 (%dlntﬂ) ,Dg—i—l

Turning to the optimal price on exports and introducing the real exchange rate & =
e, P}/ P,, we get

1+

N

o N NE L NE/R) (PN
tt = pa tt = pepr " = R
D DiFt (orf) ) (e)¥ D
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where

00 14+v

~ _ PN MC.

NE = ZdT "Ey | pyy (ﬁ) Q7 (1+v) P, ]
T=t t

1+v

= Q7 (1+v)me + Z dE;

r=t+1

= Q7 (1+v)me

14+v

t

Py ) = . M
+dE; | pria (%;HtH) Z dVE |:pt+1,TQT (1+v)

T=t+1
14+v

Pw * T T
= Qf(1+v)me + dE; Pt t+1 (%;Hﬂrl) 41| o

t

. . PEN e P
Pla = LA7E o <E) R
) N N
= Q{&+dE; |pyig <;_:;1) 1 /105, ;1 d~"VE,
- e
= Q&+ dE; | py <P}3—;I) (H:+1)%Ht+1ﬁf+1

Finally, the optimal relative import price evolves as follows;

PN
pt,T <P_tg;) QT (1 + V)

1+v

NS N N ()

m

MC-

t

T

P
pt+1,T

p - Tm R m -
Yooop T DRR (pppypy) ) (P
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/\7tm = idT_tEt

Liv
pm pr
T m 1
fur (Ptm) Qr L+ )P*]

T=t
= Q" (1+v)
~ Ity 14+
P Y = P™N\ P
+dEt Rt,t+1 A—:nHtJrl HtJrl Z dT (t+1)Et+1 Rt+1’7- (Pm ) Q (1 =+ V) P
P r=t+1 t+1 t+1
~ 14v
m d pPr R
= Q' (1+v)+ T ifEt (Emnt+1 Ht+1 i

pm\ v P,
R - _T m
" (Pgn) T Pt*e‘r

1515m — idT_tEt
T=t

14+v

Qt t P\ v P,

= dT E R - T m
+ Z t |4t pm ™ Pre.
T=t+1 t t

Q" P\ o0 pm o P
= Xt t+1 ) 7 T—(t+1) T Yooam L1
— + dEt Rt 1 (_m> H /Ht+1 d Et+1 Rt+1’7_ (_m> QT "

& P s T:ZtH P Pl

. v

Qr . d B\ i

- Si 1 + 0¥ Tyl [;rnl (Ht+1) ;. Dfy
t t

Turning to the wage setting, we have

T— 1Jr7"’(14,_(7[1) -
i, DB [gggfu oy T ] -
wtt = — — L,
> (dB) " By {USIWT” LT} t
wt,t = % =
t
Hs (1+0o ~
w1+1+'v B (wt,t 14 oL Mw Nw/P ﬂ{ (1+0r) /\/tw
t,t - — = MJ = ~w :
i Dyp Dy /P, D;
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o)

-/\N[tw = Z(dﬁ)T_tEt

T=t

= (W (1+7) <VVt

+ ) s E

T=t+1

= C?CtL (1+'Y) <Wt

14y (1+0. ) o0 .
Ly 0y (@) " E

%(H—CTL)
d¢u+w(ﬂﬂ u”1
P,

> 1+w(1+ L) [1tor
t

1JrTV(H—UL)
k) () 2”1
I

) 1JW(H‘UL)

1
Lt+UL

W. 1-~_TAY(H‘UL)
s, et () Lieo
r=t+1 P
2\ T er) L Y (1467)
= ¢ (1+7) (Wt> ! L;*" + dBE, |:HtJ:1 : t+1} ;
1
- Ut 222 R, et P\ s
DY = P, (dB)'E { WT”LT}: dTEUT(—> W," L.
¢ Z &) P. ;( 3) t |Uc )
: - (t+1) PT % T IT’Y
= UCtWt Lt—i-dﬁEt t+1Z(d5) Et+1 Uc,r (P 1> Wr Lr]]
T=t t+

14y

= Ug,W, " L+ dBE, {Hgﬂpgil] .

Thus,

M (1+0p)

~r ~ 5 - Hr(14or) =,
NP = C?CtL (14+7) (Wt) Ly + dBE, |:Ht+1 : t+1:| ;

1+y

Dy = UCtWt L; +dBE; [Hg+175;u+1] )

B, T

'/\N[w y+(A+v)er

Tt

g )
‘! yw
t

~ _1 1 -
W, = lD (Weer/m,) ”+(1—D)u~;t;} ,

Ultimately, we turn to the monetary policy rule. Straightforward manipulation of the
imperfect peg rule (equation (2.17) above) gives

&I &
Sl &

where, again, §, is an AR(1) policy shock with Gaussian innovations.
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4 Model Summary

This section simply summarises the model in real terms;

dZt

d = O =, 4]_
Z
Qr = (1-a%) ==, (4.2)
t
T DT N *
o - () v s
- ad -~ 1—ad
L= (B (Br) (4.4)
1—vY R,
L, = ——K;, 4.5
' oW, (4:5)
1 =1 w=w (-
me = GWITPRIYTY (1 —9) Y, (4.6)
Pti+1 = B(UC,tJrI/UC,t)Hz;lp (4.7)
Uc,t = Cf(ct—hot—l)_ac§
- 14+v
- d Yo 14w
N = QY (1 +v)me, + dE; Pti+1 (%dl) L4 '/V;(i-l ’ (4.9)
t
~ 14+v
d v
D} = Q}+dE, Ptt+1 (%dlnwl) Dgﬂ]a (4.10)
t
~ ~ _1 NS
p= Ja(pem) o (5o | (@.11)
. 1t
- Pr Yool
N = QF(1+v)me +dEr | pyp <%H:+1> 1| (4.12)
t
~ 1ty
NT T Ptajrl ’ * 1 N
Dt = Qt5t+dEt Ptrr1 ? (Ht+1)unt+1Dt+1 ) (4-13)
t
_ ~ _1 17
Pro= Ja(Pram) - (Wm) ] (4.14)
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1+v

~ d Pm ’ x  NTm
N o= QU (1+v) + — E (fHHtH) I N

141} P
~ 1t
~ m d Pﬁ_l ’ % *  Tym
D" = Q&+ 1+Z.2<Et (Rm (Mg 41) I (D |
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B = (1+if) BTG+ PrQf — Q7

(RM SRR gy (1 - (g—i)Q))

=1
B | pr ey Ko1K, ,
1+ Xkt

(1+1) By {Pt,t+1} = 1,

Eq 11
f e+l thepr | 1.
(1 + %) E; |:pt,t+l_€t —H:H]
~ = HTW(IJFUL) P 1JrTﬂ/(l-HTL) ~rw
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(4.15)

(4.16)

(4.17)

(4.18)

(4.19)

(4.20)

(4.21)

(4.22)

(4.23)

(4.24)

(4.25)

(4.26)

(4.27)

(4.28)



Zy = Cy+ 1 (4.30)
1_w - _14v - _1+v
K, = (v W P_td V d 4 i VQx (4.31)
! 0. \1-v R, P R “ '
~ fHT” d _ 14w 71111
Py = [d (Pt 1/Ht) + (1 - d) (pt,t) } ) (4~32)
~ *IJVFV - 14w 111/
pr = [a(ream) oo ] (4.33)
_ . ~H1(140,) _1(14,,)] T TG
W, = [D (Wer/m,) Cr-Dpya, L)} YL 3
-\ =X (140p)
b b,-L y
= —0 or [ W
SW, = 1_C—tac(ct—hcy_l)1 C—%Lﬁ g (#) . (4.35)
t

and the model is closed with a monetary policy rule; either in the form of the imperfect
peg rule

& I, &Y
—— = =, 4.36
el & (439
or the generalised Taylor rule
: . Y, - Y
uzm%H%PwJGAE—U+%i7JJ>+§R (4.37)
t—1
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