
Alvarez, Luis H. R.; Rakkolainen, Teppo A.

Working Paper

Optimal Dividend Control in Presence of Downside Risk

Discussion paper, No. 14

Provided in Cooperation with:
Aboa Centre for Economics (ACE), Turku

Suggested Citation: Alvarez, Luis H. R.; Rakkolainen, Teppo A. (2007) : Optimal Dividend Control in
Presence of Downside Risk, Discussion paper, No. 14, Aboa Centre for Economics (ACE), Turku

This Version is available at:
https://hdl.handle.net/10419/233230

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen
Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle
Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich
machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen
(insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten,
gelten abweichend von diesen Nutzungsbedingungen die in der dort
genannten Lizenz gewährten Nutzungsrechte.

Terms of use:

Documents in EconStor may be saved and copied for your personal
and scholarly purposes.

You are not to copy documents for public or commercial purposes, to
exhibit the documents publicly, to make them publicly available on the
internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content
Licence (especially Creative Commons Licences), you may exercise
further usage rights as specified in the indicated licence.

https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://hdl.handle.net/10419/233230
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/


Aboa Centre for Economics

Discussion Paper No. 14
Turku 2007

L.H.R. Alvarez – T.A. Rakkolainen
Optimal Dividend Control in
Presence of Downside Risk



Copyright © Author(s)

ISSN 1796­3133

Turun kauppakorkeakoulun monistamo
Turku 2007



Luis H. R. Alvarez – Teppo A. Rakkolainen
Optimal Dividend Control in Presence

of Downside Risk

Aboa Centre for Economics
Discussion Paper No. 14

March 2007

ABSTRACT
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increasing  functions  of  policy  flexibility  in  the  discontinuous
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1 Introduction

Dividends are one way in which firms distribute some of their profits to the

shareholders. The dividend policy of a firm should specify the rules according

to which dividends are paid out – most importantly, the size of a dividend

payment and its timing. In addition to the most obvious example of a firm

paying dividends to its shareholders, also bonuses given to customers by an

insurance undertaking can be viewed as dividend distribution.

Mathematically, the problem of determining the optimal dividend distri-

bution policy in absence of transaction costs can be formulated as a singular

stochastic control problem. The singular controls can usually be expressed in

terms of the local times of the underlying value process, i.e. they correspond

to so-called barrier strategies, in which all retained earnings exceeding a given

level are distributed to shareholders. If there is a fixed cost associated with a

transaction, the optimal dividend policy takes the form of an impulse control

consisting of lump sum dividends distributed at discrete moments of time. In

Alvarez and Virtanen (2006) it is shown that in a diffusion model, under rel-

atively general conditions, the value of the impulse control problem is always

dominated by the value of the singular control problem. This is quite intuitive,

as the singular case is the one allowing the most flexible dividend policies and, in

fact, an impulse control is an admissible dividend policy for the singular control

problem as well. It could be argued that an impulse control corresponds more

closely to actual reality. However, even if this argument would be accepted,

we can still extract much useful information from the solution of the singular

problem – besides, despite the dearth of closed form expressions for the local

time process itself, the decision rule implied by a local time control is intuitive

and casts light on the required rate of return in the associated discrete setting

as well.

In modeling the stochastic dynamics of the cash flow, continuous processes

have been more popular than processes with discontinuities – largely due to

their mathematically more convenient properties. The dividend problem has

been considered, among many others, in Taksar (2000) and Gerber and Shiu
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(2004) (in an insurance context utilizing a diffusion approximation of the surplus

process).

However, from a risk management point of view the assumption of path

continuity neglects the downside risk, the possibility of an instantaneous dete-

rioration in the value of the reservoir of assets. This risk can be significant,

as is evidenced, for example, by the effects of stock market crashes which may

cause large instantaneous drops in the asset values. It is also well known that

there is an asymmetry in the response of the market to new information: reac-

tions to bad news are considerably stronger than reactions to good news (this

is the celebrated bad news principle originally introduced in Bernanke (1983)).

Moreover, in insurance applications most quantities of interest are naturally

jump processes (think of the claims process). These considerations have led to

a growing interest in models with stochastic dynamics allowing jumps, and in

recent years, several results have been obtained. The most popular choice of

dynamics appears to be the Lévy process in one form or another (the reason

being again, of course, the relative tractability of this setting in comparison with

more general Markovian dynamics). With regard to our main object of inter-

est in this study, the optimal dividend problem, we mention particularly Perry

and Stadje (2000) and Bar-Ilan et al (2004), where a stochastic cash manage-

ment model with dynamics characterized by a finite activity Lévy process is

considered, and the recent papers by Avram et al (2006) and Kyprianou and

Palmowski (2006), where the authors investigate the optimal dividend policies

under dynamics given by a spectrally negative Lévy process, using the fluctua-

tion theory of Lévy processes, which for the spectrally negative case takes on a

particularly simple form. Optimal stopping and option pricing applications in

the context of (general and one-sided) Lévy processes have been by now studied

extensively in literature; for a taste, see Gerber and Landry (1998), Gerber and

Shiu (1998), Alili and Kyprianou (2005), Mordecki (2002a), Mordecki (2002b)

and Mordecki and Salminen (2006). In a recent preprint Bayraktar and Egami

(2006) consider optimization of venture capital investments in a jump diffu-

sion model. Transforms applicable to solving many econometric and valuation
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problems for affine jump diffusions have been considered in Duffie et al (2000).

In light of this increased interest on Lévy models and recognition of the

importance of downside risk, it is to some extent surprising that the possibilities

suggested by the classical theory of diffusions and minimal excessive maps seem

to have largely been neglected in the studies based on one-dimensional jump

diffusion models (for an exception, see Mordecki and Salminen (2006)). It is

namely the case that several of the results derived for continuous diffusions via

the classical theory in Alvarez (2001) can be shown to hold true for spectrally

negative jump diffusions (modulo some conditions), as has been demonstrated

for optimal stopping problems in Alvarez and Rakkolainen (2006). These results

allow in a relatively broad setting the reduction of the dynamic problem to static

optimization.

Motivated by the previous considerations, we consider in this study the opti-

mal distribution of dividends when the retained earnings from which dividends

are paid out evolves as a spectrally negative jump diffusion with geometric (i.e.

proportional) jumps. The jumps of the process reflect the downside risk. We

shall state a set of reasonably general conditions under which the optimal sin-

gular control is a barrier strategy, possibly with an exceptional initial lump

sum dividend in case the initial state is above the optimal barrier. Extending

the results of Alvarez (2001), we prove that under these conditions the value

of the optimal singular dividend policy has a representation in terms of the

minimal increasing r-excessive mapping with respect to the underlying reserve

process, that is, in terms of the increasing fundamental solution of an associ-

ated integro-differential equation characterizing the smooth minimal r-harmonic

maps. This representation allows the reduction of the dynamic problem into a

static minimization problem. We also show that under our assumptions both

the associated optimal liquidation problem as well as the associated discrete

dividend optimization (i.e. impulse control) problem are solvable in terms of

the minimal increasing r-excessive map. We also extend the sandwiching result

of Alvarez and Rakkolainen (2006) and demonstrate that the value of the con-

sidered stochastic control problems of the underlying discontinuous cash flow
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dynamics can be sandwiched between the values of two associated stochastic

control problems based on a continuous cash flow process in the present setting

as well.

Our study proceeds as follows. In section two we specify the stochastic dy-

namics of our jump diffusion, state our main assumptions on the parameters

of the process and the associated integro-differential equation and present the

mathematical formulation of the dividend control problem in absence of trans-

action costs. Section three gathers some auxiliary results, including a crucial

uniqueness and existence theorem. These results are then used in the next sec-

tion where our main theorem, the representation of the value of the singular

dividend control problem in terms of the minimal r-excessive map is stated and

proved. Furthermore, some interesting corollaries extending the results obtained

for continuous diffusions in Alvarez and Virtanen (2006) are given. In partic-

ular, a representation theorem for the associated optimal stopping problem is

proved. In section five we turn our attention to the determination of the opti-

mal dividend control in presence of a fixed transaction cost, give the definition

of the ensuing impulse control problem and obtain as corollaries of our main

theorem the results that both the impulse control problem and its associated

optimal stopping problem are solvable in terms of the minimal increasing r-

excessive map as well. In the next section we illustrate our general results with

an explicit mean-reverting model, the logistic Lévy diffusion. In particular, we

demonstrate how our results allow us to evaluate the impact that the shape

of the jump size distribution has on the optimal policies. Finally, concluding

comments are presented in section seven.

2 Basic Setup and Assumptions

Our main objective in this study is to investigate the combined impact of con-

tinuous risk as well as potentially discontinuous downside risk on the rational

dividend policy and on the value of a risk neutral firm. In order to accomplish

this task, we assume that the reservoir of retained earnings from which divi-
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dends are paid out evolves in the absence of interventions according to a Lévy

diffusion whose dynamics are governed by the stochastic differential equation

dXt = µ(Xt)dt + σ(Xt)dWt −
∫

(0,1)

XtzÑ(dt, dz), (1)

X0 = x > 0, where Ñ(dt, dz) is a compensated compound Poisson process

(and thus a martingale) with the associated Lévy measure ν = λm, and m is

the jump size distribution, which is assumed to have a density fm ∈ C((0, 1)).

It is worth noting that if Ñ is just a compound Poisson process (hence not a

martingale), we can add to the drift and subtract from the jump component

a suitable compensator to obtain a stochastic differential equation of form (1).

The drift coefficient µ(x) and the volatility coefficient σ(x) > 0 are assumed

to satisfy the usual conditions for the existence of a unique adapted cádlág

solution X ∈ L2(Px) of (1) (Lipschitz continuity and at most linear growth, see

Øksendal and Sulem (2005) Theorem 1.19). In addition, we assume that µ(x) is

continuously differentiable. Furthermore, we assume that the standard absence

of speculative bubbles condition is met and consider only cash flow processes

with finite expected cumulative present values. That is, we analyze processes

X satisfying the inequality

Ex

∫ ζ

0

e−rsXsds < ∞, (2)

where ζ ∈ (0,∞] denotes the lifetime of the process and r > 0 denotes the

constant discount rate. For notational convenience, we denote the space of cash

flows with finite expected present value by L1. The state space of X = {Xt} is

I = [0,∞), where the boundaries 0 and ∞ are unattainable, and the solvency

set S = (0,∞). The lifetime of the process is then equal to the first exit

time of X from S, τ0: as the boundaries of the state space are unattainable,

τ0 = ∞. The negative coefficient of the jump part in (1) implies that the

process is spectrally negative: it can decrease discontinuously but increases only

continuously. This spectral negativity will play a crucial role in our analysis.

The following assumption is made:

A1. X is regular in the sense that for all x, y ∈ I it holds that Px(τy < ∞) = 1,

where τy = inf{t > 0 : Xt ≥ y}.
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Assumption A1 ascertains the a.s. finiteness of the first exit time τu of X

from any interval of form (0, u) with u < ∞. The underlying probability space

(Ω,F ,P) is equipped with the natural filtration F = {σ(Xs : s ≤ t)}t∈R+ .

The integro-differential operator coinciding with the infinitesimal generator

of X is defined for sufficiently smooth mappings f(x) by

(Gf)(x) =
1
2
σ2(x)f ′′(x) + µ(x)f ′(x)+

+ λ

∫

(0,1)

{f (x− xz)− f(x) + xzf ′(x)}m(dz).
(3)

We will make use of the notation Gru = Gu− ru and assume

A2. There exists an increasing C2 solution ψ of Grψ = 0 such that ψ(0) = 0.

By virtue of Lemma 3.2 in Alvarez and Rakkolainen (2006) such increasing

solution is unique up to a multiplicative constant. It is worth noting that the

smoothness of the solution may present some problems in the general setting –

we mention that in Chan and Kyprianou (2006) it is shown that in the case of

an (arithmetic) Lévy process with a nonzero Gaussian coefficient, the solution

(which in this particular case is called r-scale function) belongs to C2(I). We

define a differential operator associated with Gr for f ∈ C2(I) by

(Ãθf)(x) =
1
2
σ2(x)f ′′(x) + µ̃(x)f ′(x)− θf(x), (4)

where θ ∈ (0,∞) and

µ̃(x) = µ(x) + λx ·
∫

(0,1)

zm(dz) = µ(x) + λz̄x. (5)

This operator is related to the continuous diffusion X̃ given by

dX̃t = µ̃(X̃t)dt + σ(X̃t)dWt. (6)

Along the lines of our previous notation, we denote as ψ̃θ(x) the increasing

fundamental solution of the ordinary linear second order differential equation

(Ãθu)(x) = 0 (for a comprehensive characterization of these mappings, see

Borodin and Salminen (2002), p. 33). As we will later demonstrate, the map-

pings ψ̃r(x) and ψ̃r+λ(x) can be applied for providing useful inequalities con-

cerning the considered stochastic control problems.
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Having characterized the underlying stochastic cash flow dynamics (1) in

the absence of interventions we now denote the controlled cash flow dynamics

as XD
t and assume that it is characterized by the stochastic differential equation

dXD
t = µ(XD

t )dt + σ(XD
t )dWt −

∫

(0,1)

XD
t zÑ(dt, dz)− dDt, (7)

XD
0− = x, where D denotes the implemented dividend policy. As usually, we

call a dividend payout strategy admissible if it is non-negative, adapted, cádlág,

and non-decreasing, and denote the class of admissible policies as A. Under

our assumptions XD is a semimartingale (being a Markov process generated by

a pseudodifferential operator, see Jacob and Schilling (2001)). In light of this

characterization, our objective is to consider the determination of an admissible

payout policy maximizing the expected cumulative present value of the dividend

flow. Formally, our objective is to solve the cash flow management problem

VS(x) = sup
D∈A

Ex

∫ τD
0

0

e−rsdDs, (8)

where τD
0 = inf{t > 0 : XD

t ≤ 0} denotes the lifetime of the controlled reserve

process XD. It is worth emphasizing that in our model liquidation is always

the result of a control action (and, thus, endogenous), as the assumed boundary

behavior of X implies that exogenous liquidation in finite time is not possible.

As was pointed out in Alvarez and Virtanen (2006), the singular control

setting is the one allowing the greatest flexibility in dividend policies, as single

optimal stopping rules and discrete impulse policies (sequential stopping) are in

fact admissible controls (belong to A). In light of this observation, we define the

optimal stopping problem associated to the singular stochastic control problem

(8) as

VOSP(x) = sup
τ∈T

Ex

[
e−rτXτ

]
, (9)

where T is the set of all F-stopping times. Note that the valuation in (9) is

perpetual since as was mentioned above, the underlying reserves cannot vanish

nor explode in finite time.
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3 Some Auxiliary Results

Before proceeding in our analysis of the considered dividend optimization prob-

lem in a general setting, we first define the net appreciation rate ρ : I → R of

the stock X as ρ(x) = µ(x)− rx and assume throughout this study that it has

a finite expected cumulative present value, that is, that ρ ∈ L1. As will turn

out later in our analysis, this mapping plays a key role in the determination

of the optimal payout policy and its value. An interesting result based on this

mapping is now summarized in the following.

Lemma 3.1. For all x ∈ I it holds that

VS(x) ≤ x + sup
D∈A

Ex

∫ τD
0

0

e−rsρ(XD
s )ds. (10)

Especially, if ρ(x) ≤ 0 for all x ∈ I then the optimal strategy is to liquidate the

corporation immediately and pay out the entire reserve instantaneously. In that

case the value of the optimal dividend policy reads as VS(x) = x for all x ∈ I.

Moreover, VOSP (x) = x for all x ∈ I as well.

Proof. Applying the generalized Itô theorem to the identity mapping x 7→ x

yields

Ex

[
e−rτN XD

τN

]
= x + Ex

∫ τN

0

e−rsρ(XD
s )ds− Ex

∫ τN

0

e−rsdDs,

where τN = N ∧ τD
0 ∧ inf{t ≥ 0 : XD

t > N} is an increasing sequence of almost

surely finite stopping times tending towards τD
0 . Reordering terms, invoking

the nonnegativity of the controlled jump-diffusion, and letting N → ∞ yields

by monotone convergence inequality (10). The optimality of instantaneous liq-

uidation is then clear in light of (10).

Lemma 3.1 characterizes the circumstances under which the so-called take

the money and run policy (i.e. immediate liquidation of the company) is op-

timal. As intuitively is clear, waiting is suboptimal whenever the value of the

reserves depreciates at all states and subsequently no intertemporal gains may

be accrued by postponing the payout decision into the future. An interesting

8



implication of the findings of Lemma 3.1 is that if the net appreciation rate has

a global maximum at x̂ = argmax{ρ(x)}, then

x ≤ VS(x) ≤ x +
ρ(x̂)

r

for all x ∈ I. Thus, as long as the net appreciation rate is bounded, the value

of the optimal policy can grow at most at a linear rate for large reservoirs.

Lemma 3.1 characterizes the optimal policy only in the extreme case of in-

stantaneous liquidation. However, in order to characterize the optimal dividend

payout policy in a more general setting more analysis is naturally needed. Be-

fore proceeding in our analysis we first define the continuously differentiable

mappings H : I2 7→ R and H̃θ : I2 7→ R as

H(x, y) =





x− y + ψ(y)
ψ′(y) x ≥ y

ψ(x)
ψ′(y) x < y

(11)

and

H̃θ(x, y) =





x− y + ψ̃θ(y)

ψ̃′θ(y)
x ≥ y

ψ̃θ(x)

ψ̃′θ(y)
x < y.

(12)

It is worth noticing that for a given fixed y ∈ I the function x 7→ H(x, y) satisfies

the variational equalities

(GrH)(x, y) = 0, x < y

∂xH(x, y) = 1, x ≥ y.

Analogously, for a given fixed y ∈ I the function x 7→ H̃θ(x, y) satisfies the

variational equalities

(ÃθH̃θ)(x, y) = 0, x < y

∂xH̃θ(x, y) = 1, x ≥ y.

As we will later observe, these functions can be applied for solving the variational

inequalities max{(Grv)(x), (x − c) − v(x)} = 0, max{(Grv)(x), 1 − v′(x)} = 0,

max{(Ãθu)(x), (x−c)−u(x)} = 0, and max{(Ãθu)(x), 1−u′(x)} = 0 associated
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to the considered singular control and optimal stopping problems. We can

now establish the following result characterizing how the values of the mapping

H̃θ(x, y) defined with respect to the minimal increasing r-harmonic function

for the continuous diffusion X̃ can be applied for bounding the values of the

mapping H(x, y) defined with respect to the jump-diffusion X.

Lemma 3.2. For all x, y ∈ I it holds that H̃r+λ(x, y) ≤ H(x, y) ≤ H̃r(x, y).

Consequently, supy∈I H̃r+λ(x, y) ≤ supy∈I H(x, y) ≤ supy∈I H̃r(x, y) provided

that the supremum exists.

Proof. As was established in Theorem 4.1 of Alvarez and Rakkolainen (2006)

we have that

ψ̃r+λ(x)
ψ̃r+λ(y)

≤ ψ(x)
ψ(y)

≤ ψ̃r(x)
ψ̃r(y)

(13)

for all 0 < x ≤ y < ∞. This inequality and the fundamental theorem of integral

calculus in turn implies that

∫ y

x

ψ̃′r+λ(t)

ψ̃r+λ(y)
dt ≥

∫ y

x

ψ′(t)
ψ(y)

dt ≥
∫ y

x

ψ̃′r(t)
ψ̃r(y)

dt.

Applying now the mean value theorem and letting x ↑ y then shows that

ψ̃′r+λ(y)

ψ̃r+λ(y)
≥ ψ′(y)

ψ(y)
≥ ψ̃′r(y)

ψ̃r(y)
(14)

for all y ∈ I. Noticing now that

ψ(x)
ψ′(y)

=
ψ(x)
ψ(y)

ψ(y)
ψ′(y)

≤ ψ̃r(x)
ψ̃r(y)

ψ̃r(y)
ψ̃′r(y)

=
ψ̃r(x)
ψ̃′r(y)

and
ψ(x)
ψ′(y)

=
ψ(x)
ψ(y)

ψ(y)
ψ′(y)

≥ ψ̃r+λ(x)
ψ̃r+λ(y)

ψ̃r+λ(y)
ψ̃′r+λ(y)

=
ψ̃r+λ(x)
ψ̃′r+λ(y)

then completes the proof of the alleged result.

Lemma 3.2 states two interesting inequalities characterizing how the value

of the function H(x, y) can be sandwiched between the values H̃r+λ(x, y) and

H̃r(x, y). This observation is of interest since it demonstrates that the solutions

of the associated variational inequalities are ordered. As we will later observe,

these functions are closely related to the values of the optimal dividend policies
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in the considered three different cases. Two interesting implications of Lemma

3.2 needed later in the analysis of the associated dividend optimization problems

are now summarized in the following.

Corollary 3.3. (A) Assume that η > 0. Then

ψ̃r+λ(x)
ψ̃r+λ(y)− ψ̃r+λ(y − η)

≤ ψ(x)
ψ(y)− ψ(y − η)

≤ ψ̃r(x)
ψ̃r(y)− ψ̃r(y − η)

for all x ≤ y.

(B) For all x ∈ I it holds

ψ̃r+λ(x)
ψ̃′r+λ(x)

− x ≤ ψ(x)
ψ′(x)

− x ≤ ψ̃r(x)
ψ̃′r(x)

− x.

Proof. Noticing that

ψ(x)
ψ(y)− ψ(y − η)

=
ψ(x)/ψ(y)

1− ψ(y − η)/ψ(y)

and applying the inequality (13) proves part (A). Part (B) is a direct conse-

quence of (14).

Before stating our main result on the general convexity properties of the

increasing solution ψ(x), we now present the next lemma.

Lemma 3.4. Assume that φ(x) ∈ C2(R+) is non-decreasing and that there

exists x1 ∈ R+ such that φ(x) is strictly concave on (0, x1) and strictly convex

on (x1, x2), where x2 > x1. Define u : (x1, x2) → [0, x1) via u(z) = inf{y ∈
[0, x1) : φ′(y) ≤ φ′(z)}. Then

u(z) =





0, x2 > z > x1, z ≥ Φ̃(φ′(0))

Φ(φ′(z)), x2 > z > x1, z < Φ̃(φ′(0)),
(15)

where the function Φ : (φ′(x1), φ′(x2)) → (0, x1) is defined as Φ = (φ′ |(0,x1))
−1

and Φ̃ : (φ′(x1), φ′(x2)) → (x1, x2) is defined as Φ̃ = (φ′ |(x1,x2))
−1. Moreover,

u(z) is continuously differentiable for z < Φ̃(φ′(0)).

Proof. Assumptions imply that φ′(x) is a unimodal continuously differentiable

function with a unique minimum at x1. Since it is strictly decreasing on [0, x1),

φ′(0) ≤ φ′(z) implies that the inequality in the definition of u(z) is satisfied
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for all y ∈ [0, x1) and hence u(z) = 0. On the other hand, φ′(0) ≤ φ′(z) is in

the present case equivalent to z ≥ Φ̃(φ′(0)). For z < Φ̃(φ′(0)), the continuous

differentiability of u(z) on (0, Φ̃(φ′(0))) ∩ (x1, x2) follow from the inverse func-

tion theorem, as φ′(x) is continuously differentiable and φ′′(x) 6= 0 on (0, x1),

implying that Φ(y) is continuously differentiable on (φ′(x1), φ′(0)), being the

inverse function of the restriction φ′ |(0,x1).

Given this auxiliary result, we are now in position to prove the following

theorem stating a set of typically satisfied sufficient conditions under which the

monotonicity properties of ψ′(x) can be unambiguously characterized.

Theorem 3.5. Assume that the net appreciation rate ρ(x) satisfies the limiting

inequalities limx→∞ ρ(x) < 0 ≤ limx↓0 ρ(x), that there exists a unique threshold

x̂ ∈ S such that ρ(x) is increasing on (0, x̂) and decreasing on (x̂,∞), and

that ρ(x) is concave on (x̂,∞). Then equation ψ′′(x) = 0 has a unique root

x∗ ∈ (x̂,∞) so that ψ′′(x) S 0 for x S x∗ and x∗ = argmin{ψ′(x)}.

Proof. We first establish that under our assumptions the increasing solution is

locally concave on a neighborhood of the origin. To accomplish this task, we first

notice that the integro-differential equation (Grψ)(x) = 0 can be re-expressed

as

I(x) = r(ψ(x)− xψ′(x))− ρ(x)ψ′(x)− J(x, ψ(x)), (16)

where I(x) = 1
2σ2(x)ψ′′(x), and

J(x, ψ(x)) =
∫

(0,1)

{ψ(x− xz)− ψ(x) + xzψ′(x)}ν(dz). (17)

Assume now that there is a set (0, ε), ε < x̂, where the increasing fundamental

solution is convex. Since a convex mapping satisfying the boundary condition

ψ(0) = 0 satisfies the inequalities ψ′(x)x ≥ ψ(x) and ψ(x−xz) ≥ ψ(x)−xzψ′(x)

for all x ∈ (0, ε) and z ∈ (0, 1), we find from (16) that I(x) ≤ −ρ(x)ψ′(x).

The monotonicity of ψ(x) and the positivity of ρ(x) on (0, x̂) then imply that

I(x) ≤ 0 which is a contradiction due to the assumed convexity of ψ(x) on (0, ε).

This proves that ψ(x) is locally concave on a set (0, ε). We now show that ψ(x)
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cannot become convex on (0, x̂) and, therefore, that if equation ψ′′(x) = 0 has

a root, it has to be on (x̂,∞). To see that this is indeed the case, we observe

that if x1 < x̂ is a root of ψ′′(x) = 0, then

I ′(x1) = −ρ′(x1)ψ′(x1)−
∫

(0,1)

{ψ′(x1(1− z))− ψ′(x1)}(1− z)ν(dz) < 0

due to the monotonicity of ψ(x), ψ′(x), and ρ(x). Hence, if equation ψ′′(x) = 0

has a root, it has to be on (x̂,∞). In order to establish that ψ(x) has to

become convex at some x2 ∈ (x̂, x0), where x0 = ρ−1(0), assume that ψ(x) is

concave on the entire interval (0, x0). In that case we would have the inequalities

ψ′(x)x ≤ ψ(x) and ψ(x−xz) ≤ ψ(x)−xzψ′(x) for all x ∈ (0, x0) and z ∈ (0, 1).

Consequently, I(x) ≥ −ρ(x)ψ′(x) for all x ∈ (0, x0). Letting x ↑ x0 then

yields that I(x0) ≥ 0 which is a contradiction due to the assumed concavity

of ψ(x). Combining this observation with our previous findings shows that

equation ψ′′(x) = 0 has at least one root x∗ ∈ (x̂, x0).

Given these findings, our objective is now to establish that the root x∗ is

unique whenever ρ(x) is concave on (x̂,∞). To observe that this is the case, we

notice that (16) can be re-expressed as

Ĩ(x) = (r + λ)
(

ψ(x)
S′(x)

− x
ψ′(x)
S′(x)

)
− ρ̃(x)

ψ′(x)
S′(x)

− J̃(x), (18)

where Ĩ(x) = σ2(x)ψ′′(x)
2S′(x) , ρ̃(x) = ρ(x) − λx(1 − z̄), S′(x) = exp

(
− ∫ 2µ̃(x)dx

σ2(x)

)

denotes the scale density of the associated diffusion X̃, and

J̃(x) =
∫

(0,1)

ψ(x(1− z))
S′(x)

ν(dz).

Standard differentiation yields that

d

dx

[
ψ′(x)
S′(x)

]
=

(
(r + λ)ψ(x)−

∫

(0,1)

ψ(x(1− z))ν(dz)

)
m′(x)

d

dx

[
ψ(x)
S′(x)

− x
ψ′(x)
S′(x)

]
=

(
ρ̃(x)ψ(x) + x

∫

(0,1)

ψ(x(1− z))ν(dz)

)
m′(x)

and

J̃ ′(x) =
∫

(0,1)

ψ′(x(1− z))
S′(x)

(1− z)ν(dz) + µ̃(x)m′(x)
∫

(0,1)

ψ(x(1− z))ν(dz)

13



where m′(x) = 2/(σ2(x)S′(x)) denotes the speed measure of the associated

diffusion X̃. Hence, we find that

Ĩ ′(x) =
ψ′(x)
S′(x)

[
−ρ′(x) +

∫

(0,1)

(
1− ψ′(x(1− z))

ψ′(x)

)
(1− z)ν(dz)

]
. (19)

In light of the definition of Ĩ(x) and our findings on the local concavity of ψ(x)

on (0, x∗), it is clear that Ĩ ′(x∗) > 0. Assume now that equation ψ′′(x) = 0

has another root y∗ > x∗ at which the increasing fundamental solution becomes

locally concave again. To establish that this is impossible, we first observe that

the integral term in (19) can be re-expressed as
∫ 1−u(x)

x

0

(
1− ψ′(x(1− z))

ψ′(x)

)
(1− z)ν(dz) +

+
∫ 1

1−u(x)
x

(
1− ψ′(x(1− z))

ψ′(x)

)
(1− z)ν(dz),

where u(x) = inf{y ∈ (0, x∗] : ψ′(y) ≤ ψ′(x)} ∈ C1((x∗, y∗)) by Lemma 3.4. It

is now clear that the first term of this expression is positive due to the local

convexity of ψ(x) on (x∗, y∗). On the other hand, a direct application of Leibniz’

rule to the second term proves

d

dx

∫ 1

1−u(x)
x

(
1− ψ′(x(1− z))

ψ′(x)

)
(1− z)ν(dz) =

∫ 1

1−u(x)
x

ψ′′(x)ψ′(x(1− z))− ψ′(x)ψ′′(x(1− z))(1− z)
ψ′(x)

(1− z)ν(dz) > 0,

since ψ′′(x) > 0 on (x∗, y∗) and ψ′′(x(1−z)) < 0 when z > 1− u(x)
x . Combining

this observation with (19), the identity u(x∗) = x∗, and the assumed concavity

of ρ(x) on (x̂,∞) then proves that

Ĩ ′(x) >
ψ′(x)
S′(x)

[
−ρ′(x∗) +

∫ 1

0

(
1− ψ′(x∗(1− z))

ψ′(x∗)

)
(1− z)ν(dz)

]
> 0

for all x ∈ (x∗, y∗). Letting x ↑ y∗ now implies that Ĩ ′(y∗) > 0 which is a

contradiction since Ĩ(x) should be decreasing at y∗. Hence, we find that the

root x∗ is unique and constitutes the global minimum of ψ′(x).

Theorem 3.5 states a set of conditions under which ψ′(x) attains a unique

global minimum so that ψ(x) is concave below and convex above this critical

threshold. We conclude this section with the following useful observation.
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Theorem 3.6. Suppose that the assumptions of Theorem 3.5 are satisfied and

define the function F : I 7→ R+ as F (x) = H(x, x∗). Then,

(A) F ∈ C2(I), (GrF ) (x) ≤ 0, F ′(x) ≥ 1, and F ′′(x) ≤ 0 for all x ∈ I, and

(B) F (x) ≥ H(x, y) and F ′(x) ≥ Hx(x, y) for all x, y ∈ I2 and Hy(x, y) < 0

for all (x, y) ∈ R+ × (x∗,∞).

Moreover,

(C) if ρ(x) − (1 − z̄)λx is increasing on a neighborhood of 0 then F (x) ≥
H̃r+λ(x, x̃∗(r + λ)), where x̃∗(r + λ) = argmin{ψ̃′r+λ(x)} is the unique

root of equation ψ̃′′r+λ(x) = 0, and

(D) if limx→∞(ρ(x) + λz̄x) < 0 then F (x) ≤ H̃r(x, x̃∗(r)), where x̃∗(r) =

argmin{ψ̃′r(x)} is the unique root of equation ψ̃′′r (x) = 0.

(E) if ρ(x)−(1− z̄)λx is increasing on a neighborhood of 0 and limx→∞(ρ(x)+

λz̄x) < 0 then H̃r+λ(x, x̃∗(r + λ)) ≤ H(x, x∗) ≤ H̃r(x, x̃∗(r)) for all x ∈ I.

Proof. (A) Clearly F ∈ C2(I). Since F (x) is a linear function with derivative

equal to 1 on [x∗,∞), it is straightforward to compute that

(GrF )′ (x) = ρ′(x) +
∫ 1

0

[F ′(x− xz)− 1] (1− z)ν(dz) (20)

for x ≥ x∗. We have assumed that ρ′(x) is negative and decreasing on [x∗,∞).

Furthermore, the integral in (20) can be written as
∫ 1

1−x∗/x

[
ψ′(x− xz)

ψ′(x∗)
− 1

]
(1− z)ν(dz),

since for x − xz ≥ x∗ the integrand vanishes. This is a decreasing function of

x since ψ(x) is concave on (0, x∗) and x− xz < x∗ in the region over which we

integrate here. Hence, (GrF )′ (x) is decreasing on (x∗,∞) and consequently if

(GrF )′ (x∗) ≤ 0, then (GrF ) (x) is non-increasing on (x∗,∞). But

(GrF )′ (x∗) = ρ′(x∗) +
∫

(0,1)

(
ψ′(x∗(1− z))

ψ′(x∗)
− 1

)
(1− z)ν(dz),

and this quantity was shown to be negative in the proof of Theorem 3.5. As

(GrF ) (x) is continuous and equal to 0 for all x < x∗, we necessarily have
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(GrF ) (x∗) = 0. By continuity and monotonicity of (GrF ) (x) on (x∗,∞), it

follows that (GrF ) (x) ≤ 0 for all x ≥ x∗. The strict concavity of ψ(x) on (0, x∗)

then proves that F ′(x) ≥ 1 and F ′′(x) ≤ 0 for all x ∈ I. Part (B) now follows

directly from Theorem 3.2 in Alvarez and Virtanen (2006) since ψ′′(x) S 0 for all

x S x∗ and x∗ = argmin{ψ′(x)}. Part (C) follows from Lemma 3.2 after noticing

that if ρ(x)− (1− z̄)λx is increasing on a neighborhood of 0 then according to

Lemma 3.1 in Alvarez and Virtanen (2006) equation ψ̃′′r+λ(x) = 0 has a unique

root x̃∗(r + λ) = argmin{ψ̃′r+λ(x)} so that ψ̃′′r+λ(x) S 0 for x S x̃∗(r + λ).

Establishing part (D) is entirely analogous. Part (E) finally follows from (C)

and (D).

Theorem 3.6 demonstrates that if the conditions of Theorem 3.5 are satisfied

then the value H(x, y) attains a unique global maximum as a function of the

threshold y. Interestingly, and along the lines of the findings by Alvarez and

Virtanen (2006) based on continuous diffusion processes, Theorem 3.6 proves

that this maximal value H(x, x∗) does not only dominate the values H(x, y)

for all y ∈ I, it also grows faster than any other of these values. Theorem 3.6

also establishes a set of sufficient conditions under which the two associated

values H̃r+λ(x, y) and H̃r(x, y) attain a unique global maximum as functions of

the arbitrary threshold y. Whenever these optimal thresholds exist the value

H(x, x∗) belongs into the region bounded by the resulting values.

4 Optimal Singular Control of Dividends

We are now in a position to state our main result, which characterizes the

optimal singular controls for the considered class of jump diffusions and echoes

the similar result obtained in Alvarez and Virtanen (2006) (Lemma 3.1) for

continuous diffusions.

Theorem 4.1. Assume that the assumptions of Theorem 3.5 are satisfied. Then

the value of the singular control problem is given by VS(x) = H(x, x∗). The

value is twice continuously differentiable, monotonically increasing and concave.

Moreover, the marginal value (Tobin’s marginal q) of the singular control reads
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as

V ′
S(x) = ψ′(x) sup

y≥x

{
1

ψ′(y)

}
=





1 x ≥ x∗

ψ′(x)
ψ′(x∗) x < x∗.

(21)

The corresponding optimal singular control consists of an initial impulse (lump

sum dividend) ξ0− = (x−x∗)+ and a barrier strategy where all retained earnings

in excess of x∗ are instantaneously paid out as dividends.

Proof. For notational convenience, we shall denote the proposed value function

as Ṽ (x) and the value function of the singular control problem as V (x). Let

D ∈ A be an arbitrary admissible policy and denote JD(x) = Ex

∫ τD
0

0
e−rsdDs.

Applying the generalized Itô formula (see Protter (2004) Theorem II.32) to the

mapping (t, x) 7→ e−rtṼ (XD
t ) yields

Ex

[
e−rτN Ṽ (XD

τN
)
]

= Ṽ (x) + Ex

∫ τN

0+

e−rs(GrṼ )(XD
s )ds

+ Ex

∫ τN

0+

e−rs{Ṽ (XD
s− + (∆D)s)− Ṽ (XD

s−)}ds

− Ex

∫ τN

0+

e−rsṼ ′(XD
s−)dDs,

(22)

where τN = N ∧ τD
0 ∧ inf{t ≥ 0 : XD

t ≥ N} is an increasing sequence of almost

surely finite stopping times converging to τD
0 as N → ∞. It is now clear from

our Theorem 3.6 that the proposed value function is nonnegative and twice

continuously differentiable and that it satisfies the inequalities Ṽ ′(x) ≥ 1 and

(GrF ) (x) ≤ 0 for all x ∈ I. Combining these observations with (22) implies

0 ≤ Ex

[
e−rτN Ṽ (XD

τN
)
]
≤ Ṽ (x)− Ex

∫ τN

0+

e−rsdDs.

This inequality and the monotone convergence theorem then imply that

Ṽ (x) ≥ Ex

∫ τN

0+

e−rsdDs → Ex

∫ τD
0

0+

e−rsdDs

as N →∞. Thus Ṽ (x) ≥ JD(x) for any D ∈ A and so Ṽ (x) ≥ V (x).

Denote now the proposed dividend strategy described in the theorem by D̂.

Under the proposed policy we have XD
t ∈ (0, x∗] t-almost everywhere, implying

thus that(GrV )(XD
t ) = 0 t-almost everywhere. Hence, (22) takes now the form

Ex

[
e−rτN Ṽ (XD̂

τN
)
]

= Ṽ (x)− Ex

∫ τN

0+

e−rsṼ ′(XD̂
s−)dD̂s. (23)
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However, since the proposed dividend policy increases only when the underlying

process hits the threshold x∗ and, therefore, when V ′(Xs) = 1 we find that (23)

can be re-expressed as

Ṽ (x) = Ex

[
e−rτN Ṽ (XD̂

τN
)
]

+ Ex

∫ τN

0

e−rsdD̂s.

Recalling that either τN →∞ or XD̂
τN

= 0 for N large enough, letting N →∞
then gives Ṽ (x) = JD̂(x) and consequently Ṽ (x) ≤ V (x). But then Ṽ (x) =

V (x).

The capital theoretic implications of Theorem 4.1 are in line with the ones

stated in Alvarez and Virtanen (2006): firstly, the optimal dividend threshold

is attained on the set where net appreciation rate ρ(x) of the underlying reserve

is positive and thus dividends are paid out on the set where the expected per

capita rate at which the reserves are increasing dominate the opportunity cost

of investment; secondly, since the optimal dividend threshold is attained on the

set where the net appreciation rate of the underlying reserve is decreasing, at

the optimum the marginal yield accrued from retaining yet another marginal

unit of stock undistributed is smaller than the interest rate r. Thus, the optimal

dividend policy diverges from the deterministic golden rule of capital accumu-

lation in the present jump-diffusion case as well. An important implication of

Theorem 4.1 and Theorem 3.6 is now summarized in the following.

Corollary 4.2. Assume that the assumptions of Theorem 3.5 are satisfied, that

ρ(x)− (1− z̄)λx is increasing on a neighborhood of 0 and that limx→∞(ρ(x) +

λz̄x) < 0. Then, for all x ∈ I it holds

Ṽ r+λ
S (x) ≤ VS(x) ≤ Ṽ r

S (x),

where

Ṽ θ
S (x) = sup

D∈A
Ex

∫ ∞

0

e−θsdD̃s,

and

dX̃D̃
t = µ̃(X̃D̃

t )dt− σ(X̃D̃
t )dWt − dD̃t, X̃

D̃
0 = x.
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Proof. Since VS(x) = H(x, x∗) and Ṽ θ
S (x) = H̃θ(x, x̃∗(θ)) the result follows from

Theorem 3.6.

Corollary 4.2 states a set of conditions under which the value of the opti-

mal singular dividend policy is bounded by the value of an associated singular

stochastic control problem of the continuous diffusion X̃. It is worth notic-

ing that even though the jump intensity λ does not affect the existence of the

optimal threshold x∗ it affects the existence of an optimal policy for the as-

sociated problems. As the jump intensity λ increases the local growth rate of

ρ(x)− (1− z̄)λx decreases and eventually vanishes (provided that µ′(0+) < ∞).

At the critical level (1 − z̄)λ = µ′(0+) the optimal policy associated to the

smallest value becomes trivial (instantaneous liquidation) and Ṽ λ+r
S (x) = x.

Analogous conclusions can be naturally drawn for the highest value as well.

Having analyzed the considered singular control problem, we now proceed in

our analysis and study the associated optimal liquidation problem. An impor-

tant implication of Theorem 3.6 and Theorem 4.1 characterizing the relationship

between the optimal singular dividend policy and the value of the optimal liq-

uidation policy is now summarized in the following representation theorem for

the associated optimal stopping problem.

Theorem 4.3. Suppose assumptions of Theorem 3.5 are satisfied. Then the

value of the associated optimal stopping problem (9) reads as

VOSP(x) = ψ(x) sup
y≥x

{
y

ψ(y)

}
= H(x, x∗0), (24)

where the optimal stopping boundary x∗0 ≥ x∗ is the unique root of ψ(x) =

xψ′(x). Moreover, VOSP(x) ≤ VS(x) and V ′
OSP(x) ≤ V ′

S(x) for all x ∈ I.

Proof. First we need to establish existence and uniqueness of x∗0. For this, note

that by Theorem 3.5, under our assumptions ψ(x) is strictly concave for x < x∗

and strictly convex for x > x∗. Hence,

Dx

[
x

ψ(x)

]
=

ψ(x)− xψ′(x)
ψ2(x)

> 0 (25)

for all x < x∗ and limx→∞ x/ψ(x) = 0. This implies the existence of x∗0 ≥ x∗

such that ψ(x∗0) = x∗0ψ
′(x∗0). Moreover, the convexity of ψ(x) on (x∗,∞) implies
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that

Dx [ψ(x)− xψ′(x)] = −xψ′′(x) < 0

for all x > x∗0. Thus x/ψ(x) is decreasing for all x > x∗0 and so x∗0 is unique.

We will use the notation v(x) = ψ(x) supy≥x {y/ψ(y)}. It is immediate from

the definition that v(x) ≥ x for all x ∈ I, that v ∈ C1(I)∩C2(I\{x∗0}), and that

|v′′(x∗0±)| < ∞. We will now prove that v(x) is r-superharmonic with respect

to X. It is clear that since v(x) = ψ(x)/ψ′(x∗0) on (0, x∗0) and (Grψ)(x) = 0,

we have (Grv)(x) = 0 for all x ∈ (0, x∗0). To establish the r-superharmonicity of

v(x) on [x∗0,∞) we first note that since ψ(x∗0) = ψ′(x∗0)x
∗
0 and ψ′′(x∗0) > 0 the

identity (Grψ)(x) = 0 implies that

0 > −1
2
σ2(x∗0)ψ

′′(x∗0) = ρ(x∗0)ψ
′(x∗0)+

∫ 1

0

(ψ(x∗0(1− z))− (1− z)x∗0ψ
′(x∗0)) ν(dz).

Dividing this inequality with ψ′(x∗0) then shows that

lim
x→x∗0+

(Grv)(x) = ρ(x∗0) +
∫ 1

0

(
ψ(x∗0(1− z))

ψ′(x∗0)
− (1− z)x∗0

)
ν(dz) < 0.

We will now prove that (Grv)(x) is non-increasing on (x∗0,∞) and, therefore,

that (Grv)(x) < 0 for all x ∈ (x∗0,∞). Differentiating the functional (Grv)(x)

and applying the inequalities (GrVs)′(x) ≤ 0 and v′(x) ≤ V ′
S(x) established in

Theorem 3.6 demonstrates that for all x ∈ (x∗0,∞) we have

(Grv)′(x) = ρ′(x) +
∫

(0,1)

(v′(x(1− z))− 1)(1− z)ν(dz)

≤ (GrVs)′(x) +
∫ 1−x∗/x

1−x∗0/x

(v′(x(1− z))− 1)(1− z)ν(dz) ≤ 0

since ψ(x) is convex on (x∗, x∗0). Hence (Grv)(x) ≤ 0 for all x ∈ I. Consequently,

v(x) constitutes a nonnegative r-superharmonic majorant of x and, therefore,

v(x) ≥ VOSP(x), as the latter is by the general theory the least r-superharmonic

majorant of x.

In order to establish the opposite inequality we first observe that for y > x

Ex

[
e−rτyXτy

]
= yEx

[
e−rτy

]
= y

ψ(x)
ψ(y)

and for y ≤ x, Ex

[
e−rτyXτy

]
= x. Hence the choice y = argmax[z/ψ(z)] = x∗0

yields

v(x) = Ex

[
e
−rτx∗0 Xτx∗0

]
≤ VOSP(x).
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Thus VOSP(x) ≤ v(x) ≤ VOSP(x), and the claimed representation is proved.

The last two claims follow in a straightforward fashion from Theorem 3.6, since

VOSP(x) = H(x, x∗0).

We wish to point out that the representation of the value of the stopping

problem given in the previous theorem holds also for more general jump diffu-

sions and reward functions under some additional conditions, as has been shown

in Alvarez and Rakkolainen (2006). An interesting implication of Theorem 4.3

and Lemma 3.2 extending the observation of Corollary 4.2 to the optimal liqui-

dation case as well is now summarized in the following.

Corollary 4.4. Assume that the assumptions of Theorem 3.5 are satisfied, that

ρ(x)− (1− z̄)λx is increasing on a neighborhood of 0 and that limx→∞(ρ(x) +

λz̄x) < 0. Then, for all x ∈ I it holds

Ṽ r+λ
OSP (x) ≤ VOSP (x) ≤ Ṽ r

OSP (x), (26)

where

Ṽ θ
OSP (x) = sup

τ
Ex

[
e−θτ X̃τ

]
= ψ̃θ(x) sup

y≥x

[
y

ψ̃θ(y)

]
.

Moreover, x̃∗0(r + λ) < x∗0 < x̃∗0(r), where x̃∗0(θ) denotes the unique root of the

optimality condition ψ̃θ(x̃∗0(θ)) = ψ̃′θ(x̃
∗
0(θ))x̃

∗
0(θ).

Proof. Since VOSP (x) = H(x, x∗0) and Ṽ θ
OSP (x) = H̃θ(x, x̃∗(θ)) inequality (26)

follows from Theorem 3.6 and Lemma 3.2. The ordering x̃∗0(r+λ) < x∗0 < x̃∗0(r)

is a direct implication of Corollary 3.3, the proof of Theorem 4.3, and the

inequality ψ̃′′θ (x) S 0 for x S x̃∗0(θ).

5 Optimal Impulse Control of Dividends

Let us next consider the problem of determining the optimal impulse control

in our Lévy diffusion model in case where each dividend distribution incurs a

fixed cost c > 0. An impulse type dividend control consists of an increasing

sequence of F-stopping times τ = (τ(i)), i ≤ N ≤ ∞, (intervention times) and

a corresponding sequence of non-negative impulses ξ = (ξ(i)), i ≤ N ≤ ∞,
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(interventions). The standard approach is to seek an optimal impulse control

ν̂ = (τ̂ , ξ̂) in the whole class of admissible impulse controls

V =
{
(τ, ξ) : τ(i) ∈ T , 0 ≤ ξ(i) ≤ Xτ(i), 1 ≤ i ≤ N

}

such that the expected cumulative present value of the policy,

Jτ,ξ(x) = Ex

[
N∑

i=1

e−rτ(i)(ξ(i)− c)

]
,

is maximized, that is, (τ̂ , ξ̂) should satisfy

V c
I (x) = sup

(τ,ξ)∈V
Jτ,ξ(x) = Ex

[
N∑

i=1

e−rτ̂(i)(ξ̂(i)− c)

]
.

The associated optimal stopping problem is defined as

V c
OSP(x) = sup

τ∈T
Ex

[
e−rτ (Xτ − c)

]
. (27)

The following analogue of Theorem 4.3 and its Corollary 4.4 holds for this

stopping problem.

Lemma 5.1. (A) Suppose assumptions of Theorem 3.5 are satisfied. Then the

value of the associated optimal stopping problem (27) reads as

V c
OSP(x) = ψ(x) sup

y≥x

{
y − c

ψ(y)

}
= H(x, x∗c) (28)

where the optimal stopping boundary x∗c ≥ x∗0 ≥ x∗ is the unique root of

ψ(x) = (x − c)ψ′(x). Moreover, V c
OSP(x) ≤ VS(x) and V c ′

OSP(x) ≤ V ′
S(x) for

all x ∈ I.

(B) If also ρ(x)−(1−z̄)λx is increasing on a neighborhood of 0 and limx→∞(ρ(x)+

λz̄x) < 0 then, for all x ∈ I it holds

Ṽ r+λ,c
OSP (x) ≤ V c

OSP(x) ≤ Ṽ r,c
OSP (x), (29)

where

Ṽ θ,c
OSP (x) = sup

τ
Ex

[
e−θτ (X̃τ − c)

]
= ψ̃θ(x) sup

y≥x

[
(y − c)
ψ̃θ(y)

]
.

Moreover, x̃∗c(r + λ) < x∗c < x̃∗c(r), where x̃∗c(θ) denotes the unique root of the

optimality condition ψ̃θ(x̃∗c(θ)) = ψ̃′θ(x̃
∗
c(θ))x̃

∗
c(θ).
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Proof. This is simply a straightforward replication of the proof of Theorem 4.3

and its Corollary 4.4, mutatis mutandis.

We shall follow an approach similar to the one adopted in Alvarez and Vir-

tanen (2006) and determine the optimal choice within a more restricted class of

impulse dividend controls based on a single threshold level and a fixed dividend

size. We will then proceed to give reasonably general conditions under which

this optimal choice in the restricted class is, in fact, optimal also in the larger

class V. To avoid unnecessary duplication, we will mostly refer to Alvarez and

Virtanen (2006) for detailed arguments when the presence of jumps does not

affect the analysis.

Consider a dividend policy (τy, η) such that a constant dividend η is paid out

when the underlying reaches a specified threshold level y, and in case x > y an

exceptional, state-dependent initial dividend x− y + η is paid out to bring the

state below level y. By relying on a similar reasoning as in Section 4 of Alvarez

and Virtanen (2006) we find that the value of such a policy has the following

representation in terms of the minimal r-excessive map ψ(x):

Jτy,η(x) = Fc(x) =





x− y + (η−c)ψ(y)
ψ(y)−ψ(y−η) , x ≥ y

(η−c)ψ(x)
ψ(y)−ψ(y−η) , x < y.

(30)

Consider now the inequality constrained nonlinear programming problem

sup
η∈[0,y], y∈I

h(η, y) = sup
η∈[0,y], y∈I

(η − c)
ψ(y)− ψ(y − η)

. (31)

If there exists a unique optimal pair (η∗c , y∗c ) maximizing h(η, y), we can define

F ∗c (x) =





x− y∗c + h(η∗c , y∗c )ψ(y∗c ), x ≥ y∗c

h(η∗c , y∗c )ψ(x), x < y∗c .

(32)

It is an immediate consequence of the necessary first order conditions for opti-

mality in (31) that

F ∗c (x) = H(x, y∗c ) =





x− y∗c + ψ(y∗c )
ψ′(y∗c ) , x ≥ y∗c

ψ(x)
ψ′(y∗c ) , x < y∗c

(33)
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(see Alvarez and Virtanen (2006)). It is now clear that F ∗c (x) belongs to the

class of mappings considered in Theorem 3.6 and hence F ∗c (x) ≤ VS(x) and

F ∗ ′c (x) ≤ V ′
S(x) (given existence and uniqueness of (η∗c , y∗c )). We will now

establish a set of sufficient conditions for the existence of a unique optimal pair

(η∗c , y∗c ) solving (31).

Lemma 5.2. Suppose, in addition to the assumptions of Theorem 3.5, that

limx↓0 ψ′(x) = ∞. Then there exists a unique pair (η∗c , y∗c ) ∈ (c, y∗c ) × (x∗, x∗c),

which satisfies the necessary first order conditions ψ′(y∗c ) = ψ′(y∗c − η∗c ) and

ψ(y∗c )− ψ(y∗c − η∗c ) = ψ′(y∗c − η∗c )(η∗c − c).

Proof. Under assumptions of Theorem 3.5 there exists a unique x∗ such that

ψ′(x) is strictly decreasing (increasing) on (0, x∗) ((x∗,∞)). By strict convexity

of ψ(x), limx→∞ ψ′(x) = ∞. If limx↓0 ψ′(x) = ∞, then this implies that for any

y ∈ (x∗,∞) there exists a unique ŷ ∈ (0, x∗) such that ψ′(y) = ψ′(ŷ). Moreover,

we can define x̂∗ = x∗. Hence the function y 7→ ŷ from [x∗,∞) onto (0, x∗] is

well-defined. It is decreasing and continuous (even C1, see the proof of Lemma

3.4). Consider then the continuous function

L(y) = ψ(y)− ψ(ŷ)− ψ′(ŷ)(y − ŷ) + c · ψ′(ŷ)

defined for y ∈ [x∗,∞). Now L(x∗) = c · ψ′(x∗) > 0 and

L(x∗c) = ψ(x∗c)− ψ(x̂∗c)− ψ′(x̂∗c)(x
∗
c − x̂∗c) + c · ψ′(x̂∗c)

= (ψ(x∗c)− ψ′(x̂∗c)x∗c)− ψ(x̂∗c) + ψ′(x̂∗c)x̂∗c + c · ψ′(x̂∗c)
= (ψ(x∗c)− ψ′(x∗c)x∗c)− ψ(x̂∗c) + ψ′(x̂∗c)x̂∗c + c · ψ′(x̂∗c)
= −c · ψ′(x∗c)− (ψ(x̂∗c)− ψ′(x̂∗c)x̂

∗
c) + c · ψ′(x̂∗c) < 0,

since ψ(x) − ψ′(x)x > 0 for all x < x∗. Thus there exists y∗c ∈ (x∗, x∗c) such

that L(y∗c ) = 0, in other words, the choice (η, y) = (y∗c − ŷ∗c , y∗c ) satisfies the first

order conditions for optimality in (31). To establish uniqueness of this solution,

note that

L′(y) = ψ′′(ŷ) · ŷ′(y) · (c− y + ŷ),

whose sign is determined by the last factor on the right hand side, both other

factors being always negative for y ∈ (x∗,∞). As c− y + ŷ = c > 0 for y = x∗,
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limy→∞(c− y + ŷ) = −∞ and furthermore c− y + ŷ is decreasing in y, we see

that L(y) is a unimodal function with a unique maximum. Since L(x∗) = c > 0,

the root of L(y) = 0 is necessarily unique.

Having established sufficient conditions for existence and uniqueness of the

pair (η∗c , y∗c ) satisfying the necessary optimality conditions of (31), we now pro-

ceed to state our second main theorem, whose proof requires a verification

lemma.

Lemma 5.3. Assume that the mapping g : I → I is strictly increasing and

satisfies the conditions g ∈ C1(I)∩C2(I \D), where D is a set of zero measure,

and |g′′(x±)| < ∞ for all x ∈ D. Suppose further that g satisfies the quasi-

variational inequality

sup
η∈[0,x]

{
η − c + g(x− η)

} ≤ g(x)

for all x ∈ I and the variational inequality (Grg) (x) ≤ 0 for all x ∈ I \D. Then

g(x) ≥ V c
I (x) for all x ∈ I.

Proof. The estimations in the proof of Lemma 2.1 in Alvarez and Virtanen

(2006) go through also in our setting, when one notices two things. Firstly, an

application of the dominated convergence theorem yields
∫ 1

0

ψk(x− xz)m(dz) →
∫ 1

0

ψ(x− xz)m(dz)

as k → ∞, for any x ∈ I, and thus uniformly on compact subsets of I. Hence

the approximation result from Appendix D in Øksendal (2003) used in Alvarez

and Virtanen (2006) is valid also in our jump diffusion model. Secondly, for a

spectrally negative jump diffusion X and an increasing non-negative function g

g(Xν
τj−)− g(Xν

τj
) = g(Xν

τj−)− g(Xν
τj− − ητj − |∆Xν

τj
|)

≥ g(Xν
τj−)− g(Xν

τj− − ητj),

which ensures that the inequalities derived in Alvarez and Virtanen (2006) re-

main valid in our model.

Theorem 5.4. Suppose the assumptions of Lemma 5.2 are satisfied. Then

V c
I (x) = Jτy∗c ,η∗c (x) = F ∗c (x) = H(x, y∗c ),
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where y∗c ∈ (x∗, x∗c) and η∗c = y∗c − ŷ∗c solve (31). In other words, the value of the

optimal single threshold dividend policy coincides with the value of the optimal

impulse control problem.

Proof. As the single threshold dividend policy ν = ν(η∗c , y∗c ) is clearly an ad-

missible impulse control, we have F ∗c (x) ≤ V c
I (x). To establish the converse in-

equality, by Lemma 5.3 it is enough to show that the increasing function F ∗c (x)

is sufficiently smooth and satisfies the relevant quasi-variational inequalities. It

is easy to see by standard differentiations that F ∗c (x) ∈ C1(I) ∩ C2(I \ {y∗c})
and that limx↓y∗c |F ∗ ′′c (x)| = 0 and limx↑y∗c |F ∗ ′′c (x)| < ∞. By boundedness on

compacts of continuous maps and the fact that Xν
t ≤ y∗c , t-almost everywhere,

we furthermore have limt→∞ Ex [e−rtF ∗c (Xν
t )] = 0 for all x ∈ I. To see that

F ∗c (x) satisfies the variational inequality, note that for x < y∗c

(GrF
∗
c ) (x) = (ψ′(y∗c ))−1 (Grψ) (x) = 0,

and for x ≥ y∗c , by Theorem 3.6,

(GrF
∗
c )′ (x) = ρ′(x) +

∫ 1

0
{F ∗ ′c (x− xz)− 1} (1− z)ν(dz)

≤ (GrVs)′(x) +
∫ 1−x∗/x

1−y∗c /x
(F ∗′c (x(1− z))− 1)(1− z)ν(dz) ≤ 0,

since ψ(x) is convex on (x∗, y∗c ). This implies that (GrF
∗
c ) (x) is decreasing

for x ≥ y∗c and hence (GrF
∗
c ) (x) ≤ 0 for all x ∈ I. Finally, to establish that

the quasi-variational inequality F ∗c (x) ≥ supη∈[0,x] [η − c + F ∗c (x− η)] holds,

we may proceed exactly as in Appendix E in Alvarez and Virtanen (2006).

Thus, since F ∗c (x) satisfies the quasi-variational inequalities, by Lemma 5.3,

F ∗c (x) ≥ V c
I (x) and hence F ∗c (x) = V c

I (x).

Results obtained in this section are similar to the ones obtained for continu-

ous linear diffusions in Alvarez and Virtanen (2006) and highlight the similarities

in behavior of continuous diffusions and spectrally negative jump diffusions with

natural boundaries and geometric jumps. Along the lines of our previous anal-

ysis, we are now in position to establish the following interesting comparison

result extending our sandwiching results to the present setting as well.
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Theorem 5.5. For all η ∈ [c, y] and x ∈ I we have K̃r+λ(x) ≤ Fc(x) ≤ K̃r(x),

where the function K̃θ : I 7→ R+ is defined as

K̃θ(x) =





x− y + (η−c)ψ̃θ(y)

ψ̃θ(y)−ψ̃θ(y−η)
, x ≥ y

(η−c)ψ̃θ(x)

ψ̃θ(y)−ψ̃θ(y−η)
, x < y.

(34)

Consequently, if the conditions of Lemma 5.2 are satisfied, ρ(x)−(1−z̄)λx is in-

creasing on a neighborhood of 0, limx→∞(ρ(x)+λz̄x) < 0, and limx↓0 ψ̃′r+λ(x) =

limx↓0 ψ̃′r(x) = ∞, then H̃r+λ(x, ỹ∗c (r + λ)) ≤ V c
I (x) ≤ H̃r(x, ỹ∗c (r)), where

(ỹ∗c (θ), η̃∗c (θ)) denotes the unique pair maximizing the function

(η − c)
ψ̃θ(y)− ψ̃θ(y − η)

.

Proof. The inequality K̃r+λ(x) ≤ Fc(x) ≤ K̃r(x) is a direct consequence of

part (A) of our Corollary 3.3. As was established in Lemma 4.1 of Alvarez

and Virtanen (2006), our assumptions guarantee the existence and uniqueness

of the optimal pairs (ỹ∗c (r + λ), η̃∗c (r + λ)) and (ỹ∗c (r), η̃∗c (r)). Combining this

observation with the result of Theorem 5.4 completes our proof.

6 Explicit Illustration: Logistic Jump Diffusion

To illustrate our general results with a particular example, we consider a logistic

jump diffusion given by

dXt = Xt

{
a(b−Xt)dt + σdWt −

∫ 1

0

zN(dt, dz)
}

, (35)

where parameters a > 0, b > 0, σ > 0 and the associated Lévy measure of

the compensated compound Poisson process N is ν = λm(dz), where m is the

relative jump size distribution defined on (0, 1). The downside risk is thus

characterized by the jump intensity λ and the form of the jump size distribution.

If ab > r, the considered jump diffusion satisfies the conditions of Theorem 4.1.

In this chapter we will take the relative jump size to be Beta(α, β) distributed.

This allows us to consider both symmetric and skewed distributions by varying

the parameters α and β. We assume that the discount rate r = 0.025 and the

fixed transaction cost c = 0.05.

27



With regard to analyzing the effect of λ, we wish to point out that care may

be needed when dealing with large values of λ, since in the limit λ →∞ we get a

spectrally negative compound Poisson process with drift λz > 0, which (being a

martingale) does not satisfy the classical Cramer–Lundberg net profit condition

and hence oscillates and will hit 0 in finite time almost surely, violating our

assumptions on the boundary behavior of the jump diffusion.

We are interested in the effect of introducing jumps – downside risk – on

the optimal thresholds. The benchmark case is now the absence of downside

risk, λ = 0, in which case the associated integro-differential equation Gru = 0

reduces to a linear ordinary second order differential equation, whose increasing

fundamental solution ψ(x) can be expressed in terms of the Kummer confluent

hypergeometric function. Optimal boundaries for the singular control, impulse

control and stopping problems (respectively) can then be solved from equations

ψ
′′
(x) = 0,




ψ(y)− ψ(y − η) = ψ
′
(y − η)(η − c)

ψ
′
(y) = ψ

′
(y − η) and

ψ(x) = ψ
′
(x)(x− c).

(36)

This yields with the assumed parameter values the first row of Table 1. For

nonzero intensities λ, the integro-differential equation is not (semi-)explicitly

solvable except in the case α = β = 1, i.e. when relative jump sizes are uniformly

distributed. In this special case the integro-differential equation can be reduced

to a third order linear differential equation by considering Φ(x) :=
∫ x

0
ψ(y)dy;

the obtained differential equation is then solvable in terms of generalized hyper-

geometric functions. For the general case, λ 6= 0 and either α 6= β or α 6= 1, we

can obtain a sufficiently good approximation for ψ(x) by applying the Frobe-

nius method. That is, we will assume that the solution ψ of Gru = 0 is of form

ψ(x) = xς
∑∞

n=0 γnxn, plug this into Gru = 0 and solve the resulting indicial

(integral) equation
(

ab + λ
α

α + β

)
ς +

1
2
σ2ς(ς − 1)− r̃ +

λ

B(α, β)

∫ 1

0

(1− z)ςzα−1(1− z)β−1dz = 0
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for ς and the recursion relation
(
ab + λ α

α+β

)
γn(ς + n)− aγn−1(ς + n− 1) + σ2

2 γn(ς + n)(ς + n− 1)−
−

(
r̃ − λ

B(α,β)

∫ 1

0
(1− z)ς+nzα−1(1− z)β−1dz

)
γn = 0.

for {γn}. If ς > 0 solves the indicial equation and the obtained sequence of

coefficients {γn} converges to zero fast enough, a sufficiently good numerical

approximation for ψ is obtained by truncating the infinite series in ψ(x) =

xς
∑∞

n=0 γnxn at some n0 ∈ N. In the present case, the recursion relation can

be manipulated to the form γn+1 = [c1(n)/c2(n)]γn, where essentially (since

the integral term is in any case bounded from above by λ) c1 is linear and

c2 quadratic in n. This implies that γn ∼ (1/nn)γ0 and thus the coefficients

converge to zero quite rapidly as n increases.

It is worth noting that in principle, the outlined approximation approach

is always applicable if the jump component has the geometric form assumed

throughout our study and the coefficient functions of the compensated diffusion

part are polynomials µ̃(x) =
∑N

i=0 p̃ix
i and (1/2)σ2(x) =

∑M
j=0 qix

i such that

q0 = q1 = p̃0 = 0. Naturally in more general cases the rate of convergence for

the coefficient sequence is not necessarily as rapid as in the logistic case.

We apply the outlined procedure to solve the (approximative) optimal thresh-

olds for intensities λ ∈ {0.1, 1, 100} and two different sets of parameters α and

β:

(i) symmetric jump size distribution with constant mean 1/2 (α = β), for

α ∈ {1, 5, 10}; as parameter value increases, the distribution becomes

more concentrated around its mean; and

(ii) skewed jump size distribution with constant variance 0.01 and variable

mean z ∈ {0.25, 0.5, 0.75};

This gives us an illustration of the impact of variable uncertainty in the jump

risk with constant “average jump risk“ ((i)), and of skewness of the jump size

distribution ((ii)). Note that with variance fixed, skewness and mean have op-

posing effects: for a small mean (which is “good“ in the sense that downward

jumps are small on average) the distribution is skewed to the right, i.e. towards
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larger jump sizes, and vice versa. In addition, we will compute the optimal poli-

cies in the associated optimization problems for the corresponding continuous

(drift-corrected) diffusion X̃. It should be noted that for the associated diffusion

instantaneous liquidation is optimal in the problem with discount rate r + λ if

r̃ := r+λ ≥ ab). The results are given in Tables 6 (symmetric distributions) and

6 (skewed distributions). In both tables, instantaneous liquidation is optimal

for λ ∈ {1, 10} and hence rows corresponding to (X̃, r̃) have been omitted in

these cases.

λ α x∗ y∗c η∗c x∗c

0 - (X, r) 1.003 1.423 0.781 2.378

0.1 - (X̃, r) 1.263 1.734 0.887 3.011

- (X̃, r̃) 0.684 1.134 0.782 1.472

1 (X, r) 1.053 1.503 0.830 2.469

6 (X, r) 1.054 1.500 0.824 2.509

10 (X, r) 1.054 1.500 0.824 2.511

1 - (X̃, r) 3.546 4.383 1.639 8.594

1 (X, r) 1.169 1.833 1.166 2.514

6 (X, r) 1.296 1.931 1.133 2.901

10 (X, r) 1.307 1.939 1.129 2.947

10 - (X̃, r) 26.07 29.05 5.932 69.35

1 (X, r) 1.168 2.699 2.340 2.921

6 (X, r) 1.356 2.795 2.278 3.164

10 (X, r) 1.381 2.808 2.270 3.199

Table 1: Optimal boundaries for the jump diffusion (35) and the associated contin-

uous diffusion, when intensity λ ∈ {0.1, 1, 10} and relative jump size distribution is

Beta(α, α), α ∈ {1, 6, 10}.

Inspection of the results shows that the numerical results are in line with

our findings: the exercise boundaries for the jump diffusion X are in all cases

between the corresponding boundaries for the associated diffusion X̃, provided
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λ z x∗ y∗c η∗c x∗c

0.1 0.25 (X̃, r) 1.133 1.579 0.835 2.696

(X, r) 1.019 1.448 0.795 2.430

(X̃, r̃) 0.551 0.971 0.715 1.204

0.5 (X̃, r) 1.263 1.734 0.887 3.011

(X, r) 1.054 1.499 0.823 2.511

(X̃, r̃) 0.684 1.134 0.782 1.472

0.75 (X̃, r) 1.392 1.887 0.937 3.324

(X, r) 1.086 1.555 0.862 2.529

(X̃, r̃) 0.817 1.294 0.844 1.744

1 0.25 (X̃, r) 2.284 2.932 1.253 5.495

(X, r) 1.151 1.647 0.906 2.806

0.5 (X̃, r) 3.546 4.383 1.639 8.594

(X, r) 1.309 1.941 1.128 2.959

0.75 (X̃, r) 4.803 5.809 1.982 11.73

(X, r) 1.192 1.977 1.348 2.557

10 0.25 (X̃, r) 13.57 15.51 3.864 34.68

(X, r) 1.501 2.401 1.549 3.293

0.5 (X̃, r) 26.07 29.05 5.932 69.35

(X, r) 1.387 2.811 2.268 3.208

0.75 (X̃, r) 38.58 42.42 7.684 105.3

(X, r) 1.184 3.106 2.824 3.256

Table 2: Optimal boundaries for the jump diffusion (35) and the associated continuous

diffusion, when intensity λ ∈ {0.1, 1, 10} and relative jump size distribution is Beta

distributed with variance 0.01 and mean z ∈ {0.25, 0.5, 0.75}.

that the lower boundaries in question exist (i.e. that take the money and run

policy is not optimal). From Table 6 one sees that increasingly concentrated

jump size distribution seems to lead to higher exercise thresholds for all problems

and to a lower dividend size for the impulse control problem. This effect is
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similar for all sample values of λ, though naturally almost negligible for the

smallest sample value and more pronounced for the larger values. It appears

from Table 6 that such mononicity does not hold for the case (ii).

7 Concluding comments

In this study we considered the determination of the optimal dividend policy

of a risk-neutral firm when the stochastic dynamics of the underlying cash flow

are characterizable as a spectrally negative jump diffusion with natural bound-

aries and geometric jumps. We established a relatively broad set of conditions

typically satisfied in most mean-reverting models under which the optimal sin-

gular dividend policy is characterizable via the minimal r-excessive map with

respect to the underlying jump diffusion. A significant consequence of this rep-

resentation is that the dynamic dividend optimization problem can be reduced

to an equivalent static nonlinear minimization problem. As corollaries of this

result we then showed that the associated sequential impulse dividend problem

as well as the associated optimal liquidation problem are also solvable in terms

of the minimal r-excessive map. In line with previous observations based on

continuous cash flow dynamics, the values of these problems were shown to be

ordered in an exceptionally strong way: the value of the singular stochastic

control problem dominates the value of the associated impulse control problem

which, in turn, dominates the value of the associated optimal stopping problem.

However, we also demonstrated that the marginal values (and, therefore, To-

bin’s q associated with these particular problems) are ordered in an analogous

way. Hence our results unambiguously indicate that increased policy flexibil-

ity has a positive effect on both the value as well as on the marginal value of

the optimal policy in the jump diffusion case as well. We also stated a set of

typically satisfied conditions under which the values of the considered dividend

optimization problems can be sandwiched between the values of two associated

dividend optimization problems based on a continuous cash flow dynamics.

Our results generalize the results obtained previously in literature for linear
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diffusions and demonstrate the strong similarities between the behavior of linear

diffusions and spectrally negative jump diffusions with geometric jumps and

natural boundaries. From an applied point of view, spectrally negative processes

are a very relevant generalization of processes with continuous paths, as they

allow the incorporation of discontinuous unanticipated negative shocks into the

modeling of the underlying cash flow dynamics. Taking this downside risk into

account can be viewed as essential for any model meant to be used in prudent

risk management.

While our model allows fairly rich jump structures, as we are reasonably

free to choose the distribution of the relative jump sizes, it assumes that the

jump component enters the defining stochastic differential equation in geometric

form and that the boundaries are natural. It might be of interest to know

whether, and to what extent, our results could be extended to encompass more

general forms of the jump component and different boundary behaviors. Such

extensions are out of the scope of the present study and are, therefore, left for

future research.
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