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Abstract Algorithmic decision-making is becoming increasingly common as a new
source of advice in HR recruitment and HR development. While firms implement
algorithmic decision-making to save costs as well as increase efficiency and
objectivity, algorithmic decision-making might also lead to the unfair treatment of
certain groups of people, implicit discrimination, and perceived unfairness. Current
knowledge about the threats of unfairness and (implicit) discrimination by algo-
rithmic decision-making is mostly unexplored in the human resource management
context. Our goal is to clarify the current state of research related to HR recruitment
and HR development, identify research gaps, and provide crucial future research
directions. Based on a systematic review of 36 journal articles from 2014 to 2020,
we present some applications of algorithmic decision-making and evaluate the
possible pitfalls in these two essential HR functions. In doing this, we inform
researchers and practitioners, offer important theoretical and practical implications,
and suggest fruitful avenues for future research.

Keywords Fairness - Discrimination - Perceived fairness - Ethics -
Algorithmic decision-making in HRM - Literature review

1 Introduction

Algorithmic decision-making in human resource management (HRM) is becoming
increasingly common as a new source of information and advice, and it will gain
more importance due to the rapid growth of digitalization in organizations.
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Algorithmic decision-making is defined as automated decision-making and remote
control, as well as standardization of routinized workplace decisions (Mdhlmann
and Zalmanson 2017). Algorithms, instead of humans, make decisions, and this has
important individual and societal implications in organizational optimization
(Chalfin et al. 2016; Lee 2018; Lindebaum et al. 2019). These changes in favor
of algorithmic decision-making make it easier to discover hidden talented
employees in organizations and review a large number of applications automatically
(Silverman and Waller 2015; Carey and Smith 2016; Savage and Bales 2017). In a
survey of 200 artificial intelligence (AI) specialists from German companies, 79%
stated that Al is irreplaceable for competitive advantages (Deloitte 2020). Several
commercial providers, such as Google, IBM, SAP, and Microsoft, already offer
algorithmic platforms and systems that facilitate current human resource (HR)
practices, such as hiring and performance measurements (Walker 2012). In turn,
well-known and large companies, such as Vodafone, Intel, Unilever, and Ikea, apply
algorithmic decision-making in HR recruitment and HR development (Daugherty
and Wilson 2018; Precire 2020).

The major driving forces for algorithmic decision-making are savings in both
costs and time, minimizing risks, enhancing productivity, and increasing certainty in
decision-making (Suen et al. 2019; McDonald et al. 2017; McColl and Michelotti
2019; Woods et al. 2020). Besides these economic reasons, firms seek to diminish
the human biases (e.g., prejudices and personal beliefs) by applying algorithmic
decision-making, thereby increasing the objectivity, consistency, and fairness of the
HR recruitment as well as HR development processes (Langer et al. 2019;
Florentine 2016; Raghavan et al. 2020). For example, Deloitte argues that the
algorithmic decision-making system always manages each application with the
same attention according to the same requirements and criteria (Deloitte 2018). At
first glance, algorithmic decision-making seems to be more objective and fairer than
human decision-making (Lepri et al. 2018).

However, there is a possible threat of discrimination and unfairness by relying
solely on algorithmic decision-making (e.g., (Lee 2018; Lindebaum et al. 2019;
Simbeck 2019)). In general, discrimination is defined as the unequal treatment of
different groups based on gender, age, or ethnicity instead of on qualitative
differences, such as individual performance (Arrow 1973). Algorithms produce
discrimination or biased outcomes if they are trained on inaccurate (Kim 2016),
biased (Barocas and Selbst 2016), or unrepresentative input data (Suresh and Guttag
2019). Consequently, algorithms are vulnerable to produce or replicate biased
decisions if their input (or training) data are biased (Chander 2016).

Complicating this issue, biases and discrimination are often only recognized after
algorithms have made a decision. As a prominent example stemming from the
current debate around transparency, bias, and fairness in algorithmic decision-
making (Dwork et al. 2012; Lepri et al. 2018; Diakopoulos 2015), the hiring
algorithms applied by the American e-commerce specialist Amazon yielded an
extreme disadvantage of female applicants, which finally led Amazon to shut down
the complete algorithmic decision-making for their hiring decision (Dastin 2018;
Miller 2015). Thus, the lack of transparency and accountability of the input data, the
algorithm itself, and the factors influencing algorithmic outcomes are potential
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issues associated with algorithmic decision-making (Citron and Pasquale 2014;
Pasquale 2015). Another question remains whether applicants and/or employees
perceive the algorithmic decision-making to be fair. Previous studies showed that
applicants’ and employees’ acceptance of algorithmic decision-making is lower in
HR recruitment and HR development compared to common procedures conducted
by humans (Kaibel et al. 2019; Langer et al. 2019; Lee 2018).

Consequently, there is a discrepancy between the enthusiasm about algorithmic
decision-making as a panacea for inefficiencies and labor shortages on one hand and
the threat of discrimination and unfairness of algorithmic decision-making on the
other side. While the literature in the field of computer science has already
addressed the issues of biases, knowledge about the potential downsides of
algorithmic decision-making is still in its infancy in the field of HRM despite its
importance due to increased digitization and automation in HRM. This heteroge-
neous state of research on discrimination and fairness raises distinct challenges for
future research. From a practical point of view, it is problematic if large and well-
known companies implement algorithms without being aware of the possible pitfalls
and negative consequences. Thus, to move the field forward, it is paramount to
systematically review and synthesize existing knowledge about biases and
discrimination in algorithmic decision-making and to offer new research avenues.

The aim of this study is threefold. First, this review creates an awareness of
potential biases and discrimination resulting from algorithmic decision-making in
the context of HR recruitment and HR development. Second, this study contributes
to the current literature by informing both researchers and practitioners about the
potential dangers of algorithmic decision-making in the HRM context. Finally, we
guide future research directions with an understanding of existing knowledge and
gaps in the literature. To this end, the present paper conducts a systematic review of
the current literature with a focus on HR recruitment and HR development. These
two HR functions deal with the potential of future and current employees and the
(automatic) prediction of person-organization fit, career development, and future
performance (Huselid 1995; Walker 2012). Decisions made by algorithms and Al in
these two important HR areas have serious consequences for individuals, the
company, and society concerning ethics and both procedural and distributive
fairness (Otting and Maier 2018; Lee 2018; Tambe et al. 2019; Cappelli et al. 2020).

Our study contributes to the existing body of research in several ways. First, the
systematic literature review contributes to the literature by highlighting the current
debate on ethical issues associated with algorithmic decision-making, including bias
and discrimination (Barocas and Selbst 2016). Second, our research provides
illustrative examples of various algorithmic decision-making tools used in HR
recruitment, HR development, and their potential for discrimination and perceived
fairness. Moreover, our systematic review underlines the fact that it is a timely topic
gaining enormous importance. Companies will face legal and reputational risk if
their HR recruitment and HR development methods turn out to be discriminatory,
and applicants and employees may consider the algorithmic selection or develop-
ment process to be unfair.

For this reason, companies need to know that the use of algorithmic decision-
making can yield to discrimination, unfairness, and dissatisfaction in the context of
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HRM. We offer an understanding of how discrimination might arise when
implementing algorithmic decision-making. We try to give guidance on how
discrimination and perceived unfairness could be avoided and provide detailed
directions for future research in the existing literature, especially in the HRM field.
Moreover, we identify several research gaps, mainly a lacking focus on perceived
fairness.

The paper is organized as follows: first, we give an understanding of key terms
and definitions. Afterward, we present the methodology of our systematic literature
review accompanied by a descriptive analysis of the reviewed literature. This is
followed by an illustration of the current state of knowledge on algorithmic
decision-making and subsequent discussion. Finally, we offer practical as well as
theoretical implications and outline future research avenues.

2 Conceptual background and definitions
2.1 Definition of algorithms

The Oxford Living Dictionary defines algorithms as “processes or sets of rules to be
followed in calculations or other problem-solving operations, especially by a
computer.” Mohlmann and Zalmanson (2017) refer to algorithmic decision-making
as automated decision-making and remote control, and standardization of routinized
workplace decision. Thus, in this paper, we use the term algorithmic decision-
making to describe a computational mechanism that autonomously makes decisions
based on rules and statistical models without explicit human interference (Lee
2018). Algorithms are the basis for several Al decision tools.

Al is an umbrella term for a wide array of models, methods, and prescriptions
used to simulate human intelligence, often when it comes to collecting, processing,
and acting on data. Al applications can apply rules, learn over time through the
acquisition of new data and information, and adapt to changes in the environment
(Russell and Norvig 2016). Al includes several different research areas, such as
machine learning (ML), speech and image recognition, and natural language
processing (NLP) (Kaplan and Haenlein 2019; Paschen et al. 2020).

As mentioned, the basis for many Al decision-making tools used in HR are ML
algorithms, which can be categorized into three major types: supervised, unsuper-
vised, and reinforcement learning (Lee and Shin 2020). Supervised ML algorithms
aim to make predictions (often divided into classification- or regression-type
problems), given the input data and desired outputs considered as the ground truth.
Human experts often provide these labels and thus provide the algorithm with the
ground truth. To replicate human decisions or to make predictions, the algorithm
learns patterns from the labeled data and develops rules, which can be applied for
future instances for the same problem (Canhoto and Clear 2020). In contrast, in
unsupervised ML, only input data are given, and the model learns patterns from the
data without a priori labeling (Murphy 2012). Unsupervised ML algorithms capture
the structural behaviors of variables in the input data for theme analysis or grouping
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data (Canhoto and Clear 2020). Finally, reinforcement learning, as a separate group
of methods, is not based on fixed input/output data. Instead, the ML algorithm learns
behavior through trial-and-error interactions with a dynamic environment (Kael-
bling et al. 1996).

Furthermore, instead of grouping ML models as supervised, unsupervised, or
reinforcement type learning, the methodologies of algorithms may also be used to
categorize ML models. Examples are probabilistic models, which may be used in
supervised or unsupervised settings (Murphy 2012), or deep learning models (Lee
and Shin 2020), which rely on artificial neural networks and perform complex
learning tasks. In supervised settings, neural network models often determine the
relationship between input and output using network structures containing the so-
called hidden layers, meaning phases of transformation of the input data. Single
nodes of these layers (neurons) were first modeled after neurons in the human brain,
and they resemble human thinking (Bengio et al. 2017). In other settings, deep
learning may be used, for instance, to (1) process information through multiple
stages of nonlinear transformation; or (2) determine features, representations of the
data providing an advantage for, e.g., prediction tasks (Deng and Yu 2014).

2.2 Reason for biases

For any estimation Y of a random variable Y , bias refers to the difference between

the expected values of Y and Y and is also referred to as systematic error
(Kauermann and Kuechenhoff 2010; Goodfellow et al. 2016). Cognitive biases,
specifically, are systematic errors in human judgment when dealing with uncertainty
(Kahneman et al. 1982). These cognitive biases are thought to be transferred to
algorithmic evaluations or predictions, where bias may refer to “computer systems
that systematically and unfairly discriminate against certain individuals or groups in
favor of others” (Friedman and Nissenbaum 1996, p. 332).

Algorithms are often characterized as “black box”. In the context of HRM,
Cheng and Hackett (2019) characterize algorithms as “glass boxes”, since some,
but not all, components of the theory are reflective. In this context, the consideration
and distinction of the three core elements are necessary, namely, transparency,
interpretability, and explainability (Roscher et al. 2020). Transparency is concerned
with the ML approach, while interpretability is concerned with the ML model in
combination with the data, which means the making sense of the obtained ML
model (Roscher et al. 2020). Finally, explainability comprises the model, the data,
and human involvement (Roscher et al. 2020). Concerning the former, transparency
can be distinguished at three different levels: “[...] at the level of the entire model
(simulatability), at the level of individual components, such as parameters
(decomposability), and at the level of the training (algorithmic transparency)”
(Roscher et al. 2020, p. 4). Interpretability concerns the characteristics of an ML
model that need to be understood by a human (Roscher et al. 2020). Finally, the
element of explainability is paramount in HRM. Contextual information of human
and their knowledge from the domain of HRM are necessary to explain the different
sets of interpretations and derive conclusions about the results of the algorithms
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(Roscher et al. 2020). Especially in HRM, in which ML algorithms are increasingly
used for prediction of variables of interest to the HR department (e.g., personality
characteristics, employee satisfaction, and turnover intentions), it is essential to
understand how the ML algorithm operates (e.g., how the ML algorithm uses data
and weighs specific criteria) and the underlying reasons for the produced decision.

In the following, we will outline the main reasons for biases in algorithmic
decision-making and briefly summarize different biases, namely historical, repre-
sentation, technical, and emergent bias. One of the main reasons for bias in
algorithmic decision-making is the quality of input data, because algorithms learn
from historical data as an example; thus, the learning process depends on the
exposed examples (Friedman and Nissenbaum 1996; Barocas and Selbst 2016;
Danks and London 2017). The input data are usually historical. Consequently, if the
input data set is biased in one way or another, the subsequent analysis is biased, as
well (keyword: “garbage in, garbage out”). For example, if the input data of an
algorithm include implicit or explicit human judgments, stereotypes, or biases, an
accurate algorithmic output will inevitably entail these human judgments, stereo-
types, and prejudices (Diakopoulos 2015; Suresh and Guttag 2019; Barfield and
Pagallo 2018). This bias usually exists before the creation of the system and may not
be apparent at first glance. In turn, the algorithm replicates these preexisting biases,
because it treats all information, in which a certain kind of discrimination or bias is
embedded, as a valid example (Barocas and Selbst 2016; Lindebaum et al. 2019). In
the worst case, the algorithm can yield racist or discriminatory outputs (Veale and
Binns 2017). Algorithms exhibit these tendencies, even if it is not the intention of
the manual programming since they compound the historical biases of the past.
Thus, any predictive algorithmic decision-making tool built on historical data may
inherit historical biases (Datta et al. 2015).

As an example from the recruitment process, if an algorithm is trained on
historical employment data, integrating an implicit bias that favors white men over
Hispanics, then, without even being fed data on gender or ethnicity, an algorithm
may recognize patterns in the data, which expose an applicant as a member of a
certain protected group, which, historically, is less likely to be chosen for a job
interview. This, in turn, may lead to a systematic disadvantage of certain groups,
even if the designer has no intention of marginalizing people based on these
categories and if the algorithm is not directly given this information (Barocas and
Selbst 2016).

Another reason for biases in algorithms related to the input data is that certain
groups or characteristics are mostly underrepresented or sometimes overrepre-
sented, which is also called representation bias (Barocas and Selbst 2016; Suresh
and Guttag 2019; Barfield and Pagallo 2018). Any decision based on this kind of
biased data might lead to disadvantages of groups of individuals who are
underrepresented or overrepresented (Barocas and Selbst 2016). Another reason
for representation bias can be the absence of specific information (Barfield and
Pagallo 2018). Thus, not only the selection of measurements but also the
preprocessing of the measurement data might yield to bias. ML models often
evolve in several steps of feature engineering or model testing, since there is no
universally best model (as shown in the “no free lunch” theorems, [see Wolpert and
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Macready (1997)]. Here, the choice of the benchmark or rather the value indicating
the performance of the model is optimized through rotations of different
representations of the data and methods for prediction. For example, representative
bias might occur if females in comparison to males are underrepresented in the
training data of an algorithm. Hence, the outcome could be in favor of the
overrepresented group (i.e., males) and, hence, lead to discriminatory outcomes.

Technical bias may arise from technical constraints or technical consideration for
several reasons. For example, technical bias can originate from limited “[...]
computer technology, including hardware, software, and peripherals” (Friedman
and Nissenbaum 1996, p. 334). Another reason could be a decontextualized
algorithm that does not manage to treat all groups fairly under all important
conditions (Friedman and Nissenbaum 1996; Bozdag 2013). The formalization of
human constructs to computers can be another problem leading to technical bias.
Human constructs, such as judgments or intuitions, are often hard to quantify, which
makes it difficult or even impossible to translate them to the computer (Friedman
and Nissenbaum 1996). As an example, the human interpretation of law can be
ambiguous and highly dependent on the specific context, making it difficult for an
algorithmic system to correctly advise in litigation (c.f., Friedman and Nissenbaum
1996).

In the context of real users, emergent bias may arise. Typically, this bias occurs
after the construction as a result of changed societal knowledge, population, or
cultural values (Friedman and Nissenbaum 1996). Consequently, a shift in the
context of use might yield to problems and an emergent bias due to two reasons,
namely “new societal knowledge” and “mismatch between users and system
design” (see Table 1 in Friedman and Nissenbaum 1996, p. 335). If it is not possible
to incorporate new knowledge in society into the system design, emergent bias due
to new societal knowledge occurs. The mismatch between users and system design
can occur due to changes in state-of-the-art-research or due to different values. Also,
emergent bias can occur if a population uses the system with different values than
those assumed in the design process (Friedman and Nissenbaum 1996). Problems
occur, for example, when users originate from a cultural context that avoids
competition and promotes cooperative efforts, while the algorithm is trained to
reward individualistic and competitive behavior (Friedman and Nissenbaum 1996).

2.3 Fairness and discrimination in information systems

Leventhal (1980) describes fairness as equal treatment based on people’s
performance and needs. Table 1 offers an overview of the different fairness
definitions. Individual fairness means that, independent of group membership, two
individuals who are perceived to be similar by the measures at hand should also be
treated similarly (Dwork et al. 2012). Rising from the micro-level onto the meso-
level, Dwork et al. (2012) also proposed another measure of fairness, that is, group
fairness, in which entire (protected) groups of people are required to be treated
similarly (statistical parity). Hardt et al. (2016) extended these notions by including
true outcomes of predicted variables to achieve fair treatment. In their sense, false-
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Table 1 Definitions of fairness

Name Author Definition

Individual Dwork et al. “Similar” subjects should have “similar” classifications
fairness (2012)

Group Subjects in protected and unprotected groups have an equal probability
fairness of being assigned positive

P(?:I‘G:I):P(?:I\G:O)

Equal Hardt et al. False-negative rates should be equal

wnity (2016 _ _
opportunity  (2016) P(V=0[y=1,6=1)=P(¥ =0y = 1,6 =0)

Y € {0,1} is a random variable describing, e.g., the recidivism of a subject, Y its estimator and G €
{0, 1}, describes whether a subject is a member of a certain protected group (G = 1) or not (G = 0)

positives/negatives are sources of disadvantage and should be equal among groups
means equal opportunity for false-positives/negatives (Hardt et al. 2016).

Unfair treatment of certain groups of people or individual subjects yields to
discrimination. Discrimination is defined as the unequal treatment of different
groups (Arrow 1973). Discrimination is very similar to unfairness. Discriminatory
categories can be strongly correlated with non-discriminatory categories, such as
age (i.e., discriminatory) and years of working experience (non-discriminatory)
(Persson 2016). Also, there is a difference between implicit and explicit
discrimination. Implicit discrimination is based on implicit attitudes or stereotypes
and often unintentional (Bertrand et al. 2005). In contrast, explicit discrimination is
a conscious process due to an aversion to certain groups of people. In HR
recruitment and HR development, discrimination means the not-hiring or support of
a person due to characteristics not related to that person’s productivity in the current
position (Frijters 1998).

The HR literature, especially the literature on personnel selection, is concerned
with fairness in hiring decisions, because every selection measure of individual
differences is inevitably discriminatory (Cascio and Aguinis 2013). However, the
question arises “whether the measure discriminates unfairly” (Cascio and Aguinis
2013, p. 183). Hence, the actual fairness of prediction systems needs to be tested
based on probabilities and estimates, which we refer to as objective fairness. In the
selection context, the literature distinguishes between differential validity (i.e.,
differences in subgroup validity) and differential prediction (i.e., differences in
slopes and intercepts of subgroups), and both might lead to biased results (Meade
and Fetzer 2009; Roth et al. 2017; Bobko and Bartlett 1978).

In HR recruitment and HR development, both objective fairness and subjective
fairness perceptions of applicants and employees about the usage of algorithmic
decision-making need to be considered. In this regard, perceived fairness or justice
is more a subjective and descriptive personal evaluation rather than an objective
reality (Cropanzano et al. 2007). Subjective fairness plays an essential role in the
relationship between humans and their employers. Previous studies showed that the
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likelihood of conscientious behavior and altruisms is higher for employees who feel
treated fairly (Cohen-Charash and Spector 2001). Conversely, unfairness can have
considerable adverse consequences. For example, in the recruitment context,
fairness perceptions of candidates during the selection process have important
consequences for decision to stay in the applicant pool or accept a job offer (Bauer
et al. 2001). Therefore, it is crucial to know how people feel about algorithmic
decision-making taking over managerial decisions formerly made by humans, since
the fairness perceptions during the recruitment process and/or training process have
essential and meaningful effects on attitudes, performance, morale, intentions, and
behavior (e.g., the acceptance or rejection of a job offer or job turnover, job
dissatisfaction, and reduction or elimination of conflicts) (Gilliland 1993; McCarthy
et al. 2017; Hausknecht et al. 2004; Cropanzano et al. 2007; Cohen-Charash and
Spector 2001). Moreover, negative experiences might damage the employer’s
image. Several online platforms offer the possibility of rating companies and their
recruitment and development process (Van Hoye 2013; Woods et al. 2020).

Considering justice and fairness in the organizational context (Gilliland 1993),
there are three core dimensions of justice: distributive, procedural, and interactional.
The three dimensions tend to be correlated. Distributive justice deals with the
outcome that some humans receive and some do not (Cropanzano et al. 2007). Rules
that can lead to distributive justice are “[...] equality (to each the same), equity (to
each in accordance with contributions, and need (to each in accordance with the
most urgency)” (Cropanzano et al. 2007, p. 37). To some extent, especially
concerning equity, this can be connected with individual fairness and group fairness
from Dwork et al. (2012) and equal opportunities from Hardt et al. (2016).

Procedural justice means that the process is consistent with all humans, not
including bias, accurate, and consistent with the ethical norms (Cropanzano et al.
2007; Leventhal 1980). Consistency plays an essential role in procedural justice,
meaning that all employees and all candidates need to receive the same treatment.
Additionally, the lack of bias, accuracy, representation of all parties, correction, and
ethics play an important role in achieving a high procedural justice (Cropanzano
et al. 2007). In contrast, interactional justice is about the treatment of humans,
meaning the appropriateness of the treatment from another member of the company,
the treatment with dignity, courtesy, and respect, and informational justice (share of
relevant information) (Cropanzano et al. 2007).

In general, algorithmic decision-making increases the standardization of
procedures, so that decisions should be more objective and less biased, and errors
should occur less frequently (Kaibel et al. 2019), since information processing by
human raters can be unsystematic, leading to contradictory and insufficient
evidence-based decisions (Woods et al. 2020). Consequently, procedural justice and
distributive justice are higher using algorithmic decision-making, because the
process is more standardized, which still not means that it is without bias.

However, especially in the context of an application or an employee evaluation, it
is not only about how fair the procedure itself is (according to fairness measures),
but it is also about how people involved in the decision process perceive the fairness
of the whole process. Often the personal contact, which characterizes the
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interactional fairness, is missing when using algorithmic decision-making. It is
difficult to fulfill all three fairness dimensions.

3 Methods

This systematic literature review aims at offering a coherent, transparent, and
reliable picture of existing knowledge and providing insights into fruitful research
avenues about the discrimination potential and fairness when using algorithmic
decision-making in HR recruitment and HR development. This is in line with other
systematic literature reviews that organize, evaluate, and synthesize knowledge in a
particular field and provide an overall picture of knowledge and suggestions for
future research (Petticrew and Roberts 2008; Crossan and Apaydin 2010; Siddaway
et al. 2019). To this end, we followed the systematic literature review approach
described by Siddaway et al. (2019) and Gough et al. (2017) to ensure a methodical,
transparent, and replicable approach.’

3.1 Search terms and databases

We engaged in an extensive keyword searching, which we derived in an iterative
process of search and discussion between the two authors of this study (see
“Appendix” for the employed keywords). According to our research question, we
first defined individual concepts to create search terms. We considered different
terminology, including synonyms, singular/plural forms, different spellings, broader
vs. narrow terms, and classification terms of databases to categorize contents
(Siddaway et al. 2019) (see Table 2 for a complete list of employed keywords and
search strings). Our priority was to achieve the balance between sensitivity and
specificity to get broad coverage of the literature and to avoid the unintentional
omission of relevant articles (Siddaway et al. 2019).

As the first source of data, we used the social science citation index (SSCI) to
ensure broad coverage of scholarly literature. This database covers English-
language peer-reviewed journals in business and management. As part of the Web
of Knowledge, the database includes all journals with an impact factor, which is a
reasonable proxy for the most important publications in the field. We completed our
search with the EBSCO Business Source Premier database to add further breadth.
Since electronic databases are not fully comprehensive, we additionally searched in
the reference section of the considered papers and manually searched for articles
(Siddaway et al. 2019).

We considered scholarly articles from a high-quality source of evidence (peer-
reviewed and published) journals in English and excluded book reviews, comments,
and editorial notes. Moreover, we searched for unpublished articles in conference
proceedings from renowned conferences, such as AOM, EURAM, ACM, and IEEE,
and contacted the authors to prevent publication bias and to gain further valuable

! We thank the anonymous reviewer for this valuable recommendation.
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Table 2 Overview of search terms, databases, and results

Search string Database Results*

TITLE: (“algorithm* OR algorithmic model* OR data-algorithm*OR algorithmic decision-making OR
algorithmic decision* OR artificial intelligence OR facial expression tool* OR facial expression
processing® OR language processing® OR natural language processing* OR recommender system* OR
search engine®* OR data*OR data set*”)

TOPIC: (“discrimination®* OR discriminat* OR classification®* OR “classification problem*” OR
“classification scheme*” OR “algorithmic discrimination*” OR “algorithmic bias discrimination*”
OR “preventing discrimination*” OR anti-discrimination®* OR non-discrimination* OR gender, age,
sex, sexism, origin OR “difference* among demographic group*” OR ethic* OR “ethical
implication*” OR “data mining discrimination*” OR “unfair treatment*” OR fair* OR unfair* OR
“perceived fairness” OR “algorithmic fairness” OR “fairness word*” OR “fairness speech*” OR
“fairness recommendation*” OR equal* OR equit* OR inequal* OR “equal opportunit*” OR
transparen® OR legal* OR right* OR truth OR impartial* OR correct*OR evaluat* OR judgement* OR
“algorithmic judgement*” OR “human judgement*” OR “mechanical judgement*” OR rank* OR
rate* OR measure* OR valuation* OR bias* OR “algorithmic bias*” OR “national bias*” OR gender-
bias* OR “decision-making bias*” OR “human bias* OR “technical bias*” OR “implicit bias* in
algorithm*” OR “dealing with bias*” OR “pattern distortion*” OR pre-justice* OR tendenc* OR
prone*OR justice” OR adverse impact®) AND TOPIC: (“Human Resource*” OR “Human Resource
Management” OR Management OR “applicant selection*” OR “employee selection*” OR “algorithm-
based HR decision-making” OR “recruitment process* OR “application process*” OR “selection
process*” OR recruitment* OR online-recruitment* OR “personnel decision*”, OR “personnel
selection*” OR “people analytic*” OR “HR analytic*” OR “job advertisement*” OR “online
personalization*””)

DOCUMENT TYPES = (ARTICLE) SSCI 2892
AND . . : . articles
psychology, psychology experimental, psychology
LANGUAGES = (ENGLISH) multidisciplinary science, ethics, law, psychology
applied, operations research management science,
computer science artificial intelligence, computer
science interdisciplinary applications, computer
science information systems, management,
business, behavioral science, social sciences
interdisciplinary, sociology, social issues,
humanities interdisciplinary
Scholarly (Peer Reviewed) Journals, EBSCO Business Source Premier 244
Academic Journal, Article English articles

Results show the gross hits per search string and database for scholarly articles

®Robustness check

insights (Siddaway et al. 2019; Lipsey and Wilson 2001; Ferguson and Brannick
2012). In April 2020, this search approach resulted in 3207 articles.

3.2 Screening, eligibility process, and inclusion process

Following this initial identification, we manually screened each article (title and
abstract) to evaluate whether its content was fundamental relevant to impact bias,
discrimination, or fairness of algorithmic decision-making in HRM, especially in
recruitment, selection, development, and training in particular. The process of
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relevance screening resulted in 102 articles that were deemed to be substantially
relevant.

Second, we conducted the eligibility stage by reading the full text and shifting
from sensitivity to specificity. Studies eligible for our review (1) had to be
consistent with our definition of algorithmic decision-making as well as with our
definitions of fairness, bias, or discrimination (2), and the content had to refer to
HRM (3). The list of studies that we excluded at the eligibility stage is available
upon request. The two authors independently checked each paper to increase the
reliability of the research results. We applied this structured approach to ensure a
high level of objectivity.

Afterward, the actual review started, and we synthesized and assessed our
findings. We analyzed the material abductively following a set of predefined
categories without, however, relying on preexisting codes to extract all relevant
information. Analytic categories were, for example, “research design,” “field of the
journal,” “research geography,” or “year of publication,” and “key findings.”
Again, the authors filled these categories with their inductively generated codes.

Our systematic review used the Preferred Reporting Items for Systematic
Reviews (PRISMA) recommendations, including assessment of research content as
well as a detailed report of the number of records identified through the search and
the number of studies included and excluded in the review. Figure 1 presents a
PRISMA flow diagram to provide a succinct summary of the process (Siddaway
et al. 2019; Moher et al. 2009).

3.3 Robustness check

We implemented a robustness check to offer a reliable and coherent picture of the
discrimination potential and fairness when using algorithmic decision-making in
HR recruitment and HR development. With the robustness check, we want to ensure
that all relevant articles were included in the literature review. We conducted the
robustness check 3 months after the actual search process with two additional
keywords, namely: “justice” and “adverse impact” (see Table 2). The search in the
database SSCI resulted in 632 articles and the EBSCO search in 690 articles. We
manually screened each article (title and abstract) to assess whether the content was
essentially relevant to bias, discrimination, or the fairness of algorithmic decision-
making in HRM, especially recruitment, selection, training, and development. The
majority of articles dealt with the fairness of algorithmic decision-making, but had
no reference to HR. After manually screening each article, the process of relevance
screening resulted in eight articles for the eligibility stage. We found that no further
articles can be included in the literature review by reading the full text. Since out of
these eight articles, three articles were already included in the literature review (Lee
2018; Tambe et al. 2019; Yarger et al. 2019), two articles were excluded in the
eligibility stage of the initial search process (Hoffmann 2019; Sumser 2017) (no
reference to HRM and comment), and the remaining three articles neither discussed
fairness nor the HR recruitment and/or HR development context (Varghese et al.
1988; Horton 2017; Gil-Lafuente and Oh 2012). The robustness check verified that
the literature review offers a reliable and transparent picture of the current literature
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Fig. 1 PRISMA flow diagram illustrating the process. “Topic did not fit, mostly no HR and/or fairness,
no obvious discrimination context, hMostly no HR and/or fairness, no discrimination context after
reading the full text or not meeting the inclusion criteria

regarding the discrimination potential and fairness when using algorithmic decision-
making in HR recruitment and HR development.

3.4 Limitations of the research process

This approach is not without limitations. First, the reliance on two databases might
be regarded as a limitation; however, the approach of selecting two broad and
common databases contributed to the validity and replicability of our findings due to
the extensive coverage of high-impact, peer-reviewed journals in these databases
(Podsakoft et al. 2005). Second, our review focused on two essential HR functions
that have severe consequences for individuals and society concerning ethics, namely
HR recruitment and HR development. We did not consider other areas of HRM,
since the focus of other HR functions is mainly the automation process (e.g., pay or
another administrative task). Thus, the situation is different in HR recruitment and
HR development, because societal decisions are made, which have crucial
consequences for the individual applicants and employees, such as job offer or
promotion opportunities. Especially when it comes to decisions about individuals
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and their potential, objective and perceived fairness is paramount (Otting and Maier
2018; Lee 2018).

Moreover, only articles written in the English-language were part of the literature
review. Even though this procedure is accepted practice and there is some evidence
that including only English articles does not bias the results, it should be noted that
non-English articles were not included because English is the dominant language in
research (Morrison et al. 2012).

4 Descriptive results

The following section shows the current research landscape. We summarize the
main characteristics of the identified articles in Table 3 and present the main
findings in Table 4. This table reports the name of authors, year of publication, the
main focus of the study (i.e., focus on bias, discrimination, fairness, or perceived
fairness), applied method, the field of research, algorithmic decision-making
system, HR context (i.e., recruitment- distinguished between recruitment and
selection- or development), and the key findings. We analyze the main focus and the
key findings of the studies in the following sections. The table is sorted by the focus
of the article and whether it is on bias as a trigger for unfairness and discrimination
or specifically on fairness and discrimination.

Figure 2 illustrates the distribution of publications over time and the research
methods used. The first identified article in our sample of literature was published in
2014. From 2014 to 2016, only a few articles are published per year. From 2017,
interest in algorithmic decision-making and discrimination increased notably. As
shown in Fig. 2, there was enormous interest in the topic in 2019.

From a methodological perspective, another noteworthy result of this systematic
review is the predominance of non-empirical evidence, as Table 3 and Fig. 2 show
that the large majority of articles are non-empirical (i.e., conceptual paper, reviews,
and case studies). A reason for this is that scientific investigation of discrimination
by algorithmic decision-making represents a relatively new topic. However, the
number of quantitative papers increased from 2018. Most of the studies focused on
bias, discrimination, and objective fairness, while 12 studies examined perceived
fairness perceptions of applicants and employees (see Table 1). Furthermore, the
majority of studies are located in the area of recruitment and selection, whereby
these studies mostly focus on selection. Twelve studies are located in the area of HR
development. The majority of studies provided either no geographical specification
or were conducted in the USA (see Table 3).

Thirteen articles originate from management, and fourteen articles originate
from computer science, four articles originate from law, two from psychology, two
from information systems, and one from the behavioral sciences. This distribution
illustrates that the field does not have a core in business and management research
and is rather interdisciplinary. Nevertheless, the majority of articles originating from
management were published in high-ranked journals, such as Journal of Business
Ethics, Human Resource Management Review, Management Science, Academy of
Management Annals, and Journal of Management. The majority of these studies
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Table 4 Types of Al application, bias, research gaps, and research implications

HR recruitment

Recruitment

Selection

HR development

HR tools

Al tools

Bias
Perceived
fairness

Research
implications

Exemplary
research
questions

Search engines

Recommender
systems

Collaborative filtering

Yes
No

Need for empirical-
quantitative studies

Research about the
perceived fairness

How fair do
applicants perceive
search engines and
recommender
systems?

Analysis of CV, résumé, and
references

Gamification

Algorithmic video- and
telephone analysis

Text mining, NLP, FEP

Yes
Yes

Research on Al in several
steps of the selection
process

Research on AI as decision
support

How can established selection
techniques be transformed
into algorithmic
measurements?

To what extent can
algorithmic de-bias
strategies be applied?

Which type of algorithmic
decision tool do applicants
prefer?

Does more information about
the algorithmic decision-
making process influences
the fairness perception of
the applicants?

How do candidates react when
Al is interfered in several
selection process steps?

What is the reaction if the
algorithm only supports the
process, but the final
decision remains human?

What is the difference in
reliability and validity
between Al decision-makers
and human raters?

Data profiling
Evaluation
Interviews

Recommender systems

NLP, FEP, data mining,
collaborative filtering,
classification

Yes
Yes

Need for empirical-
quantitative studies

Research on the perceived
fairness

To what extent can
algorithmic de-bias
strategies be applied?

What are ways to avoid bias?

How fair do employees
consider algorithmic
decision-making?

What measures can be taken
to ensure that employees
perceive algorithmic
decision-making as fair?

CV curriculum vitae, FEP facial expression processing, NLP natural language processing, ML machine

learning
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2014 2015 2016 2017 2018 2019 2020

non-empirical empirical-qualitative empirical-quantitative

Fig. 2 Distribution of publications over time and research methods. Data on 2020 research articles are
based on our database search until April 2020

were published in 2019, which stresses the importance of fairness and discrimi-
nation as a recent topic in the management and HRM literature.

Our results suggest there is still room for academic researchers to complement
the literature and discussion on algorithmic decision-making and fairness. In the
following, we introduce some algorithmic decision tools used in HR recruitment and
HR development and their potential for discrimination.

5 Types of algorithmic decisions and applications in HR
5.1 HR recruitment

In the following, we present some examples of algorithmic decision-making
applications in HR recruitment and their fairness. We distinguish between
recruitment (i.e., finding a candidate) and selection (i.e., selecting among these
candidates), which is considered as part of the recruitment process, because, in these
two different stages, companies use different algorithmic decision tools.

Firms increasingly rely on social media platforms and digital services, such as
Facebook, Instagram, LinkedIn, Xing, Monster, and CareerBuilder, to advertise job
vacancies and to find well-fitting candidates (Burke et al. 2018; Chen et al. 2018).
These digital services are called recommender systems and search engines and use
algorithmic decision-making tools to recommend suitable candidates to recruiters
and suitable employers to candidates (Chen et al. 2018). To propose individual
recommendations, recommender systems take advantage of different information
sources. Based on users’ descriptions, prior choices, and the behavior of other
similar users, the recommender system proposes ads aiming to match recommen-
dations and user preferences (Burke et al. 2018; Simbeck 2019). However, it is a

@ Springer



Business Research (2020) 13:795-848 831

multifaceted concept, not only the users (here: job seekers) need to be considered,
but also stakeholders (Burke et al. 2018). Hiring platforms, such as Xing and
LinkedIn, already implement predictive analytics. Their algorithms go through
thousands of job profiles to find the most eligible candidate for a specific job and
recommend this candidate to the recruiter (Carey and Smith 2016). Firms also
examine data about job seekers, analyze them based on past hiring decisions, and
then recommend only the applications that are a potential match (Kim 2016).
Consequently, firms can more precisely target potential candidates. These predic-
tions based on past decisions can unintentionally lead to companies using job
advertisements that strengthen gender and racial stereotypes, because if, for
example, in the past, more males were selected for high position jobs, the
advertisement is consequently shown to more males (historical bias). Thus, tension
exists between the goals of fairness and those of personalization (Burke et al. 2018).

In a non-empirical paper analyzing predictive tools in USA, Bogen (2019) gives
a prime example of algorithmic discrimination against other genders by demon-
strating that algorithms extrapolate based on patterns of the provided data. Thus, if
recruiters contacted males more frequently than females, the recommendation will
be to show job ads more often to males. An explanation could be that males are
more likely to click on high-paying job ads, and consequently, the algorithm learns
from this behavior (Burke et al. 2018).

Another example showed that targeted ads on Facebook were predominately
shown to females (85%), while jobs advertised by taxi companies were shown
mainly to males (Bogen 2019). In their field test of how an algorithm delivered ads
promoting job opportunities in the STEM fields, Lambrecht and Tucker (2019)
found in an empirical-quantitative field test among 191 countries that online job
advertisements in the science, technology, engineering, and math sector were more
likely shown to males than females. This gender bias in the delivery of job ads
occurs, because even if the job advertisement should be delivered explicitly gender
neutral, an algorithm that optimizes cost-effectiveness in ad delivery would deliver
ads discriminatorily due to crowding out (Lambrecht and Tucker 2019).

Platforms, such as Google, LinkedIn, and Facebook, offer advertisers the
possibility to target viewers based on sensitive attributes to exclude some job
seekers depending on their attributes (Kim and Scott 2018). For instance, Facebook
let firms choose among over 100 well-defined attributes (Ali et al. 2019). In this
case, humans interact and determine the output strategically (intentional discrim-
ination). For example, through their selection of personal traits, older potential
candidates are excluded from seeing the job advertisement. Companies make use of
targeted ads to attract job seekers who are most likely to have relevant skills, while
recommender systems can reject a large proportion of applicants (Kim and Scott
2018). Even if companies chose their viewers by relying on attributes that appear to
be neutral, these attributes can be closely related to protected traits, such as
ethnicity, and could allow biased targeting. Often, bias in recommender systems can
occur unintentionally and rely on attributes that are not obvious (Kim and Scott
2018). Kim and Scott (2018) analyzed in an empirical-qualitative paper that due to
spillover effects, it is more costly to serve ads to young females, because women on
Facebook are known to be more likely to click on ads (Kim and Scott 2018). Hence,
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algorithms that optimize cost efficiency may deliver ads more often to males,
because they are less expensive than females (Kim and Scott 2018). In summary,
these three studies based on non-empirical, empirical-qualitative, and empirical-
quantitative evidence show that historical biases and biases caused by cost-
effectiveness reasons occur in HR recruitment and selection.

With the help of search engines, recruiters proactively search for candidates who
use employment services on keywords and filters (Chen et al. 2018). The algorithm
rates applicants; consequently, the recruiter sees and more likely clicks on those at
the top. These rankings often take demographic features (e.g., name, age, country,
and education level) into account, and this can yield a disadvantage for some
candidates (Bozdag 2013; Chen et al. 2018). Other features are, for example, the
locations, previous search keywords, and the recent contacts in a user’s social
network. These service sites do now allow recruiters to filter search results by
demographics (e.g., gender, age, and ethnicity). Nonetheless, these variables exist
indirectly in other variables, such as years of experience as an indicator of age
(Chen et al. 2018). With the help of statistical tests and data on 855,000 USA job
candidates (search results for 35 job titles across 20 USA cities), Chen et al. (2018)
revealed in an empirical-qualitative single case study and review that the search
engines provided by Indeed, Monster, and CareerBuilder discriminate against
female candidates to a lesser extent.

5.2 HR selection

Striving for more efficiency due to time and cost pressures and limited resources by
simultaneously managing a large number of applications are among the main
reasons for the increasing use of algorithmic decision-making in the selection
context (Leicht-Deobald et al. 2019). Organizations are increasingly using
algorithmic decision tools, such as CV and résumé screening, telephone, or video
interviews, providing an algorithmic evaluation (Lee and Baykal 2017; Mann and
O’Neil 2016) before conducting face-to-face interviews (Chamorro-Premuzic et al.
2016; van Esch et al. 2019).

One possibility for using algorithmic decision-making in selection is the analysis
of the CV and résumé, with candidates entering their CVs or job preferences online,
and this information is subject to algorithmic analysis (Savage and Bales 2017).
Yarger et al. (2019) conceptually analyzed the fairness of talent acquisition software
in the USA and its potential to promote fairness in the selection process for
underrepresented IT professionals. The authors argue that it is necessary to audit
algorithms, because they are not neutral. One prominent example is the CV
screening tool of Amazon, which was trained on biased historical data that led to a
preference for male candidates based on the fact that, in the past, Amazon hired
more often males as software engineers as females and the algorithm has been
trained based on these data (historical bias) (Dastin 2018). Yarger et al. (2019)
suggest removing sources of human bias such as gender, race, ethnicity, religion,
sexual orientation, age, and information that can indicate membership in a protected
class. Text mining is often the foundation for the screening of CVs and résumés, an
approach to characterize and transform text using the words themselves as the unit
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of analysis (e.g., the presence or absence of a specific word of interest) (Dreisbach
et al. 2019).

Besides words, also certain criteria, such as gender and age, play an important
role when the training of the algorithm is based on data which has exhibited a
preference for males, females, or younger people in the past. Thus, the algorithm
eliminates highly qualified candidates who do not present selected keywords or
phrases or who are of a specific age or gender (Savage and Bales 2017). Applicating
machine learning and statistical test in an empirical-quantitative setting, Sajjadiani
et al. (2019) suggest analyzing and developing interpretable measures that are
integrated with a substantial body of knowledge already present in the field of
selection and established selection techniques rather than relying on the unique
word application. One example is to pair job titles with job analysts’ rankings of
task requirements in O*NET to have more valid predictions.

Qualifications that cannot be observed through analyzing the résumé can be
analyzed by means of gamification. Here, applicants take quizzes or play games,
which allow an assessment of their qualities, work ethic, problem-solving skills, and
motivation. Savage and Bales (2017) argue in a non-empirical conceptual paper that
video games in initial hiring stages permit a non-discriminatory evaluation of all
candidates, because it eliminates the human bias, and only the performance in the
game counts.

Another application of algorithmic evaluation and widely used by companies is
video and telephone analyses (Lee and Baykal 2017). Candidates answer several
questions via video (HireVue OnDemand 2019) or telephone (Precire 2020;
8andAbove 2020), and their responses are analyzed algorithmically (Guchait et al.
2014). With the help of sensor devices, such as cameras and microphones, human
verbal and nonverbal behavior is captured and analyzed by an algorithm (Langer
et al. 2019). Al tools for identifying and managing these spoken texts and facial
expressions are natural language processing (NLP) and facial expression processing
(FEP). “[...] NLP is a collection of syntactic and/or semantic rule- or statistical-
based processing algorithms that can be used to parse, segment, extract, or analyze
text data” (Dreisbach et al. 2019, p. 2). Word counts, topic modeling, and prosodic
information, such as pitch intention and pauses, will be extracted by an algorithm,
resulting in the applicant’s personality profile, e.g., Big Five. FEP analyzes facial
expressions, such as smiles, head gestures, and facial tracking points (Naim et al.
2016).

During the asynchronous video interview, applicants record their answers to
specific questions and upload them to a platform. In the case of telephone
interviews, the applicant speaks with a virtual agent (Precire 2020). Companies
make use of ML algorithms to predict which candidate is best suited for a specific
job. For example, HireVue provides a video-based assessment method that uses
NLP and FEP to assess candidates’ stress tolerance, their ability to work in teams, or
their willingness to learn. As a result of technological advances, it is now possible to
create a complete personal profile. Based on a case study, Raghavan et al. (2020)
analyzed the claims and practices of companies offering algorithms for employment
assessment and found that the vendors, in general, do not particularly reveal much
about their practices; thus, there is a lack of transparency in this area.
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Turning the perspective from the employer to the candidates, especially the
perceived fairness of the candidates, plays an essential role in recruitment outcomes
(Gilliland 1993). Using a between-subject online experiment, Lee (2018) discovered
that people perceive human decisions to be fairer than algorithmic decisions in
hiring tasks. People think that the algorithm lacks the ability to discern
suitable applicants, because the algorithm makes judgments based on keywords
and does not take qualities that are hard to quantify into account. Participants do not
trust the algorithm, because it lacks human judgment and human intuition.
Contrasting findings are found in Suen et al.’s (2019) empirical-quantitative study
comparing synchronous videos to asynchronous videos analyzed by means of an Al,
they conclude that the videos analyzed by means of an AI did not negatively
influence perceived fairness in their Chinese sample.

Unlike the other studies, in an online experiment, Kaibel et al. (2019) recently
analyzed the perceived fairness of two different algorithmic decision tools, namely
initial screening and digital interviews. Results show that algorithmic decision-
making negatively affects personableness and the opportunity to perform during the
selection process, but it does not affect the perceived consistency. These
relationships are moderated by personal uniqueness and experienced discrimination.

5.3 HR development

Research on fairness of algorithmic decision-making and HR development is still in
its infancy, since most existing studies focus on the fairness of the recruitment
process.

Companies increasingly rely on algorithmic decision-making to quantify and
monitor their employees (Leicht-Deobald et al. 2019). Personal records and internal
performance evaluation are documented in firm systems. Identifying knowledge and
skills is a major aim of algorithmic decision-making in HR development (Simbeck
2019). Other goals are workforce forecasts (retention, leaves) and comprehension of
employee’s satisfaction indicators (Simbeck 2019; Silverman and Waller 2015).
Typical data stored in HR information systems include information about the
employees hired, the employee’s pay and benefits, hours worked, and sometimes
various performance-related measures (Leicht-Deobald et al. 2019). Personal data,
such as the number and age of children, marital status, and health information, are
often available for the HR function (Simbeck 2019). Companies that offer employee
engagement analytics, performance measurement, and benchmarking include, for
example, IBM (Watson Talent Insights), SAP (Success Factors People Analytics),
and Microsoft (Office 365 Workplace Analytics). These algorithmic decision tools
offer opportunities to organize the employee’s performance more effectively, but
they also associated with certain risks. Since HR development is about assessing and
improving the performance of the employees by applying algorithmic decision-
making, there are several overlaps with HR recruitment. While HR recruitment
focuses on predicting the performance of candidates, HR development focuses on
developing existing employees and talents. Nevertheless, the tools used are quite
similar.
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One of the methods that is used is data profiling, which is a special use of data
management. It aims to discover the meaningful features of data sets. The company
is provided with a broad picture of the data structure, content, and relationships
(Persson 2016). One company, for example, observed that the distance between the
workplace and home is a strong predictor of job tenure. If a hiring algorithm relied
on this aspect, discrimination based on residence occurs (Kim 2016). Additionally,
NLP is also used in the HR development. To identify skills and to support career
paths, some companies conduct interviews with their employees to create a
psychological profile (e.g., personality or cognitive ability) (Chamorro-Premuzic
et al. 2016).

Another approach is evaluation. For example, Rosenblat and Stark (2016)
examined in a case study the evaluation platform of the American passenger
transport mediation service company Uber and found that discrimination exists in
the evaluation of drivers. Uber tracks employees’ GPS positions and has
acceleration sensors integrated into the driver’s version of the Uber app to detect
heavy braking and speeding (Prassl 2018). Females are paid less than males,
because they drive slower. Consequently, the algorithm calculates a lower salary
due to slower driving for the same route.

To evaluate and promote employees, organizations increasingly rely on
recommender systems. For example, IBM offers IBM Watson Career Coach,
which is a career management solution that advises employees about online and
offline training based on their current job and previous jobs within the company and
based on the experiences of similar employees (IBM 2020). The pitfalls with respect
to recommender systems, as mentioned earlier, also apply in the development.

Regarding the perceived fairness, in an empirical-quantitative online experiment
Lee (2018) analyzed the fairness perception of managerial decisions (using a
customer service call center that uses NLP to evaluate the performance), whereby
the decision-maker was manipulated. Performance evaluations carried out by an
algorithm are less likely to be perceived as fair and trustworthy, and at the same
time, they evoke more negative feelings than human decisions.

6 Discussion

This paper aimed at raising awareness of the potential problems regarding
discrimination, bias, and unfairness of algorithmic decision-making in two
important HR functions dealing with an assessment of individuals, their potential,
and their fit to the organization. While previous research highlighted the
organizational advantages of algorithmic decision-making, including cost savings
and increased efficiency, the possible downsides in terms of biases, discrimination,
and perceived unfairness have found little attention in HRM, although these issues
are well known in other research areas. By linking these research areas with HR
recruitment and HR development and identifying important research gaps, we offer
fruitful directions for future research by highlighting areas where more empirical
evidence is needed. Consequently, a major finding that emerges from our literature

@ Springer



836 Business Research (2020) 13:795-848

review is the need for more quantitative research on the potential pitfalls of
algorithmic decision-making in the field of HRM.

Companies implement algorithmic decision-making to avoid or even overcome
human biases. However, our systematic literature review shows that algorithmic
decision-making is not a panacea for eliminating biases. Algorithms are vulnerable
to biases in terms of gender, ethnicity, sexual orientation, or other characteristics if
the algorithm builds upon inaccurate, biased, or unrepresentative input and training
data (Kim 2016). Algorithms replicate biases if the input data are already biased.
Consequently, there is a need for transparency; employees and candidates should
have the possibility to understand what happens within the process (Lepri et al.
2018).

Moreover, organizations need to consider the perceived fairness of employees
and applicants when using algorithmic decision-making in HR recruitment and HR
development. For companies, it is difficult to satisfy both computational fairness
from the computer science, which is defined by rules and formulas, and perceived
fairness from the management literature that is subjectively felt by potential and
current employees. To fulfill procedural justice and distributive justice, it is
important for organizations to reduce or avoid all types of biases and to achieve
subjective fairness, such as individual fairness, group fairness (Dwork et al. 2012),
and equal opportunity (Hardt et al. 2016). Companies need to continuously enhance
the perceived fairness of their HR recruitment and selection and HR training and
development process to avoid adverse impacts on the organization, such as
diminishing employer attractiveness, employer image, task performance, motiva-
tion, and satisfaction with the processes (Cropanzano et al. 2007; Cohen-Charash
and Spector 2001; Gilliland 1993).

With regard to fairness perceptions, it appears to be beneficial that humans make
the final decision if the decision is about the potential of employees or career
development (Lee 2018). At first glance, this partially contradicts previous findings
that the automated evaluation seems to be more valid, since human raters may
evaluate candidates inconsistently or without proper evidence (Kuncel et al. 2013;
Woods et al. 2020). However, while people accept that an algorithmic system
performs mechanical tasks (e.g., work scheduling), human tasks (e.g., hiring, work
evaluation) should be performed by humans (Lee 2018). Reasons for the lower
acceptance of algorithms in judging people and their potential are multifaceted. The
usage of this new technology in HRM, combined with a lack of knowledge and
transparency about how the algorithms work, increases emotional creepiness (e.g.,
Langer et al. 2019; Langer and Konig 2018) and decreases interpersonal treatment
and social interactions (e.g., Lee 2018) as well as fairness perceptions and the
opportunity to perform (e.g., Kaibel et al. 2019). To overcome these adverse
impacts of algorithmic decision-making in HRM, companies need to promote their
usage of algorithms (van Esch et al. 2019) and make the processes more transparent
of how algorithms are supporting the decisions of humans (Tambe et al. 2019). This
might help to create HR systems in recruitment and career development that are
both valid and perceived as fair. Nevertheless, a fruitful research avenue could be to
examine how companies should communicate or promote their usage of algorithms
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and whether employees and applicants accept a certain degree of algorithmic aid in
human decision-making.

In summary, companies should not solely rely on the information provided by
algorithms or even implement automatic decision-making without any control or
auditing by humans. While some biases might be more apparent, implicit
discrimination of less apparent personal characteristics might be more problematic,
because such implicit biases are more difficult to detect. In the following, we outline
theoretical and practical implications as well as future research directions.

6.1 Theoretical implications and future research directions

This review reveals that current knowledge on the possible pitfalls of algorithmic
decision-making in HRM is still in an early stage, although we recently identified
increased attention to fairness and discrimination. Thus, the question arises about
what the most important future research priorities are (see Table 4 for exemplary
research questions). The majority of studies which we found concerning fairness
and discrimination were non-empirical. One reason for the paucity of empirical
research could be that algorithmic decision-making is a recent phenomenon in the
field of HR recruitment and HR development, which has not yet received much
attention from management scholars. Consequently, there is a need for more
sophisticated, theoretically, quantitative studies, especially in HR recruitment and
HR development, but also in HR selection. In this regard, a closer look reveals that
the majority of current research focuses on HR selection. However, also for HR
selection, only one or two studies per tool addressed fairness or perceived fairness.
In contrast, fairness perceptions and biases in HR recruitment and HR development
receive little attention (see Table 3).

The discussion on what leads to discrimination and its avoidance seems to be a
fruitful research avenue. Notably, the different types of algorithmic bias (see
Sect. 2.2) that can lead to (implicit) discrimination and unfairness need to be
considered separately. The existing studies mainly discuss bias, unfairness, and
discrimination in general, but rarely delve into detail by studying what kind of bias
occurred (e.g., historical bias or technical bias). Similarly, several studies
distinguished between mathematical fairness and perceived fairness, but did not
take a closer look at individual fairness, group fairness, or equal opportunity (see
Sect. 2.3).

Another prospective research area focuses on the difference in reliability and
validity between Al decision-makers and human raters (Suen et al. 2019). Many
studies found that an algorithm could be discriminatory, but the question remains
whether algorithms are fairer than humans are. However, this is important to address
to achieve the fairest possible decision-making process.

Another research avenue for new tools in HR recruitment and HR development
focuses on the individuals’ perspective and acceptance of algorithmic decision-
making. Only a few studies have examined the subjective fairness perceptions of
algorithmic decision-making in the HRM context. Thus, the way employees and
applicants perceive decisions made by an algorithm instead of humans is not fully
exploited (Lee 2018). In HR selection, a few studies have analyzed the perceived
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fairness. However, our systematic review underlines the recent calls by Hiemstra
et al. (2019) and Langer et al. (2018) for additional research to fully understand the
emotions and reactions of candidates and talented employees when using
algorithmic decision-making in HR recruitment or HR development processes.
Emotions and reactions can have important negative consequences for organiza-
tions, such as withdrawal from the application process or job turnover (Anderson
2003; Ryan and Ployhart 2000). In general, knowledge about applicants’ reactions
when using algorithmic decision-making is still limited (van Esch et al. 2019).
Previous studies analyzed a single algorithmic decision tool [see Kaibel et al. (2019)
for a recent exception]. Consequently, there is a need to examine applicants’
acceptance of algorithmic decision-making within the steps of the recruitment and
selection process (e.g., media content and recruitment tools on the employer’s
webpage, recommender systems in social media, screening and preselection,
telephone interview, and video interview).

Although there is some evidence that candidates react negatively to a decision
made by an algorithm (i.e., Kaibel et al. 2019; Otting and Maier 2018; Lee 2018),
more research is needed on individuals’ acceptance of algorithms if algorithms
support the decisions by humans. Moreover, additional insights are needed into
whether transparency and more information about the algorithmic decision-making
process positively influences the fairness perception (Hiemstra et al. 2019). Finally,
while we found many studies examining the fairness perception of applicants (i.e.,
potential employees), the perspective of current employees on algorithmic decision-
making is still neglected in HRM research. Besides the threat of job loss due to
digitalization and automation, the question of how algorithms might help to assess,
promote, and retain qualified and talented employees remains important and will
become more important in the next decade. Thus, fairness and biases perceived by
current employees offer yet another fruitful research avenue in HR development.

6.2 Practical implications

Given that in many companies, the HR function has the main responsibility for
current and potential employees, our literature review shows that HR managers need
to be careful about implementing algorithmic decision-making, respecting privacy
and fairness concerns, and monitoring and auditing the algorithms that are used
(Simbeck 2019). This is accompanied by an obligation to inform employees and
applicants about the usage of the data and the potential consequences, for example,
forecasting career opportunities. Since the implementation of algorithmic decision-
making in HRM is a social process, employees should actively participate in this
process (Leicht-Deobald et al. 2019; Friedman et al. 2013; Tambe et al. 2019).
Moreover, applicants and employees must have the opportunity to not agree with
the proceedings (Simbeck 2019). A first step would be to implement company
guidelines for the execution and auditing of algorithmic decision-making and
transparent communication about data usage (Simbeck 2019; Cheng and Hackett
2019).

If companies implement an algorithm, the responsibility, accountability, and
transparency need to be clarified in advance. Members of the company need to have
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sufficient expertise and a sophisticated understanding of the tools to meet the
challenges that the implementation of algorithmic decision-making might face
(Barocas and Selbst 2016; Cheng and Hackett 2019; Canhoto and Clear 2020).
When using algorithmic decision-making tools, there is an immediate need for
transparency and accountability (Tambe et al. 2019). Concerning transparency, this
means generating an understanding of how the algorithm operates (e.g., how the
algorithm uses data and weighs specific criteria) and disclosing the conditions for
the algorithmic decision. Transparency comes along with interpretability and
explainability; that is, how the algorithm interacts with the specific data and how it
operates in a specific context. Therefore, domain knowledge and knowledge about
the programming are indispensable (see Sect. 2.2). Finally, accountability is the
acceptance of the responsibility for actions and decisions supported or conducted by
algorithms. Companies should clearly define humans responsible for using the
algorithmic decision-making tool (Lepri et al. 2018).

Furthermore, HR practitioners must consider the consequences of algorithmic
decision-making and be aware that there may be a bias in the training data, because
this is often a reflection of existing stereotypes (Mann and O’Neil 2016). As a first
step, the company needs to define fairness standards (Canhoto and Clear 2020),
because algorithms cannot meet all mathematical and social fairness measures
simultaneously. Therefore, the algorithms’ vulnerabilities need to be identified to
correct mistakes and improve the algorithms (Lindebaum et al. 2019). Additionally,
organizations should write down the exact procedure for the sake of transparency.
Companies should also seek to achieve the best quality of input data and continuous
update of the used data (Persson 2016). Companies should avoid biased training
data (avoiding historical bias) or that certain groups or personal characteristics of
interest are underrepresented (avoiding representation bias). Most data sets profit
from the renewal of the data to test if the statistical patterns and relationships are
still accurate. Notably, in the HRM context, the dynamic nature of personal
development needs to be considered, since employees develop and change over time
(Simbeck 2019). Thus, it is important to verify and audit the whole process on a
regular basis (Kim 2016). Companies should implement a data quality control
process to develop quality metrics, collect new data, evaluate data quality, and
remove inaccurate data from the training data set. For example, for CV and résumé
screening, companies could apply blind hiring, which means removing personally
identifiable information on the documents (Yarger et al. 2019; Raghavan et al.
2020).

If the companies use algorithms provided by an external service provider, the
algorithms’ code and training data are not transparent for the companies (Raghavan
et al. 2020; Sanchez-Monedero et al. 2020). Following the company’s standards
mentioned above, HR managers should try to get detailed information about the data
sets, the codes, and the procedures and measures of the service provider to prevent
biases. Furthermore, HR managers should discuss multiple options that can reduce
bias, such as weighing or removing certain indicators that highly correlate with
attributes (Yarger et al. 2019).

Due to the lack of intuition and subjective judgment skills when an algorithm
decides about a human, employees perceive the decision made by an algorithm as
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less fair and trustworthy (Lee 2018). Moreover, pure algorithmic decisions evoke
negative feelings (Lee 2018). An implication to prevent anger among the applicants
or employees is a disclosure of the nature of the decision made by an algorithm
(Cheng and Hackett 2019). A short-term solution to avoid a decrease in the
acceptance could be a balanced approach between algorithmic and human decision-
making, which means that the algorithm makes a suggestion, but a human checks or
even makes the final decision. Hence, algorithmic decision-making seems to be an
indispensable tool for assistance in the decision, but human expertise is still
necessary (Yarger et al. 2019).

Of course, these practical implications are not limited to HR recruitment and HR
development; other HR functions might benefit from these insights, as well. In other
HR functions, employees should be informed and, if possible, involved in the
algorithms or AI’s implementation process. Responsibilities and accountability
should be clarified in advance, privacy should be respected, and the possibility for
employee voice should be acknowledged. Moreover, they should seek adequate
input data and implement data quality checks, which goes along with updating the
data regularly. If an external provider is in charge of programming and providing
the algorithm, the data and the algorithm should be adapted to the company and
should not be adopted without knowing the input data, the conditions for the
algorithmic outcomes, and the potential pitfalls of the algorithms.

7 Conclusion

This paper aimed at reviewing current research on algorithmic decision-making in
the HRM context, highlighting ethical issues related to algorithms, and outlining
implications for future research. The article contributes to a better understanding of
the existent research field and summarizes the existing evidence and future research
avenues in the highly important topic of algorithmic decision-making. Undoubtedly,
the existing studies advanced our understanding of how companies use algorithmic
decision-making in HR recruitment and HR development, when, and why unfairness
or biases occur in algorithmic decision-making. However, our review suggests that
the ongoing debates in computer science on fairness and potential discrimination of
algorithms require more attention in leading management journals. Since organi-
zations increasingly implement algorithmic decision tools to minimize human bias,
save costs, and automate their processes, our review shows that algorithms are not
neutral or free of biases, because a computer has generated a certain decision.
Humans should still play a critical and important role in the good governance of
algorithmic decision-making.
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Appendix

List of employed keywords
Algorithm

— Algorithm*

— “Algorithmic model*”

— “Data-algorithm*”

— “Algorithmic decision-making”, “algorithmic decision*”
— “Artificial intelligence”

— “Facial expression tool*”, “facial expression processing*”
— “Language processing*”, “natural language processing*”
— “Recommender system*”

— “Search engine*”

Discrimination

— Discrimination*

— Discriminat*

— Classification*, “classification problem*”, “classification scheme*”
—  “Algorithmic discrimination*”, “algorithmic bias discrimination®”
— “Preventing discrimination*”

— Anti-discrimination*, non-discrimination*

— Gender, age, sex, sexism, origin

— “Gender-based inequalities”

— “Difference* among demographic group*”

— Ethic*, “ethical implication*”

— “Data mining discrimination*”

— Favoritism, favouritism

—  “Unfair treatment*”
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Fairness

Fair*, unfair*

“Perceived fairness”, “algorithmic fairness”
“Fairness word*”, “fairness speech*”, “fairness recommendation*”
Equal*, equit*, inequal®*, “equal opportunit*”
Transparen™

Legal*, right*

Truth

Impartial*

Correct*

Justice®

Adverse impact®

Evaluation

Evaluat*

Judgement*, “algorithmic judgement*”, “human judgement*”, “mechanical
judgement*”

Rank*

Rate*

Measure*

Valuation*

Bias

Bias*

“Algorithmic bias*”, “national bias*”, gender-bias*, “decision-making bias*”,
“human bias*”, “technical bias*”

“Implicit bias* in algorithm*”

“Dealing with bias*”

“Pattern distortion*”

Pre-justice*

Preconception*

Tendenc*

Prone*

Data mining

Data*
“Data set*”
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HRM

—  “Human Resource*”, “Human Resource Management”

— Management

— “Applicant selection*”, “employee selection®”

— “Algorithm-based HR decision-making”

— “Recruitment process*”, “application process*”, “selection process*”
— Recruitment*, online-recruitment*

— “Personnel decision*”, “personnel selection*”

— “People analytic*”, “HR analytic*”

— “Job advertisement*”

— “Online personalization*”

#Robustness check.
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