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Abstract A key premise underlying most of the economic literature is that rational

decision-makers will choose dominant strategies over dominated alternatives.

However, prior literature in various disciplines including business, psychology, and

economics document a series of phenomena associated with violations of the

dominance principle in decision-making. In this comprehensive review, we discuss

conditions under which people violate the dominance principle in decision-making.

When presenting violations of dominance in empirical and experimental studies, we

differentiate between absolute, statewise, and stochastic (first- and second-order)

violations of dominance. Furthermore, we categorize the literature by the leading

causes for dominance violations: framing, reference points, certainty effects,

bounded rationality, and emotional responses.

Keywords Decision theory � Absolute dominance � Statewise dominance �
First-order stochastic dominance � Second-order stochastic dominance

1 Introduction

The principle of dominance ‘‘is perhaps the most obvious principle of rational

choice’’ and serves as the cornerstone of decision theory.1 If a decision set contains

a dominant strategy, a rational decision-maker should always select the dominant
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strategy over its dominated alternative, since violations of this principle result

in situations in which the decision-maker is ex ante worse off. While dominance is a

generally accepted principle in decision theory, violations thereof have been

documented in various disciplines such as management, economics, finance,

psychology, or health science. Violations of the dominance principle are as old as

the normative principle itself. In the third century AD, Arnobius the Elder, a scholar

from Sicca, argued that Christianity is the dominant alternative in a 2� 2 decision

matrix involving religious choice and the existence of God. If God does not exist,

there is no difference between the alternatives, but if God exists being Christian is

dominant compared to being pagan.2 In the early days of decision-making theory,

scholars assumed that human choice always follows descriptive norms. According

to this view, violations of dominance are random errors that need no further

consideration. Eventually, scholars acknowledged that simple expected value

maximization is not appropriate to capture rational decision-making, for instance as

the utility of money is non-linear.3 Adding structure to this phenomenon, terms such

as risk-aversion were introduced followed by a systematic analysis of stochastic

dominance in the modern economics and finance literature.4

Observed violations of dominance in empirical and experimental research have

been key to the evolution of decision theory. For instance, they led to the realization

that preferences influence decision-making that were subsequently incorporated into

early decision theory frameworks. Various decision paradoxes such as of Allais,

Ellsberg, and St. Petersburg paved the way for further amendments by showing that

rational choice is not always in line with the premises of expected as well as

subjective utility theory.5 In an iterative process, more comprehensive decision

theories such as the rank-dependent expected utility, prospect and cumulative

prospect theory were developed to account for successively emerging decision

paradoxes.

Our paper reviews recent empirical and experimental literature with respect to

violations of dominance in decision theory. We identify the most common causes

for violations of dominance, namely framing, reference points, certainty effects,

bounded rationality, emotional responses, the ‘‘less-is-more’’ effect, and the ‘‘peak-

end’’ rule. In accordance with those common causes, we group the reviewed studies

into separate sections. We document that framing, i.e., the description and

presentation of a decision problem, strongly influences the decision-maker’s

choices. Both, the way outcomes are described and the way alternatives are

presented, can influence a decision-maker into choosing a dominated alternative.

Furthermore, reference points, a form of prior expectations every decision-maker

2 See Covello and Mumpower (1985).
3 Daniel Bernoulli theorized that the utility of money is non-linear in 1738. See e.g., Wakker (1993) or

Birnbaum (2001).
4 For decision-making under uncertainty, the stochastic dominance principle can be traced back to the

work of Jakob I. Bernoulli published in 1713. For an exhaustive research bibliography regarding

decisions under uncertainty and stochastic dominance in finance, economics, mathematics, operations

research and statistics up until 1982, see Bawa (1982).
5 For instance, in the St. Petersburg paradox, decision-makers prefer small but certain money over a

gamble with infinite expected value. See e.g., Birnbaum (1998).
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has when confronted with a decision problem, influence the evaluation of outcomes

and ultimately choice itself. In other words, the decision-maker considers some

salient value as neutral and compares the outcomes of all alternatives with this

reference point. Another source for violations is the human tendency of decision-

makers to overweigh the value of certainty. We document various situations in

which decision-makers are willing to pick dominated alternatives to avoid

randomness. Furthermore, we document that bounded rationality plays an important

role in human decision-making. When the decision-maker is unable to comprehend

all information necessary for a coherent decision, she will resort to shortcuts and

heuristics.6 Similarly, emotions impact decisions by influencing preferences,

triggering ad hoc heuristics or causing attention shifts to catastrophic outcomes.

Dominance violations can broadly be looked at in one of two ways. On the one

hand, decision-makers violate the dominance principle unintentionally whenever the

decision problem is too complex or when the dominance relation is ‘‘masked’’. On

the other hand, decision-makers may choose a dominated alternative intentionally

due to individual preferences or as an emotional response. In the absence of truly

knowing if the dominance principle was ‘‘intentionally’’ violated, researchers resort

to thresholds in excess of which violations are being considered as significant for

decision theory. Interestingly, there is dissent among researchers relative to what

(frequency) constitutes a systematic violation of dominance that can be meaningful

for describing human choice. While authors in some studies regard dominance

violation rates in the low double digit percentage range as worthwhile discussing, in

other studies, authors only report and discuss dominance violation rates which are

well above 50%.7 We are concerned with violations of dominance that are due to

some meaningful phenomenon, and are thus more than statistical noise. If backed by

theory, we believe that any documented deviation from the dominance principle can

be of importance.

To the best of our knowledge, there is no prior literature review specifically

addressing violations of dominance. Closely related is Levy (1992) who provides a

comprehensive review on stochastic dominance with emphasis on developments in

the 1980s, Seidl (2002) who reviews preference reversals, and Yacub et al. (2009)

who list various decision biases that are not in line with expected utility theory.

Our paper proceeds as follows. In Sect. 2, we define the most common forms of

dominance in decision theory. In Sect. 3, we discuss the impact of decision framing

on violations of dominance. In Sect. 4, we document violations of dominance

associated with reference points. We proceed with violations of dominance

associated with certainty in Sect. 5. In Sect. 6, we look at studies that document

violations of dominance associated with bounded rationality of decision-makers.

Subsequently, we discuss studies that document dominance violations as a result of

emotional influences and experiences in Sect. 7. Finally, we contemplate the ‘‘less-

is-more’’ effect and the ‘‘peak-end’’ rule in Sect. 8 before concluding the paper with

6 Throughout the paper, we refer to the decision-maker as she.
7 For example, the violations rates discussed in Starmer (1999) are significantly lower than in Levy

(2008) or Birnbaum (2007).

Business Research (2019) 12:209–239 211

123



some concluding remarks. A table at the end of each section provides an overview

of all discussed studies.

2 Forms of dominance

In this article, we differentiate between four forms of dominance. For convenience,

we briefly define these concepts beginning with absolute dominance followed by

statewise dominance, first-order stochastic dominance, and concluding with second-

order stochastic dominance. We say that alternative a dominates alternative b by

absolute dominance if the worst outcome of alternative a is not lower than the best

outcome of alternative b,

minxa �maxxb; ð1Þ

and the alternatives are not identical.8 Absolute dominance is a rather strong con-

dition, thus violations of absolute dominance in empirical or experimental research

are rather infrequent.9 Absolute dominant alternatives can even be recognized as

dominant by cognitively limited agents as the agent does need to compare the

outcomes for each contingency.10 A weaker condition that depends on the real-

ization of the environment is statewise dominance. Statewise dominance requires

the outcomes of alternative a to be at least as good as the outcomes of alternative

b in all states S ¼ f1; 2; . . .;Ng and strictly better in at least one state s:

8s 2 S : xa;s � xb;s and 9s 2 S : xa;s [ xb;s: ð2Þ

The literature often does not differentiate between absolute and statewise domi-

nance and simply speaks of dominance.11 Occasionally, dominance and terms such

as rationality, monotonicity, and pareto-optimality are used contextually inter-

changeably.12 In the presence of risk and uncertainty, we refer to the term stochastic

dominance to describe the relation between alternatives such that for any outcome,

given a chosen alternative, the probability of a lower outcome, is less than or equal

to all other alternatives.13 In the following, we formally differentiate between first-

order and second-order stochastic dominance.14 An alternative a dominates an

alternative b by first-order stochastic dominance, if for every possible outcome

8 For example, see page 98 in Laux et al. (2014).
9 See Keys and Schwartz (2007).
10 See Li (2017). He discusses the closely related concept of obvious dominance which is used to

describe strategies in games.
11 See for example, Li (2001).
12 Luce and von Winterfeldt (1994) decompose the principle of dominance into outcome and event

monotonicity. Amiel and Cowell (1993) discuss similarities and differences related to the application of

those concepts to economics.
13 See also Birnbaum and Thompson (1996). Early theoretical work in economics on stochastic

dominance can be traced back to Rothschild and Stiglitz (1970).
14 For a discussion of other forms of stochastic dominance see Levy and Levy (2002) and Wakker

(2003).
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level, the probability of achieving that outcome with alternative a is at least as high

as with alternative b, and for at least one outcome level, it is strictly higher:

8x : Pðxa � xÞ�Pðxb � xÞ and 9x : Pðxa � xÞ[Pðxb � xÞ: ð3Þ

This implies that the expected value of the dominant alternative cannot be lower

than the expected value of any other alternative. Furthermore, any first-order

stochastic dominant alternative should be preferred to all other alternatives for all

monotonic utility functions.15 Second-order stochastic dominance requires the

outcome distribution of the dominant alternative a to be less disperse than the

outcome distribution of the dominated alternative b. Formally, we state

8k :
Z k

�1
FaðxÞdx�

Z k

�1
FbðyÞdy and 9k :

Z k

�1
FaðxÞdx\

Z k

�1
FbðyÞdy; ð4Þ

which implies that the dominant alternative a should be preferred to any dominated

alternative b for all concave utility functions.16 To state the obvious, absolute

dominance implies statewise dominance, statewise dominance implies first-order

stochastic dominance which in turn implies second-order stochastic dominance.

3 Framing

Individual decision-making behavior is influenced by habits, personal characteristics,

and cognitive heuristics of the decision-maker.17 Tversky and Kahneman (1981)

describe framing as the ‘‘decision-maker’s conception of the acts, outcomes, and

contingencies associated with a particular choice’’ which, as we will see, can be

influenced to systematically induce violations of dominance.18 The literature broadly

differentiates between consequence-framing and event-framing. Consequence-fram-

ing refers to the way outcomes are portrayed, whereas event-framing refers to how the

alternatives that determine the outcomes are presented.19 As an illustrative example,

consider a gain–loss framing experiment from Tversky and Kahneman (1981).20 The

experiment comprises two subsequent decisions presented together on a single sheet.

First, participants choose between a sure gain of $240 and a lottery with a 25% chance

to gain $1000 and 75% to gain nothing. Subsequently, participants choose between a

sure loss of $750 and a lottery with a 75% to lose $1000 and a 25% chance to lose

nothing. As this pair of concurrent decision problems is presented together, it is

legitimate to interpret the decision problemas picking a pair out of four possible choice

pairs. Interestingly, the most frequently chosen combination, certainty in the first

decision and lottery in the second, is dominated by first-order stochastic dominance by

15 See Hadar and Russell (1969).
16 See Hadar and Russell (1969).
17 See for example, Putnam and Holmer (1999).
18 This paper includes the famous ‘‘Asian Disease Problem’’.
19 See for example, Birnbaum (2006).
20 See the 3rd and 4th problem in Tversky and Kahneman (1981).
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the least frequently chosen combination, lottery in the first and certainty in the

second.21 This special case of framing takes advantage of a cognitive bias according to

which gains and losses are processed differently by decision-makers.22 When the

prospects are presented in a combined form,

option 1 : 25% chance towin $240; and 75% chance to lose $760;

option 2 : 25% chance towin $250; and 75% chance to lose $750;

all individuals are able to detect first-order stochastic dominance. The observed

results are not in line with expected utility theory which requires the decision-maker

to have a portfolio perspective.23 Here, the majority fails to combine the given

choices portrayed as a pair of separate decisions. Violations of dominance that occur

because of a lack of a portfolio perspective are also called isolation effects.

In a similar study, Tversky and Kahneman (1986) ask participants to choose

between two lotteries characterized by the percentage of different colored marbles

and the amount of money the participants can win or lose depending on the color of

a randomly drawn marble.24 The majority (58%) picks the lottery

90%white 6% red 1% green 3% yellow

win $0 win $45 win $30 lose $15;

which is dominated by first-order stochastic dominance by the lottery

90%white 7% red 1% blue 2% yellow

win $0 win $45 lose $10 lose $15:

Again, all respondents reject the dominated alternative when the dominance relation is

presented transparently.25 The technique Tversky and Kahneman (1986) apply to mask

the dominating alternatives is to simply combine states that lead to identical outcomes.

Rabin and Weizsäcker (2009) replicate Tversky and Kahneman (1981) in a real-

stakes laboratory experiment and a survey and find that 28% of all participants

choose dominated alternatives. Higher violation rates are obtained for several

hypothetical large-stakes choices. There is no significant effect of education or age

on the violation rates. The authors attribute the violations of dominance triggered by

framing to narrow-bracketing as defined by Read et al. (1999). Similar to the

isolation effect, narrow-bracketing implies that a decision-maker will choose within

each choice set according to her preferences but will not take into account that the

relevant outcome will be the combined outcome from all of her choices.

Li (2001) conducts several experiments with focus on similarity judgments with

lexical and pictorial stimuli that support Kahneman and Tversky’s argument on non-

21 Out of 150 participants 73% chose certainty in decision 1 and lottery in decision 2 and only 3% chose

lottery in decision 1 and certainty in decision 2.
22 Bosone and Martinez (2017) find that the strength of gain–loss framing for health screening decisions

is mediated by the perceived relevance of the issue and the negativity of the consequences.
23 See Markowitz (1952).
24 See problem 8 in Tversky and Kahneman (1986).
25 See problem 7 in Tversky and Kahneman (1986).
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transparent dominance, observing a higher rate of violations when problems are

presented in an ‘‘ill-matched version’’ which does not allow for direct comparison.26

We point out that the effect of framing varies strongly with respect to the audience that

is addressed. Wang (1996) shows that the degree of first-order stochastic dominance

violation inKahneman and Tversky’s ‘‘AsianDisease Problem’’ depends on the social

group context of participating individuals. It turns out that a significantly higher

number of people choose the dominated alternative, if the problem is presented in a

small group context. The highest violation rates are observed for small family groups.

Large anonymous groups show the lowest violation rates.

Birnbaum (1997) provides a recipe for violations of first-order stochastic

dominance in multi-branch gambles. Consider the following illustrative gamble:

G0 ¼ ð$12; 0:1; $96; 0:9Þ;

with a probability of 0.1 to win $12 and a probability of 0.9 to win $96. Create a

slightly better gamble

Gþ ¼ ð$14; 0:05; $12; 0:05; $96; 0:9Þ

by splitting the lower branch of G0 (0.1 to win $12) and a slightly worse gamble

G� ¼ ð$12; 0:1; $90; 0:05; $96; 0:85Þ

by splitting the higher branch of G� (0.9 to win $96).27 Gþ dominates G0 which in

turn dominates G�.
28 Using variations of this recipe, Birnbaum and Navarrete

(1998) conduct several experiments and find that the majority of participants violate

first-order stochastic dominance by choosing G� over Gþ. In this study, 70% choose

G� ¼ ð$6; 0:05; $91; 0:03; $99; 0:92Þ over Gþ ¼ ð$6; 0:02; $8; 0:03; $99; 0:95Þ.
Birnbaum and Bahra (2007) attribute this result and other comparable dominance

violations observed in previous literature to coalescing instead of event-framing as

described by Tversky and Kahneman (1981). Coalescing is the assumption that

probability consequence branches within a gamble yielding to identical outcomes

can be combined by adding their probabilities without affecting the utility of the

gamble.29 The decision-maker should be indifferent between a three-way gamble of

winning $12 with a probability of 0.1, $12 with a probability of 0.1, and $96 with a

probability of 0.8 and a two-way gamble of winning $12 with a probability of 0.2

and $96 with a probability of 0.8. Coalescing is required by almost all modern

decision theory frameworks.30 By 2006, Birnbaum completed 41 studies with

11,305 participants concluding that violations of stochastic dominance with this

26 Leland (1998) demonstrates that first-order stochastic dominance violations rates are generally

insensitive to the statistical dependence or independence of the presented alternatives but sensitive to the

way the alternatives are described.
27 G� ¼ ð$12; 0:1; $90; 0:05; $96; 0:85Þ denotes a gamble in which the outcomes $12, $90, and $96 occur
with probability 10%, 5%, and 85%, respectively. Subsequently, all gambles are illustrated in this

manner.
28 See Birnbaum and Martin (2003).
29 See Birnbaum (2004a).
30 See Birnbaum (2006).
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recipe is a robust finding.31 Birnbaum argues that coalescing and event-splitting are

powerful tools that can be used to manipulate decision-makers into choosing first-

order stochastic dominated alternatives. Those findings translated into a practical

negotiation setting imply that an option can be made more attractive by splitting

branches leading to the best outcomes and coalescing those leading to the worst.32

Similar to Birnbaum’s experiments, Starmer (1999) experiments with 104

subjects requiring them to respond to 20 questions involving binary lotteries. The

aim of the study is to test if transitivity is part of human choice behavior. Among the

20 questions are the following three lotteries:

A ¼ ð$14; 0:2; $0; 0:8Þ;
B ¼ ð$8; 0:3; $0; 0:7Þ;
C ¼ ð$8; 0:1; $7:75; 0:1; $0; 0:8Þ:

Here, A dominates B and B dominates C by second-order stochastic dominance.

Interestingly, one out of four participants experience difficulties in detecting these

relations implying non-transitive decision behavior. We note that the level of

reported violations is well below violation rates in comparable experimental liter-

ature such as Birnbaum (2007) or Levy (2008). In addition to the relatively low

level of observed dominance violations, we believe that the origin of the dominance

violations in Starmer’s experiments is most likely due to coalescing as Starmer uses

Birnbaum’s recipe described above. Some of the violations may also be due to the

relatively high combinatorial complexity of the decision problems.

Wu and Gonzalez (1999) document a violation of first-order stochastic dominance

in a setting where the probabilities of events remain unchanged but the outcome of the

events differs between the alternatives.33 In their first experiment, respondents are

asked howmuch they arewilling to pay for twopresented alternatives. One alternative,

the ‘‘packed’’ alternative, pays the participants $220 if baseball team T1 or T2 wins the

World Series and $0 if another team wins. The second alternative, the ‘‘unpacked’’

alternative, pays $220 to the participants if teamT1 wins, $200 if teamT2 wins and $0 if

another team wins the World Series. Although the packed alternative dominates the

unpacked alternative by first-order stochastic dominance, participants priced the

unpacked alternative significantly higher than the packed alternative.34 The authors

argue that ‘‘the violation demonstrated relies on the robust effect that unpacking an

event into constituent components increases the judged probability of that event’’.35

31 Among others, see Birnbaum and Navarrete (1998), Birnbaum et al. (1999), Birnbaum (1999),

Birnbaum and Martin (2003), Birnbaum (2004a, b, 2005b, 2006, 2007, 2008), and for multi-branch games

Birnbaum (2005a).
32 See Birnbaum (2007).
33 Wu and Gonzalez (1999) investigate the multi-attribute concept of cumulative dominance. For the

purpose of this paper, we limit our discussion to violations of first-order stochastic dominance.
34 It is proper to speak of first-order stochastic dominance instead of cumulative dominance as we can

assign the (unknown) probability p to the outcome ‘‘win $220’’ in the packed alternative and the

(unknown) probabilities p� q and q to the outcomes ‘‘win $220’’ and ‘‘win $200’’, respectively.
35 While the existence of first-order stochastic dominance violations is undoubted, the causes for such

violations are less obvious. Levy (2008), for instance, argues that violations of first-order stochastic dominance

occur mainly due to the bounded rationality of decision-makers, and thus are an unpredictable phenomenon.
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A situation in which a simple change in the presentation of numbers leads to the

preference of an absolutely dominated alternative is presented by Yamakishi (1997).

In his study, participants rate a disease that kills 1,286 out of 10,000 people as more

dangerous than one that kills 24.14 out of 100 people. Yamakishi repeats the study

for all leading causes of death and obtains comparable numbers. He interprets his

results with the human inability to compare numbers appropriately when being

dragged away by either the complexity of the presentation or sensation created by

the outcome and concludes by pointing out the importance of communication. The

following table provides an overview of all papers discussed in this section.

References Research question Type of violation

Birnbaum

(1997)

How can violations of the monotonicity principle in decision

theory be explained?

Violations of first-order

stochastic dominance

Birnbaum

(1998)

How does the descriptive adequacy of alternative decision-

making theories compare to each other?

Violations of first-order

stochastic dominance

Birnbaum

(1999)

How do results differ between internet and laboratory

experiments when testing selected properties of decision-

making?

Violations of first-order

stochastic dominance

Birnbaum

(2004a)

In how far can the common consequence paradox of Allais be

attributed to violations of restricted branch independence

and coalescing?

Violations of first-order

stochastic dominance

Birnbaum

(2004b)

To what extent can manipulations of probability formats,

branch-splitting, and event-framing lead to paradoxical

results that refute rank-dependent utility and cumulative

prospect theory?

Violations of first-order

stochastic dominance

Birnbaum

(2005a)

Compares the predictive accuracy of five descriptive

decision-making models using a method for producing

stochastic dominance violations that follows Birnbaum

(1997)

Violations of first-order

stochastic dominance

Birnbaum

(2005b)

How do the rank-affected multiplicative weights model, the

transfer of attention model, and cumulative prospect theory

compare with regard to upper/lower distribution

independence and restricted branch independence?

Violations of first-order

stochastic dominance

Birnbaum

(2006)

Does cumulative prospect theory uphold to tests of

coalescing, stochastic dominance, lower and upper

cumulative independence, as well as branch independence?

Violations of first-order

stochastic dominance

Birnbaum

(2007)

Compares cumulative prospect theory, the lower gains

decomposition utility model, subjective utility theory and

the transfer of attention exchange model with regard to

branch-splitting and branch-splitting independence in

Allais paradoxes

Violations of first-order

stochastic dominance

Birnbaum

(2008)

Is the attention exchange model a better description of human

choice than cumulative prospect theory?

Violations of first-order

stochastic dominance
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References Research question Type of violation

Birnbaum and

Bahra (2007)

How do the attention exchange model and cumulative

prospect theory compare when testing for gain–loss

separability and coalescing?

Violations of first-order

stochastic dominance

Birnbaum and

Martin (2003)

In how far is the method for producing violations of

dominance by Birnbaum (1997) generalizable across

people and procedures?

Violations of first-order

stochastic dominance

Birnbaum et al.

(1999)

How well does rank-dependent utility theory uphold to

tests of cumulative independence, interval

independence, stochastic dominance, and transitivity?

Violations of first-order

stochastic dominance

Bosone and

Martinez

(2017)

Why is loss-framing more effective than gain-framing in

the promotion of health screening?

No direct violation of

dominance

Hadar and

Russell (1969)

Discusses properties of first- and second-order stochastic

dominance

No experiments

Leland (1998) Does the statistical dependence of alternatives and event-

framing influence violations of dominance,

independence, and invariance?

Violations of first-order

stochastic dominance

Li (2001) How do lexicographical and pictorial stimuli influence

similarity judgements?

Violations of absolute

and stochastic

dominance

Putnam and

Holmer (1999)

How does framing and reframing influence negotiations? No experiments

Rabin and

Weizsäcker

(2009)

Can narrow-bracketing explain violations of first-order

stochastic dominance as illustrated in Tversky and

Kahneman (1981)?

Violations of first-order

stochastic dominance

Read et al.

(1999)

How does choice bracketing, narrow or broad, influence

choices?

Violations of first-order

stochastic dominance

Starmer (1999) Do choices systematically violate transitivity? Violations of first-order

stochastic dominance

Tversky and

Kahneman

(1981)

How does framing of contingencies and outcomes

influence decision-making?

Violations of first-order

stochastic dominance

Tversky and

Kahneman

(1986)

How do various aspects of choice theory interact with

each other?

Violations of first-order

stochastic dominance

Wang (1996) What is the effect of group size and cultural background

on decision-making?

Violations of first-order

stochastic dominance

Wu and

Gonzalez

(1999)

What is the influence of event-splitting on violations of

dominance in decision theory?

Violations of first-order

stochastic dominance

Yamakishi

(1997)

What is the influence of selected stimuli on decision-

making?

Implicit violations of

absolute dominance
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4 Reference points

Reference points describe outcome payoffs or outcome probabilities that are being

perceived as ex ante neutral. This target return expectation can be regarded as a

special form of an aspiration level or in terms of probabilities also as a credible

Bayesian prior belief. In line with the psychophysical principle of diminishing

sensitivity, reference point effects are strongest close to such reference points and

decrease as one moves away.36 The effect is well documented and accounted for in

modern choice theory frameworks such as Cumulative Prospect Theory.37

For illustrative purposes, consider the following experiments by Payne et al.

(1980). In the first experiment, participants have to pick a gamble for each of the 6

possible alternative pairs (A, B), (A, X), (A, Y), (B, X), (B, Y), and (X, Y) from

the following underlying set of three-outcome gambles,

A ¼ ð$44; 0:5; $0; 0:1;�$55; 0:4Þ;
B ¼ ð$10; 0:3; $0; 0:5;�$15; 0:2Þ;
X ¼ ð$55; 0:4; $0; 0:1;�$44; 0:5Þ;
Y ¼ ð$15; 0:2; $0; 0:5;�$10; 0:3Þ:

Here, the gambles B and Y dominate A and X by second-order stochastic dominance.

In violation of dominance, 37% of the participants pick A over B, 37% A over Y,

40% X over B and 33% X over Y.38 In a second experiment,

Aþ ¼ ð$74; 0:5; $30; 0:1;�$25; 0:4Þ; A� ¼ ð$14; 0:5;�$30; 0:1;�$85; 0:4Þ;
Bþ ¼ ð$40; 0:3; $30; 0:5; $15; 0:2Þ; B� ¼ ð�$20; 0:3;�$30; 0:5;�$45; 0:2Þ;
Xþ ¼ ð$85; 0:4; $30; 0:1;�$14; 0:5Þ;X� ¼ ð$25; 0:4;�$30; 0:1;�$74; 0:5Þ;
Yþ ¼ ð$45; 0:2; $30; 0:5; $20; 0:3Þ; Y� ¼ ð�$15; 0:2;�$10; 0:5;�$40; 0:3Þ;

which is obtained by adding and subtracting $30 to the respective outcomes of the

initial gambles

17% preferAþ over Bþ; 67% prefer A� over B�;
17% prefer Aþ over Yþ; and 67% preferA� over Y�;
23% prefer Xþ over Bþ; 60%prefer X� over B�;
30% prefer Xþ over Yþ; 67% preferX� over Y�:

Here, the minus gambles A and X have only two outcomes below the reference point

zero, whereas B and Y have three negative outcomes. At the same time, the plus

gambles A and X have one negative outcome, whereas B and Y have no negative

outcomes. In this experiment, the violation rates of second-order stochastic domi-

nance are higher than in the initial experiment and increase for more negative

outcomes of the dominating alternatives. Overall, this technique of adding or sub-

tracting constant amounts to choices within pairs of gambles can ‘‘trick’’ individuals

36 See for example, Lopes and Oden (1999).
37 See Kahneman and Tversky (1979), Tversky and Kahneman (1981) and Tversky and Kahneman

(1992).
38 See experiment 1 in Payne et al. (1980).

Business Research (2019) 12:209–239 219

123



into choosing alternatives that are dominated by second-order stochastic dominance.

In a follow-up paper, Payne et al. (1981) provide evidence that violations of second-

order stochastic dominance can be avoided if the utility model includes sufficient

inflection points. Thus, violations of second-order stochastic dominance crucially

depend on the aspiration level concept. Adding structure to this phenomenon, Lopes

and Oden (1999) investigate the influence of such salient values within the cumu-

lative prospect theory framework and the security-potential/aspiration theory

framework. They conduct two reference point experiments (within-subject and

between-subject) designed to cause violations of second-order stochastic domi-

nance. For instance, when comparing choices between a shifted bimodal lottery,

with a low-probability median outcome of $100, two moderate-probability out-

comes of $50 and $150, and two high-probability outcomes of $0 and $200, and a

peaked lottery, with a high-probability median outcome of $100, two moderate-

probability outcomes of $50 and $150, and two low-probability outcomes of $0 and

$200, they find that most decision-makers prefer the shifted bimodal lottery which is

dominated by the peaked lottery by second-order stochastic dominance. There are

multiple plausible explanations for this behavior. For example, in practice, indi-

viduals tend to take extreme risks in times of economic hardship. This applies to

managers in troubled firms as well as subsistence workers. Moreover, managers tend

to prefer risk-taking for losses.39 Lopes and Oden (1999) argue that choices can be

governed by non-monotonous preference patterns that depend on whether or not the

aspiration level is met with certainty.

Baucells and Heukamp (2006) present a framework to create experimental

designs which isolate qualitative features of either the probability weighting

function or the value function associated with stochastic dominance conditions in

cumulative prospect theory. In some instances, they observe that the majority of

people choose second-order stochastic dominated options, possibly by resorting to

ad hoc heuristics. The authors refer to Payne (2005) who shows that decision-

makers tend to follow the heuristic of choosing the alternative with the highest

probability of strictly positive payoffs. In this context, we note that the presence of a

‘‘winning at least something’’ mentality contributes to the observed results. The

following table provides an overview of all papers discussed in this section.

References Research question Type of violation

Baucells and

Heukamp

(2006)

How can you generalize and extend the second-order

stochastic dominance condition for expected utility to

cumulative prospect theory?

Violations of second-

order stochastic

dominance

Kahneman and

Tversky

(1979)

How to model decisions under uncertainty with the use of

prospect theory?

Violations of first-order

stochastic dominance

Lopes and Oden

(1999)

How does the predictive accuracy of cumulative prospect

theory compare to security-potential aspiration theory

for particular outcome patterns?

Violations of second-

order stochastic

dominance

39 See Payne et al. (1980) and Payne et al. (1981).
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Table c continued

References Research question Type of violation

Payne et al.

(1980)

How important are reference points for modeling

decisions under uncertainty?

Violations of second-

order stochastic

dominance

Payne et al.

(1981)

How important are reference points for modeling

decisions under uncertainty?

Violations of second-

order stochastic

dominance

Payne (2005) What is the importance of overall probabilities of

winning and losing in gambles with more than two

consequences involving gains and losses for decision

theory models?

Violations of first-order

stochastic dominance

Tversky and

Kahneman

(1981)

How does framing of contingencies and outcomes

influence decision-making?

Violations of first-order

stochastic dominance

Tversky and

Kahneman

(1992)

How to expand upon prospect theory by the use of

cumulative rather than separable decision weights?

Violations of first-order

stochastic dominance

5 Certainty effects

Certainty effects describe phenomena where decision-makers have a tendency to put

overproportional decision weights on alternatives with outcomes that are considered

certain as compared to outcomes that are perceived merely probable.40 Similar to

framing and reference points, additional attention is warranted when modeling

decision-making subject to certainty effects as certainty can trigger violations of

stochastic dominance in various choice settings.

Looking at health related studies, for example, Nielsen (2006) documents that

people assign overproportional high value to risk elimination as compared to risk

reduction. Bleichrodt and Prades (2009) document a preference reversal in the

context of health utility measurement. The observed reversal ‘‘can be interpreted as

a violation of elementary stochastic dominance, in the sense that if a health state is

preferred to death then one of the treatments yields for each state of nature an

outcome that is at least as good as the other treatment, but nevertheless, it is less

preferred than the dominated treatment’’.41 The authors argue that the anticipation

of disappointment and elation when engaging in risky choice as well as the impact

of ethical considerations about the value of life are reasons for this behavior. Viscusi

et al. (1987) find a similar effect when experimenting with risk-dollar trade-offs for

health risks associated with the usage of common consumer products. In their

40 See for example, Kahneman and Tversky (1979) or see Allais (1953) for a well written exposition on

various aspects of decision theory including the effect of certainty on decision-making.
41 See Bleichrodt and Prades (2009).
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experiment, subjects are asked to name the extra dollar amount they would be

willing to pay for various levels of risk reduction. Participants show diminishing

valuation of risk reduction as the extent of risk reduction increases, but when

confronted with risk elimination the observed valuation levels are the highest in that

study. This can be regarded as a violation of dominance, since higher values are

attributed to lower risk reductions whenever risk elimination comes into play. The

authors attribute the overproportional valuation of risk elimination as compared to

higher levels of risk reduction without total risk elimination to anxiety effects. In

other words, anxiety causes overassessment of small probabilities and incredibly

high decision weights for risk elimination. The same study also provides evidence

of reference effects as increases in risk are valued overproportionally compared to

decreases. When participants are asked for the amount of discount they would want

to receive for buying the same product with an increased risk to their health, almost

all subjects reject to pay any money for the product. When asked to receive money

for using the increased risk product, most participants demand huge risk premiums

for marginal health risk increases.

Violations of dominance due to certainty effects have also been reported for

abstract lotteries in laboratory environments. A good example is Andreoni and

Sprenger (2010) who conduct an experiment with uncertainty equivalents.42

Respondents exhibit a disproportionate preference for certainty yielding at indirect

violations of first-order stochastic dominance. The phenomenon can also be

observed for certainty equivalent experiments as conducted by Birnbaum.43 The

following table provides an overview of all papers discussed in this section.

References Research question Type of violation

Andreoni and

Sprenger

(2010)

How to utilize uncertainty equivalents to create a direct

test linearity-in-probabilities as implied be the

independence axiom?

Violations of first-order

stochastic dominance

Birnbaum

(1992)

Can violations of dominance in value judgement

experiments be replicated for experiments with gales?

Do certainty equivalents in gambles depend on the

distribution of amounts offered for comparison?

Violations of first-order

stochastic dominance

Bleichrodt and

Prades (2009)

Are preferences in health utility measurement invariant

to the elicitation method used?

Violations of first-order

stochastic dominance

Nielsen (2006) How to value changes in mortality risk? Violations of first-order

stochastic dominance

Viscusi et al.

(1987)

How do various health-risks influence consumer choice

when evaluated simultaneously?

Violations of first-order

stochastic dominance

42 Let ð$X; p; $YÞ represent a binary gamble to receive $X with probability p and $Y otherwise. The

uncertainty equivalent to a binary gamble ð$X; p; $YÞ is the probability q such that the decision-maker is

indifferent to the gamble ð$Y ; q; 0Þ.
43 See e.g., Birnbaum (1992).
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6 Bounded rationality

A significant amount of empirical and experimental evidence that has been

compiled on violations of dominance in decision-making is associated with human

limitations, cognitive errors, and computational difficulties. Many of these

violations are not in contradiction to normative decision theory since decision-

makers confronted with their ‘‘irrational’’ decision behavior would revise their

choice and choose a dominant alternative after sufficient consideration. Such

behavior is rather an expression of individuals with rational preferences that make

mistakes.44

In line with that, Huck and Müller (2012) find that decision-makers with

university degrees, high income, and asset holders have significantly lower

dominance violation rates based on a survey study that revisits the Allais paradox.

Birnbaum (1999) acknowledges the same point and reports that first-order stochastic

dominance violation rates in binary gamble experiments decrease with education.

Similarly, Levy (2008) documents that more sophisticated and experienced subjects

are less likely to violate first-order stochastic dominance. In a consumer portfolio-

decision study, Choi et al. (2014) provide significant evidence that violations of

stochastic dominance occur more frequently with aged participants, inexperienced

participants, participants with lower levels of education, and for decisions with

higher levels of complexity. They notice that only a minority of subjects commits

violations of first-order stochastic dominance when the violation is transparent, i.e.

when the violation is obvious or can easily be detected. Thus, the observed

violations may be interpreted as an expression of an interdependent continuum of

preferences, individual constraints, and varying levels of decision-making ability,

natural to a heterogeneous population.

However, Choi et al. (2007) argue that inconsistencies in individual decision-

making should not blindly be attributed to error. Even though some individuals in

their experiments switch between safe, risky, and intermediate portfolios seemingly

at random, overall individual behavior follows a stylized pattern which is in line

with kinky preferences and consistent with disappointment aversion. Bone et al.

(2009) present three experiments in which the majority of participants appears to be

incapable of planning ahead which does not improve with experience. They use a

two-stage decision framework with two alternatives in each stage made by either

teams or individual decision-makers. The clue is that decision-makers in the first

stage do not account for the presence of first-order stochastic dominant alternatives

in the second stage, thus choosing an alternative in the first stage results in a path

that leads to a dominated outcome in stage two. Bruner (2017) demonstrates that the

likelihood of a decision error is decreasing in the level of constant relative risk

aversion while investigating the frequency of second-order stochastic dominance

violations with risky assets. The observed violation rates are comparably low and

appear to be driven by mistakes. In another study, where decision-makers were

asked to choose the cheapest network provider among providers with significantly

lower prices for within network calls as compared to outside network calls, many

44 See Levy (2008).
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decision-makers failed to account for the size of the network when computing the

actual cost of such a phone contract. The vast majority of survey participants

preferred a set of nominally lower rates to a set of effectively lower rates.45

Decision-makers are particularly prone to mistakes when facing complex tasks

under time pressure. Diederich and Busemeyer (1999) document violations of first-

order stochastic dominance with a multidimensional outcome space and under time

pressure. Moreover, they confirm that stochastic dominance is violated more

frequently than statewise dominance. Note that the observed violation rates are

rather low.

In multiple binary gamble experiments, Birnbaum observes violations of

dominance when comparing one gamble with two positive outcomes to another

with one positive outcome and one zero outcome.46 Also, decision-makers asked to

perform pricing judgments on gambles with various probabilities of winning,

systematically overprice gambles involving a low probability of winning zero. For

instance, on average, the gamble ð$0; p; $96Þ received an overproportionally higher

pricing judgment than the gamble ð$24; p; $96Þ given the probability p ¼ 0:05.47

Violations persist for small, large and negative amounts. Violations persist even

when participants are given financial incentives. Birnbaum and Thompson (1996)

conclude that this phenomenon can be explained as a simple error of judgment that

would not occur in a fully transparent direct choice setting. Lowering the number of

trials as in Mellers et al. (1992) or allowing participants to choose from a list instead

of making judgment calls as in Birnbaum and Sutton (1992), thus reducing

complexity, reduces violation rates. In post-experiment interviews, individuals

confronted with their choices in violation of dominance, revised their original

answer.48 Goldstein and Einhorn (1987) report comparable systematic violations of

statewise dominance while examining preference reversals.49 Statewise dominated

bets with one positive and one negative payoff receive a better rating than bets with

the same positive payoff as before and a zero payoff. The average rating increases

even further when the negative payoffs become more severe. Using a slightly

modified experimental approach, Loomes et al. (1989) observe amongst others an

indirect violation of statewise dominance.50 Given the amount of evidence, doubts

remain relative to the general human ability of performing rational judgments in the

presence of values that are below individual aspiration levels. Instead of

maximizing payoff, some people judge the attractiveness of a given lottery by the

probability that the lottery yields an outcome above their aspiration level. So there

could be a reference point explanation for this phenomenon.

Shifting the focus from aspiration levels to issues of processing complexity in

decision-making, Slovic et al. (2002) ask subjects to rate the attractiveness of a

45 See Bommel and Heimel (2005).
46 See Birnbaum et al. (1992), Mellers et al. (1992), Birnbaum and Sutton (1992), Birnbaum (1992),

Mellers et al. (1995), Birnbaum and Thompson (1996).
47 See Birnbaum et al. (1992).
48 See Mellers et al. (1995).
49 Experiment 3 in Goldstein and Einhorn (1987).
50 Experiment 2 in Loomes et al. (1989).
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gamble on a scale from 0 to 20. Interestingly, much lower scores are attributed to

‘‘win $9 with probability 7 / 36’’ gamble as compared to ‘‘win $9 with probability

7 / 36 or loose 5¢ with probability 29 / 36’’. In a follow-up study, Slovic et al.

(2004) conclude that mapping figures without being given upper and lower bounds

might be a difficult cognitive task to perform. Instead of assessing the decision

problem as a whole, a significant number of decision-makers base their attractive-

ness judgment on the probability of winning. Another study that documents the

inability of putting figures in perspective is conducted by Denes-Raj and Epstein

(1994). While offering students an opportunity to win $1 on every red jelly bean

drawn from transparent bowls of jelly bean, they frequently observe students

electing to draw from a bowl that contains a greater absolute number, but a smaller

proportion of red beans (e.g., 7 in 100), rather than drawing from a bowl with fewer

red beans, but better odds (e.g., 1 in 10) of winning. Students confronted with their

choice report that although they knew the probabilities were against them, they felt

they had a better chance with more red beans in the bowl. Psychologists explain

such behavior with the existence of an experimental system that encodes reality in

images, metaphors and feelings, and not by rules of logic and evidence.51

Insensitivitieswith respect to variations of lowprobabilities is a commonlyknown fact

in decision theory.52 Those insensitivities are even stronger when affect-rich outcomes

such as kisses and electric shocks are introduced.53 Such a result is for example obtained

by Kunreuther et al. (2001) when asking decision-makers to evaluate the risk of a

chemical plant discharge for three very different but low levels of fatality. On average,

people assign similar, sometimes even higher, levels of risk to situations with lower

levels of fatality. Selten et al. (1999) document overreactions with respect to probability

variations while discussing the impact of money used to incentivize participants

in experimental decision problem research. Using a binary lottery setting and bench-

marked by an increase in the frequency of observed first-order stochastic dominance

violations, the authors report greater deviations from risk neutrality for payoffs with

binary lottery tickets as compared to direct money payoffs. The discrepancy increases as

calculations are simplified and participants are given easy access to expected values and

mean variances underlying each alternative. It seems that lottery payoff procedures raise

risk awareness and lead to increased risk sensitivity, which in turn leads to increased

capriciousness and higher first-order stochastic violation rates.54

Finally, we consider situations in which the decision-maker is confronted with

revising decisions upon receiving new information. Under the assumption that the

human mind follows Bayesian principles, such learning process can be incorporated

into new probabilities using Bayesian probability updates.55 As an illustrative

example, consider the ‘‘Game Show’’ problem. As a contestant in a game show you

choose between three doors. Before you make your choice, you are told that there is

51 See for example, Slovic et al. (2005).
52 See for example, Sunstein and Zeckhauser (2011).
53 See Rottenstreich and Hsee (2001).
54 For a thorough meta-analysis of the decision theory literature regarding the impact of incentives on

experimental research, we refer to Camerer and Hogath (1999).
55 For a comprehensive discussion of the Bayesian probability updates, see e.g., Swinburne (2005).
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a prize behind one of the doors. The host then proceeds and opens one empty door

and shows you that there is no prize. Finally, you are being asked if you want to

revise your choice and pick the other door. Does it make sense to change your prior

believe? Under the assumption that the host is not biased towards any of the doors,

the host’s behavior carries information whether the original choice was correct or

not. A simple application of Bayes Theorem shows that switching doors doubles the

chances of winning. Interestingly, every time this experiment is conducted in

probability classes, there is a significant proportion of students that sticks with their

initial choice which is dominated by the alternative of switching, and thereby violate

first-order stochastic dominance by ignoring Bayes rule.56

We emphasize that judged by the amount of errors encountered in probability

updating problems, Bayesian updating appears to be a rather difficult cognitive task for

most individuals. It seems that people submit to the complexity of the cognitive task

required for dominance detection. Instead of making a rational judgment they show

preferences for heuristic solution approaches. In this context, Charness and Levin

(2005) find evidence for a ‘‘win-stay lose-shift heuristic’’, i.e., picking alternatives

associated with success in the past. In a follow-up study, Charness et al. (2007) show

that violations of first-order stochastic dominance occur more frequent in Bayesian

probability updating following a failure as compared to following a success in a

preceding decision. Thus, participants show an emotional response bias. This trend is

reversedwhen the requirement to performBayesian updating is omitted. In all cases, the

error rate is higher for participants that are inexperienced with Bayesian updating.

Beyond complexity and computational difficulties, experimental papers provide strong

evidence that decision-makers tend to ignore prior beliefs or, as shown by Goodie and

Fantino (1999), put too much weight on newly received information. When asked to

evaluate if a blue or a green cab was involved in a hit-and-run accident at night, most

participants choose the blue cab after receiving additional information by a rather

unreliable witness who is correct 80% of the time, even though 85% of the cabs in the

city are Green. Goodie and Fantino (1999) call this a ‘‘base rate neglect effect’’.57 The

following table provides an overview of all papers discussed in this section.

References Research question Type of violation

Birnbaum

(1992)

Can violations of dominance in value judgement experiments

be replicated in experiments with gambles? Do certainty

equivalents in gambles depend on the distribution of

amounts offered for comparison?

Violations of first-order

stochastic dominance

Birnbaum

(1999)

How do results differ between internet and laboratory

experiments when testing selected properties of decision-

making?

Violations of first-order

stochastic dominance

56 In its simplest form the Bayes Theorem states that the conditional probability PðE2jE1Þ of event E2

occurring, given that event E1 has already occurred is given by PðE2jE1Þ ¼ PðE1andE2Þ
PðE1Þ .

57 Their study is based on observations of prior research by Tversky and Kahneman (1971), Kahneman

and Tversky (1972) and Tversky and Kahneman (1973).
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References Research question Type of violation

Birnbaum et al.

(1992)

How does the decision-makers point of view influence

value judgements?

Violations of first-order

stochastic dominance

Birnbaum and

Sutton (1992)

What are the implications of utility functions implied by

configural weight theory and how to measure the

utility or subjective value of money?

Violations of first-order

stochastic dominance

Birnbaum and

Thompson

(1996)

Under which conditions is monotonicity in decision

theory violated?

Violations of first-order

stochastic dominance

Bommel and

Heimel (2005)

Are consumers able to choose the most cost efficient

mobile contract? In how far is attention carried away

by rate comparisons?

Violations of statewise

dominance

Bone et al.

(2009)

Are decision-makers planing ahead in multi-step

decision processes?

Violations of absolute

dominance

Bruner (2017) What is the role of risk-aversion when choosing over

risky assets with equivalent expected returns?

Violations of second-

order stochastic

dominance

Charness and

Levin (2005)

How does the ‘‘win-stay lose-shift’’ heuristic interfere

with Bayesian updating?

Violations of first-order

stochastic dominance

Charness et al.

(2007)

Do decisions of individuals and groups abide to first-

order stochastic dominance when engaging in

Bayesian updating?

Violations of first-order

stochastic dominance

Choi et al. (2007) Present a technique for collecting experimental data on

choice under uncertainty using innovative graphical

computer interface

Violations of first-order

stochastic dominance

Choi et al. (2014) In how far does rational choice differ among

individuals?

Violations of first-order

stochastic dominance

Denes-Raj and

Epstein (1994)

When do people behave against their better judgement? Violations of statewise

stochastic dominance

Diederich and

Busemeyer

(1999)

How do decisions differ when outcomes are positively

correlated as compared to being negatively

correlated?

Violations of first-order

stochastic dominance

Goldstein and

Einhorn (1987)

In how far can expression theory explain violations of

dominance in certain binary gambles?

Violations of first-order

stochastic dominance

Goodie and

Fantino (1999)

When does base-rate neglect occur under direct

experience?

Violations of first-order

stochastic dominance

Huck and Müller

(2012)

How do responses to the Allais problem differ for

different payoffs and across population

characteristics?

Violations of first-order

stochastic dominance

Kunreuther et al.

(2001)

How do individuals process negative low-probability

high-consequence events?

Violations of absolute and

stochastic dominance

Levy (2008) Do individuals systematically violate first-order

stochastic dominance as documented by Birnbaum

(2004b) or are those results rather due to bounded

rationality?

Violations of first-order

stochastic dominance
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References Research question Type of violation

Loomes et al.

(1989)

To what extent does regret theory in comparison to

information-processing explain preference reversals?

Violations of first-order

stochastic dominance

Mellers et al.

(1992)

When do individuals violate dominance in judging

prices for two- and three-outcome gambles?

Violations of first-order

stochastic dominance

Rottenstreich

and Hsee

(2001)

Does the S-shaped weighting function in prospect theory

accurately reflect the psychophysics of choice under

uncertainty?

Violations of first-order

stochastic dominance

Selten et al.

(1999)

How does framing of contingencies and outcomes

influence decision-making?

Violations of first-order

stochastic dominance

Slovic et al.

(2002)

When do individuals resort to the affect heuristic in

decision-making?

Violations of first-order

stochastic dominance

Slovic et al.

(2004)

How do affect, reason, risk, and rationality interrelate in

decisions under uncertainty?

No experiments

Slovic et al.

(2005)

How do fast, instinctive, and intuitive reactions to

danger, so called affect-heuristics, interact with

rational (cost–benefit) risk analysis?

No experiments

Sunstein and

Zeckhauser

(2011)

What is the impact of fearsome consequence outcomes

in decision theory?

Violations of first-order

stochastic dominance

7 Emotional responses

The theory of choice has evolved over time uniting insights from various

disciplines. This section focuses on the human factor in decision-making, a

decision-maker influenced by emotions and other human traits.58 For instance, when

asked to price life insurance policies for airline traveling, Johnson et al. (1993)

observe that decision-makers assign higher values to alternatives that represent

probability subsets of other alternatives. In average, life insurance policies that

cover terrorism attacks and non-terrorism related mechanical failures were priced

significantly higher than life insurance that covers for any cause of death.59 The

authors infer that the result might be driven by the fact that the media frequently

reports terrorism and mechanical failures as sources of danger to travelers. Thus, the

observed effect is possibly a result of an availability bias.60 An alternative

explanation based on Tversky and Kahneman’s ‘‘Linda experiment’’ is offered by

Wickham (2003). Here, the majority of individuals assigns a higher probability to

the conjoint characteristic that Linda is a bank teller and an active feminist as

58 For a discussion of the applicability of insights in psychology to economic theory, see Grether and

Plott (1979).
59 This violates the concept of inclusion dominance as the higher priced mechanical failure and terrorism

life insurance is a subset of the lower priced life insurance that covers any cause of death.
60 Similar studies where respondents violate inclusion dominance can be found in Fischhoff et al. (1978),

Tversky and Kahneman (1983) and Tversky and Koehler (1994).
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compared to her just being a bank teller.61 He explains that respondents can get

carried away by the initial description of Linda that presents her as a young, single,

bright philosophy major who is concerned with issues of discrimination and social

justice and participates in anti-nuclear demonstrations. Working as a bank teller

does not seem to be a good representation of Linda. Instead, respondents choose the

mathematically less probable subset of a feminist bank teller worker.

Next, we discuss the results of two related studies, Abasolo and Tsuchiya

(2004) and Abasolo and Tsuchiya (2013), in which Spaniards are asked to choose

among health programs involving a trade-off between the overall health level of

the population and the distribution of health. People show non-monotonic

preferences when health inequalities are regarded as ‘‘too large’’. A majority of

respondents prefers a health program that aims at increasing life expectancy for an

underprivileged group by 1.5 years rather than having an overall 2 year increase in

life expectancy for the whole population. The concern for equality can override

the concern for efficiency or people may simply disagree that more is better when

accounting for the distribution of those increments. We argue that one option

dominates another if it improves on the other option for everybody involved and

in all possible states of the world. Engelmann and Strobel (2004) conduct similar

experiments in which they study the effects of inequality aversion, efficiency, and

max-min preferences. Their experiments involve a hypothetical wealth distribution

among three individuals in a game with three possible states. About 30% of

respondents choose pareto-dominated alternatives due to inequality aversion. In all

treatments, Engelmann and Strobel (2004) provide evidence for systematic

inequality aversion. Interestingly, the concern for equality is higher when the

participant is in a high-income position as compared to being in a low income

position. Kircher et al. (2009) report that fairness concerns in the presence of

social goods cause violations of the independence axiom and the principle of

dominance.62

Multiple studies analyze the effect of emotions in life or death decision settings.

For motivational purposes, consider the money-death trade-off problem by Arrow

(1966). One cent is preferred to receiving nothing then, following normative

decision theory, there should exist some small probability such that receiving one

cent with a small probability of death is preferred to receiving nothing.63 Arrow

explicates: ‘‘This may sound outrageous at first blush, but I think a little reflection

will demonstrate the reasonableness of the result.’’ Put into test, the majority of

participants in Chanel and Chichilnisky (2013) are not willing to accept a

hypothetical gamble involving the decision whether to swallow a pill that may be

lethal with probability (10�9) and receive $220; 000 upon survival, implying that the

value of their life is worth more than $220; 000 trillion. Thus, fearsome outcomes

61 For the original experiment, we refer to Tversky and Kahneman (1981) and Tversky and Kahneman

(1983).
62 For further reading relative to preferences for fairness and equality in decision theory, see Bolton and

Ockerfels (2005), Bolton et al. (2000), Karni and Safra (2002) and Karni et al. (2008).
63 More precisely, the example is used to illustrate the implications of the continuity axiom.
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influence decision-making and, as we will see in the following, may trigger

violations of dominance.64

In further lottery experiments with fearsome outcomes by Chanel and

Chichilnisky (2009), participants show inabilities to rank alternatives. To exemplify,

we cite one of the participants: ‘‘I was completely terrified by the last lottery, I first

chose 100%, then 0%, then I was not at all sure what I should do.’’ Under conditions

of fear, the cortex functionality is hampered by the amygdala leading to ignorance

and over-complex processing in the decision-making process. The link to framing is

obvious, whether a problem described in a neutral way or masked by emotional

terms can be used to influence decision-making. Similarly, Sunstein (2003) and

Sunstein and Zeckhauser (2011), survey students about their willingness to pay

predefined amounts of money in order to cure cancer using emotional and

unemotional descriptions. On average, participants are willing to pay more money

for curing fewer people from cancer in the emotional setting that describes cancer as

a ‘‘very gruesome and intensely painful...[disease that] eats away at the internal

organs of the body.’’ In a separate questionnaire, they ask students to evaluate a

situation that involves receiving an electric shock today versus receiving the same

electric shock in one year from now. We argue that receiving an electric shock in

the future dominates the immediate exposure to pain, since future events should be

discounted. Contrary to our expectations and not taking into account discounting

effects, most students are willing to pay more in order to avoid the electric shock

one year from now. The authors explain such behavior with anxiety. More precisely,

Sunstein and Zeckhauser (2011) infer that as emotions intensify, they override and

take control of rational decision-making. Loewenstein et al. (2001) describe anxiety

as a hedonistic burden of itself that induces defensive reactions which do not follow

the principles of decision-making theory. Or according to common sense, better a

terrible end than an unending terror. On the other hand, what if net present value

maximization is not reflective of human preferences per se? Loewenstein and

Sicherman (1991) show that the vast majority of respondents prefers an increasing

wage profile to a constant or decreasing wage profile although this choice implies

less money in terms of net present value and less overall consumption. Even when

confronted with this implied dominance violation, respondents disagree and argue

that their choice is not in violation of dominance.65 The following table provides an

overview of all papers discussed in this section.

References Research question Type of violation

Abasolo and

Tsuchiya (2004)

When do distributional issues dominate efficiency

concerns in social healthcare?

Indirect violations of

statewise dominance

64 Now, the result in Chanel and Chichilnisky (2013) may partially also be due to the certainty effect

discussed in Sect. 5. Individuals seem to violate continuity near certain outcomes, see for example

Andreoni and Sprenger (2010). The use of fearsome outcomes further influences choice in this instance.
65 For further interest in variations regarding discounting preferences, see Loewenstein and Thaler (1989)

and Loewenstein and Prelec (1993).
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8 Less-is-better and peak-end rule

In this section, we want to discuss situations in which people prefer less of a good

thing to more of the same and are even willing to pay more for less. Such behavior

may not always imply an immediate dominance violation as defined in the

introduction, but can be categorized as paradoxes of choice, in the sense that

individual preferences may not be stable or well defined.

In a field experiment with sports card memorabilia, List (2002) offers two

different bundles of baseball cards to professional dealers and ordinary consumers.

One of the bundles, the smaller one, contains 10 highly valuable cards and has a

book value of around $15. The other bundle, the bigger one, contains all 10 cards

References Research question Type of violation

Abasolo and

Tsuchiya (2013)

Are the results of Abasolo and Tsuchiya (2004), in

particular the observed violations of dominance,

robust and generalizable?

Indirect violations of

statewise dominance

Chanel and

Chichilnisky

(2009)

How do conditions of fear and catastrophic outcomes

influence decision-making?

Violations of first-order

stochastic dominance

Chanel and

Chichilnisky

(2013)

How should extreme events and extreme responses be

incorporated in decision theory?

Violations of first-order

stochastic dominance

Engelmann and

Strobel (2004)

How do efficiency concerns, maximin preferences, and

inequality aversion interact in decision-making?

Violations of first-order

stochastic dominance

Johnson et al.

(1993)

How can decision framing be used to influence

insurance purchase decisions?

No direct violation of

dominance

Kircher et al.

(2009)

How can the concept of fairness be incorporated into

utility based decision theory?

Violations of first-order

stochastic dominance

Loewenstein and

Sicherman

(1991)

Why do workers prefer increasing over decreasing wage

profiles?

Violations of statewise

dominance

Loewenstein et al.

(2001)

How can feelings and emotions be incorporated into

decision theory under uncertainty?

No experiments

Sunstein (2003) Under what emotional circumstances do individuals

neglect probabilities and instead focus on the badness

of the outcome?

Violations of first-order

stochastic dominance

Sunstein and

Zeckhauser

(2011)

How does fear influence individual decision-making? Violations of first-order

stochastic dominance

Tversky and

Kahneman

(1981)

How does framing of contingencies and outcomes

influence decision-making?

Violations of first-order

stochastic dominance

Tversky and

Kahneman

(1983)

When do the representativeness heuristic and the

availability heuristic make a conjunction appear more

probable than one of its constituents?

Violations of statewise

dominance

Wickham (2003) How does the representativeness heuristic influence

judgements involving entrepreneurial success and

failure?

Violations of statewise

dominance

Business Research (2019) 12:209–239 231

123



from the smaller bundle and additionally 3 different baseball cards that are graded

as ‘‘poor’’. The book value of the latter bundle is around $18. One would expect

from a rational decision-maker to be willing to pay more for the 13-card bundle than

for the 10-card bundle, but instead List’s experiment documents a preference

reversal. Albeit, the 13-card bundle is valued higher than the 10-card bundle when

offering the two bundles juxtaposed, the results reverse when the bundles are

auctioned separately and isolated from each other. Obviously, the smaller bundle is

objectively inferior to the bigger bundle (with respect to the book value as well as

with respect to the number of cards). Thus, the higher rating for the 10-card bundle

in the auction setting seems irrational. As the two alternatives are auctioned

separately, the higher valuation of the low-value option is not a dominance violation

in the strict sense: The 13-card bundle dominates the 10-card bundle only in the

omniscient view of the experimenter. The decision-makers do not know about the

existence of the other card bundle when they are asked to rate the presented card

bundles in the auction. Thus, they do not really ‘‘prefer’’ one alternative over the

other. A similar decision pattern is documented by Hsee (1998) who conducts four

studies in which a more valuable option receives a lower rating than a comparably

less valuable option if the options are presented separately and therewith evaluated

separately by the participants of the experiment. In experiments by Leszcyc et al.

(2008), participants are willing to pay a higher price for a single good than for a

bundle consisting of the same good and an additional useful, wanted and

undamaged good. To obtain this result, the additional item needs to be low in

value with reasonable certainty, whereas the other item’s value should be

uncertain.66 The underlying effect is called ‘‘less-is-better’’ effect. There exists a

significant amount of publications that present empirical studies and discuss the

‘‘less-is-better’’ effect.67 Explanations as to why the ‘‘less-is-better’’ effect arises are

discussed actively, for instance, the want/should proposition (Bazerman et al. 1998),

the evaluability hypothesis (Bazerman et al. 1992; Hsee 1996), and the norm theory

(Kahneman and Miller 1986).

The second psychological phenomenon that we want to discuss in this section

is the so called ‘‘peak-end’’ rule. Findings related to the ‘‘peak-end’’ rule are not a

result of the isolated presentation of the alternatives, but more related to the fact

that when evaluating experiences or events, people pay more attention to the peak

and the end of the event or experience. Participants that exhibit such behavior

have difficulties creating consistent preference orders. Kahneman et al. (1993) find

that individuals prefer a minute of 14 �C water in a cold presser followed by

another thirty seconds of 15 �C water to a minute of 14 �C alone. So the more

harmful alternative is preferred over the less harmful. This result can be explained

by normative decision theory to the extent that individuals choose the alternative

which feels more comfortable when asked which of the baths they would want to

66 Note that these results are again obtained by a separate presentation of the alternatives to the

participants of this auction setting.
67 See for example, Bazerman et al. (1992) or Blount and Bazerman (1996). Bazerman et al. (1999)

review this literature.
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take one more time.68 The ‘‘peak-end’’ rule cannot only be observed in

experiments about experiences but also in valuation of future events. Diener

et al. (2001) for example, find that participants rate a wonderful life with an

abrupt end higher than a life with additional mildly pleasant years. Another study

is presented by Varey and Kahneman (1992) in which individuals value a painful

experience as more bearable than a less painful experience. They do not refer to

the ‘‘peak-end’’ rule in their reasoning but to reference points, i.e., ‘‘the more

general hypothesis that outcomes are evaluated with respect to a reference level

and that losses loom larger gains’’.69 The following table provides an overview of

all papers discussed in this section.

References Research question Type of violation

Diener et al.

(2001)

Why does almost any utility concept unavoidably imply

a violation rationality, in particular transitivity and

stochastic dominance?

No experiments

Do et al. (2008) How do pleasurable experiences influence decision-

making?

No direct violation of

dominance

Hsee (1998) Under what circumstances are low-value options rated

higher than other more valuable options?

No direct violation of

dominance

Leszcyc et al.

(2008)

How can the hyper-subadditivity in bundle valuation be

explained

No direct violation of

dominance

List (2002) When do individuals place higher bids for low-value

options than for high-value options in auctions?

No direct violation of

dominance

Kahneman et al.

(1993)

When do individuals prefer a longer duration of

discomfort compared to a shorter duration

discomfort?

Violations of absolute

dominance

Redelmeier and

Kahneman

(1996)

How do patients retrospectively evaluate painful

medical procedures?

No direct violation of

dominance

Schreiber and

Kahneman

(2000)

How do individuals evaluate unpleasant sounds in

retrospect?

No direct violation of

dominance

Varey and

Kahneman

(1992)

How do individuals evaluate aversive experiences of

varying durations in retrospect?

No direct violation of

dominance

9 Concluding remarks

In this paper, we reviewed empirical, experimental and theoretical contributions for

violations of dominance and categorized our findings according to their most

common causes, namely framing, reference points, certainty effects, bounded

68 Similar results can be found in Redelmeier and Kahneman (1996), Schreiber and Kahneman (2000),

Do et al. (2008).
69 See Kahneman and Tversky (1979).
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rationality, emotional responses, the ‘‘less-is-more’’ effect, and the ‘‘peak-end’’ rule.

The observed violations of dominance indicate that a systematic, complete, and

transitive preference ordering over all relevant alternatives as required by the

normative theory of choice, is not always possible. The individual level of

awareness, perception, and cognitive capacity of each involved decision-maker may

not always suffice to detect and pick a dominant alternative over its dominated

alternatives. Adding a further layer of complexity to decision-making are emotional

responses, since decision-makers exposed to a state of enthusiasm, a state of joy or

put under the influence of fear and anxiety, disregard or exclude given dominant

alternatives from the set of feasible alternatives.

Overall, most studies document violations of stochastic dominance. This is not

surprising since recent literature focuses on decisions under uncertainty. Moreover,

some concepts of stochastic dominance such as second-order stochastic dominance

may not be sufficiently intuitive to decision-makers, and are thus violated more

frequently. We find that a significant amount of dominance violations are related to

bounded rationality, random errors, and limits to individual information processing

abilities. The observed anomalies may be interpreted as an expression of an

interdependent continuum of preferences, individual constraints, and varying levels

of decision-making ability. At the same time, in some instances, even after thorough

discussion of all choice implications, not all individuals participating in the

reviewed studies were willing to choose an alternative in accordance with the

dominance principle. This was either preference-driven for example by inequality or

disappointment aversion, or due to the human nature of the decision-maker which is

influenced by emotions. With respect to methodology, the vast majority of studies

investigating violations of dominance relies on controlled laboratory experiments

followed by surveys. Studies that detect violations of dominance outside of a

controlled laboratory environment are scarce.
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