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Whilst gender inequality has been falling in the developed world, child-related gender
inequality in pay has stayed constant. In this paper I use German panel data spanning
across 33 years from 1984 until 2017 including over 50,000 individuals. The main
contribution of this paper is the analysis of the effect of parenthood on women’s and men’s
earnings using propensity score matching. I estimate the annual average treatment effect
of parenthood over the 20 years following the birth of the first child to be -10500€ for
women and +6800€ for men. When comparing the percentage loss of potential earnings,
I find that women suffer a long-run child penalty of 63% compared to men. I then
examine the relationship between the treatment effect and gender norms, willingness to
take on risk for your career and priorities regarding job characteristics. There exists
evidence which suggests that all of these factors are associated with changes in the
individual treatment effects.
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1
Introduction

Over the last century gender inequality has been declining in all areas of life in the

developed world. However, this decline has been slowing over time and has now

come to a halt. The main components of gender-inequality used to be education-

related inequality and child-related gender inequality. However, nowadays women

and men attain similar levels of education, which has meant that education-related

inequality has almost disappeared (Share of Age Group with Specified Level of

Educational Attainment by Gender 2010). Whilst education-related inequality has

been falling dramatically, child-related inequality has not only stayed the same but

even increased (Avellar and Smock 2003; Kleven, Landais, and Søgaard 2019). This

leaves child-related gender inequality as the single most important factor driving

gender inequality in earnings today (Kleven, Landais, and Søgaard 2019).

This paper contributes to the literature on child-related gender inequality in

the labour market. The immense literature on gender inequality in the labour

market is summarized by for example Blau and Kahn (2017) and Olivetti and

Petrongolo (2016). There is not one definition of gender inequality in income but

rather many different definitions measuring different types of gender inequality in

earnings. The most cited definition measures the difference in earnings between men

and women who do an equal amount of work. Here gender equality is stipulated as

equal pay for equal work. That gap tries to capture discrimination against women

1



1. Introduction 2

on the labour market and is estimated to be around 16% in the EU (European

commission 2017). The definition of gender inequality in earnings used in this

paper, captures the idea that gender inequality is much more than the differences

in wages for equal work. It takes into consideration that many women cannot carry

out equal work as in the majority of cases they are still the ones responsible for

household production. Not controlling for hours worked, this total gap in earnings

is around 39% in the EU (European commission 2017). The latter type of gender

inequality becomes especially interesting when studying the difference in the effect

of childbirth on women’s and men’s earnings as having children makes it even

more difficult for women to carry out equal work.

This paper focuses on estimating the overall effect of children on income for

women compared to men in Germany whilst not controlling for labour market

outcomes. This difference in effect for men and women is coined the child penalty.

For this purpose, I define the child penalty to measure the total effect of all children

as I do not condition on the number of children. There are two leading reasons

why I believe that the child penalty is so important and requires further studying.

First, Kleven, Landais, Posch, et al. (2019) found that the short-run child penalty

i.e. the child penalty 3 years after the first child was born, is of large magnitude

with it varying from 25% to up to 80% in the 6 countries1 studied. Second, besides

its magnitude the child penalty is also found to be extremely persistent. Kleven,

Landais, and Søgaard (2019) and Kleven, Landais, Posch, et al. (2019) find the

difference in income due to the child penalty persisting at large magnitudes even

20 years after the birth of the first child. There are several reasons for choosing

Germany as the country of study. First, there exists rich administrative data which

is required for the analysis. Second, Germany experiences one of the largest child

penalties in the developed world making it an interesting case to study. Third,

it allows the re-evaluation of Germany’s child penalty as determined by Kleven,

Landais, Posch, et al. (2019) using matching methods.
1UK, US, Germany, Austria, Denmark and Sweden
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For the purpose of this study I use data from the German Socio-Economic Panel

Study (SOEP 2019). In this paper propensity score matching is used to estimate the

child penalty. Matching is used to pair parents with similar individuals of the same

sex who do not have children. This then allows me to estimate the counterfactual

income which is the hypothetical income the individual would have earned if the

individual would have chosen not to have children. Matching has several advantages

over the event study approach used by Kleven, Landais, and Søgaard (2019) and

Kleven, Landais, Posch, et al. (2019). The key advantage of matching is that it

introduces heterogeneity in the treatment effects. In particular this improves the

estimation of the long-run child penalty which relies on a lot of extrapolation in

the event study approach. Heterogeneity is also advantageous because it permits

the further analysis of the relationship between individual treatment effects and

risk preferences, gender norms and priorities regarding job characteristics. To the

best of my knowledge, only one other paper by Simonsen and Skipper (2006) has

used matching to estimate the effect of children on income. The key difference

is that they estimate women’s yearly reduction in earnings using cross-sectional

data instead of panel data. Hence, contrary to my paper, they cannot analyse

the development of the child penalty.

By and large, my results can be summarized into 5 main findings. The first

is that the average effect of children on women’s income is negative. Women lose

on average 10500€ in income per year in the 20 years after childbirth whereas

men gain almost 7000€ in income per year. Second, the long-run child penalty

which is the average child penalty from event time 5 to 20, where the event is

the birth of the first child, amounts to 63%. Third, I find that more conservative

views on gender roles are associated with lower income for fathers relative to men

without children. For women the reverse holds with mothers having a smaller loss

in their income relative to their counterfactual income when they have more modern

gender views. Fourth, fathers get punished in terms of their income relative to their

counterfactual income for being more risk averse with regards to their career whereas

this does not seem to be the case for women. Finally both men and women for
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whom family friendliness is a prioritized job characteristic get penalised compared

to their childless peers. The reverse is the true if income or career advancement are

a priority. Evidently, gender norms have an effect on male and female preferences

and hence should be considered in combination. These results are in line with

what the large majority of the literature finds.

The outline of the paper is as follows. It starts off by giving a brief overview of

the recent literature in section 2 which is followed by the methodology in section

3 of this paper. In chapter 4 I proceed by giving an overview of the data which

is succeeded by my results in chapter 5. In chapter 6 I discuss the strengths

and weaknesses of the methods used and interpret my results. Finally, I finish

with a brief conclusion in chapter 7.



2
Literature Review

The effect of children on women can be split up into pre- and post-fertility effects.

In the literature, estimates of the child penalty usually only encompass post-fertility

effects as they are easier to quantify whereas pre-effects need to be somehow proxied.

Pre-fertility effects are defined as the effects anticipated fertility brings about, for

example not pursuing further education or choosing a different career path (Budig

and England 2001). One approach is to proxy pre-fertility effects using choices

regarding education (Kleven, Landais, and Søgaard 2019; Kleven, Landais, Posch,

et al. 2019). If one assumes that pre-effects can indeed be proxied by education

choices, then recent data indicates that pre-effects have reduced over time as men

and women complete similar levels of education in developed countries today. There

still remain differences in the type of education completed with a lower percentage

of women completing degrees in STEM subjects. Therefore, there seems to have

been a shift from pre-effects to post-effects making up the majority of the child

penalty. The post-fertility effect is the effect captured by most estimates and can

be defined as the impact of childbirth on a woman’s labour choices. Examples

include working fewer hours or stopping working temporarily or permanently (Paull

2008; Fitzenberger, Sommerfeld, and Steffes 2013). In this paper I abstract from

pre-fertility effects when estimating the treatment effect and the child penalty.

Whilst I expect pre-fertility effects to be considerably smaller than post-fertility

5



2. Literature Review 6

effects, I conjecture that they exist and hence my estimate of the treatment effect

is a lower bound of the total effect of fertility.

The impact of childbirth on earnings can be explained by changes in the extensive

and/or the intensive margin and/or the wage rate. The extensive margin of labour

supply captures whether the person is in employment or not whereas the intensive

margin measures the numbers of hours worked.

In the seminal paper by Kleven, Landais, and Søgaard (2019), the authors

conduct an event study which investigates the impact of children on earnings

using data from Denmark. They determine the child penalty by running separate

regressions for men and women on income with event dummies, age dummies and

year dummies as independent variables. The paper has 3 main findings. The first

contribution establishes that Denmark has a persistent long-run child penalty of 21%.

In their follow up paper in 2019 they replicate this study for 5 other countries finding

long-run child penalties ranging from 21% to 51% across the 6 countries (Kleven,

Landais, Posch, et al. 2019). These results show that women and men across the

developed world are substantially affected by child-related gender inequality. The

second insight is that when decomposing gender inequality in earnings, it becomes

clear that child-related gender inequality has gained in importance making up 80%

of gender inequality in 2013 compared to only 40% in 1980 2. This highlights the

importance of the child penalty for today’s gender inequality. The third insight of

the paper is that the persistence of the child penalty could be transmitted between

generations. By looking at child penalties of grandmothers and grandfathers they

show that parents pass on the child penalty to daughters but not to sons. The

aforementioned phenomenon shows how childhood environment affects women’s

preferences over family and career which in turn impacts the child penalty.

In this paper I try to build on those findings by attempting to show the causal

effect of children on income using propensity score matching. Furthermore, I

attempt to get a clearer answer to how preferences of women and men are associated

with the impact of childbirth on their income.
2See figure A.1 in the appendix
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Matching has two main advantages over the event study approach used by

Kleven, Landais, and Søgaard (2019) and Kleven, Landais, Posch, et al. (2019). The

first advantage is that it allows the introduction of heterogeneity in the treatment

effects (Simonsen and Skipper 2006). In the seminal paper by Kleven, Landais, and

Søgaard (2019), identification of the event coefficients is achieved by variation in

the age at first birth and in the year of birth of the parents. This means that the

event coefficient is the same across individuals of the same gender in the same event

time. Furthermore, the predicted wage is simply the sum of the coefficients for the

age and the dummies meaning that individuals of the same sex, age and birth year

have the same predicted wage. Thus, the impact of children on income is the same

for individuals of the same sex who are of the same age and born in the same year.

Matching gives rise to individual specific predicted counterfactual wages which vary

with many demographic variables and schooling. The counterfactual wage has been

determined by evaluating the income of a control group which makes the estimates

based on actual counterfactual data. Moreover, this is especially useful when trying

to understand what characteristics are associated with treatment effects in the

long run. In the event study approach the long-run child penalty relies on heavy

extrapolation which makes it more prone to bias. Hence, especially when calculating

the long-run child penalty, the event study approach is inferior to matching.

The ability to control for background characteristics is the second advantage

matching has over the event study approach. When matching on background

characteristics, matches only occur between individuals who are comparable in

their demographic background including their age, year of birth, country of birth,

secondary schooling completed by the age of 20 etc. Therefore, it does not only take

into account the effect of age and year of birth on income but also other pre-existing

characteristics for example regional differences in pay and the returns to schooling.

This allows one to determine a child penalty based on the individual’s characteristics

which play an immense role in future income and fertility. Furthermore, by matching

on observed schooling one also partly controls for differences in unobservables, for

example grit. Unobservables are likely to have a substantial impact on future income
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and fertility, in particular those unobservables regarding work ethic. Matching

allows me to at least partly control for those unobservables. By only considering

the effects of age and year of birth on income, one misses out on capturing the effect

of many of those factors affecting individual child penalties. Thus, matching allows

me to determine a more accurate causal relationship of childbirth on earnings.

To the best of my knowledge there exists only one other paper which has used

propensity score matching in the past to examine the effect of children on income

(Simonsen and Skipper 2006). It finds the direct effect of motherhood to be less

than 2%. There exist 5 key differences between their paper and this paper. First,

Simonsen and Skipper (2006) only look at the motherhood penalty and do not

consider the effect on men. Second, they use Danish cross-sectional data instead of

German panel-data which leads to a smaller sample size studied and does not allow

them to determine the difference in the effect of childbirth on earnings in each event

time. Third, they focus on women who are fully employed which means that they

focus on the pay gap for equal work rather than the total gap caused by childbirth.

The fourth difference is that they use regression-adjusted propensity score matching

and not propensity score matching by itself. Finally, the fifth difference is that they

do not look into the relationship between treatment effects and other variables of

interest including gender norms. Hence, even though similar methods are deployed

in both papers, the paper focuses on a different part of the child-related gender

inequality and only considers women in isolation instead of comparing them to men.

I find that the convergence in income which is mainly caused by childbirth is driven

not only by the effect of children on women’s income but also their effect on men’s

income. This conclusion could only be drawn by looking at both women and men

and allows for a more thorough analysis of the drivers of the child penalty.

Having looked at the evidence proving not only the existence of the child penalty

but also its prevalence and magnitude, one can say that it is probably the most

significant issue regarding gender inequality today. The next question one needs to

ask oneself is why this phenomenon exists. The literature believes that there are 4

possible explanations. The first focuses on the biological differences between women
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and men. The reasoning goes as follows: with women giving birth there is not only

a short-run effect on the mother’s health but also a long-run one as mothers might

become more attached to their children than fathers. This effect on their health and

their available time impacts their earning and productivity. The second possible

explanation could be that as on average men earn more than women, the household

decides it’s best for the women to ‘specialise’ in childcare and the father to ‘specialise’

in working. The third potential reason is that societal views about gender norms

automatically lead to women choosing childcare over work whilst the opposite holds

true for men. The fourth explanation builds on that idea that women’s preferences

over family and work is different to those of men (Nix, Andresen, et al. 2019).

Papers which compare child penalties of heterosexual parents to those of same-sex

female parents find that biological differences cannot explain the long-run penalty

(Nix, Andresen, et al. 2019; Moberg 2016). They learn that whilst heterosexual

parents experience a persistent long-run child penalty which is solely borne by the

mother, same-sex couples only experience a child penalty for two years following

childbirth which is borne by both. They further contrast couples with a similar

comparative advantage differential and find that the comparative advantage does not

affect the child penalty. Consequently, they discard the second possible explanation

i.e. specialisation. Hence, both of those reasons cannot explain the long-run child

penalty leaving societal views and preferences as possible explanation which is why

this paper focuses on the effects of societal views and preferences on the child penalty.

There have been several studies trying to link gender roles to gender inequality.

Kleven, Landais, and Søgaard (2019) shows how societal views on women’s labour

market participation change with childbirth. Before childbirth around 90% of

sampled individuals believe women should work full-time which drops to 15% for

women with children under school age. They then plot gender norms against

the child penalty and find a strong positive correlation. In this paper I try to

analyse this further by running regressions to determine the correlation between

the individual treatment effects and gender norms.
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Lastly, there is an argument of preferential differences between women and

men driving the child penalty. Several studies have looked at intergenerational

transmission of preferences (Fernández, Fogli, and Olivetti 2004; Kleven, Landais,

and Søgaard 2019). Kleven, Landais, and Søgaard (2019) finds a positive correlation

between a mother’s child penalty and that of her daughter. In contrast, Fernández,

Fogli, and Olivetti (2004) finds labour force participation of married women to be

positively correlated with the labour force participation of their husbands’ mothers.

The question whether female child penalties are driven partly by female preferences

or by male preferences formed during childhood remains unresolved. Later in this

paper I try to build on this to give more evidence on how preferences and child

penalties are correlated. A key driver of differential pay is the variability of earnings.

If an individual’s earnings fluctuate a lot, the individual gets rewarded for bearing

this risk with a wage premium (Bertrand 2011). Hence, by examining differences

in risk preferences I might be able to explain part of the child penalty through

differences in risk aversion between men and women. Furthermore, I look at the

relationship between job characteristics and the individual treatment effect as many

papers have found that job/sector characteristics, for example family friendliness,

have large effects on wages paid. Thus, men prioritising these characteristics could

explain a piece of the child penalty (Gibb et al. 2014; Lundberg and Rose 2000;

Petersen, Penner, and Høgsnes 2011).



3
Methodology

3.1 Intuition

In this paper I try to estimate how the effect of having children on income differs

between men and women. In an optimal scenario, fertility would be randomly

assigned to the individual which would eliminate selection bias. Selection bias stems

from individuals selecting themselves into either group which I expect would lead to

individuals who choose to have children to differ from those who choose not to have

children. Therefore, if fertility was randomly assigned there would be no selection

bias. This would mean that differences in income would only be caused by differences

in fertility and not by other intrinsic differences. However, in observational data,

treatment is not assigned randomly and hence one needs to be concerned with the

differences besides treatment between the treated and untreated individuals. In this

study treatment is defined as having at least one child. There are various approaches

to mimic a randomized control trial including for example difference-in-differences

analysis. The reason I chose matching is because it is superior to most other

approaches in that it allows me to analyse a much longer period of time. Matching

tries to mimic a randomized trial by ensuring that the control and treatment groups

are as similar as possible in selected variables i.e. trying to make treatment the

only difference between the control and the treatment group.

11
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To be able to proceed I need to introduce some notation. The variable t

measures the event time where the event is childbirth. Thus, event time t equals

to 0 at childbirth and states the time period relative to the birth of the first child.

The actual income of a treated individual is denoted by Yi(1) where i stands for

individual i. Besides Yi(1) I am also interested in Yi(0) which is the income the

treated individual would have earned if she or he had chosen not to have children. To

get the treatment effect for treated individual i I simply need to take the difference

between Yi(1) and Yi(0). I now face the fundamental problem of causal inference

which says that in practice one can never observe both outcomes Yi(0) and Yi(1)

for one individual at one moment in time as the individual either has children or

does not have children (Simonsen and Skipper 2006). Hence, I observe Yi(1) but

not Yi(0) for a treated individual. This means I need to estimate the counterfactual

wage Yi(0) which is what matching achieves.

Matching overcomes the fundamental problem of causal inference by balancing

the treatment and the control group in its covariates mimicking random treatment

assignment. The idea behind matching is to assign childless individuals to individuals

with children to whom they are most similar to. This allows me to predict the

counterfactual for the treated Yi(0) i.e. the earnings individual i would have earned

if they had chosen not to have children. The individuals need to be as similar as

possible in characteristics which matter for treatment assignment and the outcome.

As I expect there to be a significant difference between the impact of children on men

compared to women, I allow matches to only happen between individuals of the same

sex. Thus, if matching achieves well balanced groups in all the relevant covariates,

the average difference in income between the treatment and the control group can

be given a causal interpretation. Hence, matching allows me to determine the effect

of childbirth on individual i by calculating the difference between Yi(1) and Yi(0).
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3.2 Matching

3.2.1 Matching in theory

There are many different matching techniques one can use. I use propensity

score matching which was first introduced by Rosenbaum and Rubin (1983). A

propensity score is a conditional probability measure of treatment participation

given those observables. In this paper it measures how likely a person is to have

a child given those observables.

p(x) = Pr[D = 1 | X = x] (3.1)

In the above equation p(x) symbolises the propensity score for the observables

x e.g. age and year of birth. D represents a dummy variable which equals one

for individuals with children and zero for childless individuals. One of the reasons

why propensity scores are so widely used is that they overcome the problem of

dimensionality by summarizing all of the covariates into one scalar. Therefore,

matching has to balance similarity along only a single dimension instead of multiple

dimensions. Hence, individuals can be compared using propensity scores which

allow matching on the distributions of covariates without requiring exact matches

for each covariate (Stuart 2010). This increases the overall number of matches.

Furthermore, propensity score approaches reduces extrapolation and successive

dependence on the outcome model specification which leads to more robust inferences

(Ho et al. 2007). There are three main assumptions which need to be satisfied

to allow for casual inference:

Assumption I (Ignorable treatment assignment or hidden bias)

(Y0, Y1) ⊥ D | X (3.2)

This assumption originates from the conditional independence assumption

stipulated by Rosenbaum and Rubin (1983). Assumption I states that treatment

assignment (D) is independent of the potential outcomes given the covariates (X)

(Rosenbaum and Rubin 1983). The assumption is rather strong as it assumes that
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all variables relevant to treatment assignment and outcome are controlled for. If

this assumption holds matching can recreate random treatment assignment and

hence allows the estimation of an unbiased counterfactual and hence treatment

effect. This assumption can be adapted to the propensity score specification where

the focus is on the probability of parenthood and not on the set of covariates. Thus,

I condition on the probability of having children instead of conditioning on all the

covariates. As discussed previously, this overcomes the non-parametric issue of

dimensionality with the propensity score being a scalar.

(Y0, Y1) ⊥ D | p(x) (3.3)

There are many possible ways to check whether propensity scores achieved

adequate similarity in covariates between treatment and control groups. A common

method to analyse how well matching has worked is to examine the balance of

the covariates post matching. If the covariates include all information relevant to

treatment assignment and outcome, then analysing the balance will test whether

the hidden bias assumption holds. In an empirical setting, it is close to impossible

to observe all of this information as some important variables e.g. work ethics are

unobservables. For the time being I assume that all the right covariates have been

picked and later, in section 3.2.2, discuss how likely this is.

If matching worked optimally the distributions of the covariates are exactly the

same in both the control and the treatment groups. The optimal method to evaluate

the quality of the matches is to compare the multidimensional histogram of the

covariates. However, empirically it is best to inspect lower-dimensional summaries

including the mean (Stuart 2010). A popular numerical balance diagnostic used

to analyse the similarity of the means is the standardized bias. The standardised

bias is calculated by dividing the difference of the means between the control and

the treatment group by the standard deviation of the treatment group (Rosenbaum

and Rubin 1985):

X t −Xc

σt
(3.4)
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In addition to the similarity in means, I further require the sample to have

similar marginal distributions of covariates. One approach to examine whether this

is the case is to look at the ratio of the variances of the treatment and control

group for each covariate. The better the balance in marginal distributions, the

closer the variance ratios are to one. After carrying out matching there should be

no statistically significant differences between covariate means of the treated and

comparison units. These mean comparisons can be contrasted with the unconditional

means of the treatment and the control group before matching, which are likely

to be statistically significant in most cases.

Assumption II (Overlap or common support)

X : 0 < Pr(D = 1 | X) < 1 ∀X (3.5)

Assumption II specifies that for each value of X there is a positive probability

of being both treated and untreated. To judge whether this assumption holds one

should check whether there is common support by visually inspecting the densities of

the propensity scores of the treatment and the control group. When assumption I and

II hold, the treatment assignment is said to be strongly ignorable (Rosenbaum and

Rubin 1983). However, for causal interpretation assumption III also needs to hold.

Assumption III (Stable Unit Treatment Value Assumption)

The stable unit treatment value assumption was first popularized by Angrist,

Imbens, and Rubin (1996). It implies that the outcome of one individual is not

affected by treatment assignment to any other individual i.e. no spillover effects. In

this case it would mean that individual i’s outcome i.e. income is not affected by the

probability of individual j having children. Furthermore, it assumes that treatment

is the same for everyone meaning that there is only a single version of the treatment.

I believe that both components of this assumption are likely to be satisfied here.

Arguably, an individual having children affects the people around them. For example,

your sister having a child might mean that you occasionally help her to look after the

child. However, it is very unlikely that due to those caring responsibilities you start

earning less. Excluding step-fathers and step-mothers, treatment should not have
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an effect on other people’s income. Additionally, most individuals in the sample are

unlikely to have ever met so the treatment of one individual should not directly

affect another individual’s income. The second component of the assumption should

also be satisfied with treatment being the same for everyone. Of course one can say

that treatment differs for individuals who give birth to twins compared to those

who give birth to only one child or that some mother’s health are affected more

severely than others. However, on average treatment i.e. having children is clearly

defined and its effect should be similar for everyone besides some rare exceptions.

How well these assumptions hold in my sample are shown in the results section.

If these assumptions are satisfied, the average differences in outcomes between the

matched treated and control individuals are attributable to the treatment.

Once matching on the observables is completed, I derive at the counterfactual

outcome i.e. the hypothetical wage Yi(0) for individuals with children. This gives

me the possibility to determine the individual and the average treatment effect for

an individual. Here g indicates the sex of the individual which is included to capture

the belief that childbirth has different effects on income for men and women. The

individual treatment effect is simply the difference between the income individual i

actually earned (Yist
g) and the income they would have earned (Ŷist(0)g).

Treatmenteffectgist = Yist(1)g − Ŷist(0)g (3.6)

The average treatment effect measures how having children affects the average

male’s income and the average female’s income.

ATEg = E[Y (1)g | X]− E[Y (0)g | X] (3.7)

To calculate the child penalty, one needs to find the percentage effect of having

a child on women and men in each event time period. The first step is to determine

the mean hypothetical income by averaging across individuals of the same sex

at each event time. This leaves me with an average counterfactual wage for all

mothers and an average counterfactual wage for all fathers for each event time. The

next step is to find the percentage loss or gain each individual incurs from their
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hypothetical wage by becoming a parent. The percentage loss for women at event

time t is calculated by dividing the individual treatment effect at event time t by

the average hypothetical income for women at event time t. For men you calculate

the percentage gain by dividing the individual treatment effect at event time t by

the average hypothetical income for men at event time t.

P g
ist ≡

Yist(1)g − Ŷist(0)g

E[Ŷist(0)g | t]
(3.8)

The variable Pist
g measures the percentage effect of having a child on labour

income for individual i of sex g in time period s at event time t. The child penalty

for each event time is then simply:

Ct = E[Pm
ist | t]− E[P f

ist | t] (3.9)

Here m stands for male and f for female i.e. the child penalty is the difference

of the difference. To be able to analyse the effect of childbirth relative to the

year prior childbirth i.e. event time -1, I set the percentage earned of potential

income equal to zero for both men and women.

3.2.2 Matching in practice
General setting

In addition to choosing the type of matching which I chose to be propensity score

matching, one needs to decide on many other components. I opt for a logit treatment

model with 1:1 matching. The logit model is the standard matching model used in

the literature. To ensure robustness, I also used a probit model which finds almost

exactly the same results. This indicates that the model’s specification has little

effect on the treatment effect. When selecting the matching algorithm, one is faced

with a trade-off between bias and efficiency. I opt for 1:1 nearest neighbour matching

meaning that each treated individual gets matched to a maximum of one individual.

The reason I chose 1:1 matching is the fact that it produces higher quality matches

than k:1 matching on average and hence is of higher statistical power (Snecdor and

Cochran 1980). 1:1 matching minimises bias but ignores some of the information
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which may lead to a reduction in efficiency. However, given the large sample size I am

not as concerned about having fewer matches if it leads to higher quality matches.

Furthermore, I allow for replacement which means that an individual in the

control group can be matched to more than one treated individual if he or she is

also similar to another treated individual. Replacement is a useful tool to increase

the size of the control group relative to the treated group which makes the estimator

more stable. Thus, using replacement increases the total number of matches and by

using a caliper one can ensure that the matches are of high quality (Stuart 2010).

The caliper sets a maximum to the distance between the propensity score of the

control individual and that of the treated individual. This method ensures that

only close enough individuals in terms of propensity score are matched, where close

enough is determined by the size of the caliper. Consequently, only individuals

who have similar enough covariate distributions can be matched with each other.

The literature proposes a caliper of around 0.25 of the standard deviation of the

propensity scores which should be reduced in case the control group is smaller than

the treated group (Rosenbaum and Rubin 1985; Stuart 2010). As this is the case

here, I set the caliper to 0.2 of the standard deviation which ensures high quality

matches without causing a large reduction in sample size.

Additionally, I check the robustness of the matching method by deploying

two different commands in Stata where one command takes into account that

the propensity score is estimated whereas the other one does not. I find that

there is close to no difference in the average treatment effect and I hence settle

for the more sophisticated method which takes into account that the propensity

scores are estimated.

Lastly, I separated the design and the analysis of the study which means that

the propensity score process is done without the use of the outcome variable. This

reduces bias by ensuring that the design is unaffected by the outcome.
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Choice of variables

The selection of covariates is crucial as the control and the treatment sample need

to be as similar as possible for variables that matter for treatment assignment and

income whilst not introducing bias. There are two main requirements that the

covariates should meet. First, it is vital to include all variables in the matching

process which are related to both the treatment assignment and the outcome

(Stuart 2010). Thus, factors which are believed to influence self-selection should be

included in the set of covariates. When control individuals are compared to treated

individuals one would want them to be similar as possible in characteristics which

matter for labour income and fertility. If I match on variables which are irrelevant

for either, matching will not give me a good prediction of the hypothetical income.

For example, let’s assume I matched the sample perfectly on individuals’ preferences

on having pets. Even if I match perfectly on those preferences it certainly does

not mean I can argue for causal inference of the treatment effect. Preferences

on pets are likely to not be related to labour income or treatment assignment

and hence, making the two samples similar in terms of that covariate, does not

help me in estimating the counterfactual income. Unless these preferences are

somehow related to some other factor which matters for either income or fertility

this would be a bad choice of covariate.

Second, variables which are affected by the treatment cannot be included as

covariates and are better included in the outcome analysis (Stuart 2010). For

example if I had chosen labour market experience as a covariate, I would have not

had an accurate estimate of Y(0). The reason being that childbirth affects labour

market experience which matters for income. Therefore, if you match on experience

the hypothetical income is not what that individual would have earned if they had

chosen not to have children. A mother is more likely to drop out of the labour market,

either temporarily or permanently, than a comparable woman without children.

Hence, having children directly affects the amount of work experience an individual

has. Childless women with low levels of experience will be intrinsically different

to mothers with similar levels of work experiences as the reason for the low levels
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of experience are likely to be different. Therefore, assuming that income increases

with work experience, matching on experience will underestimate Y(0) for mothers.

The literature has found that it is optimal to include as many covariates as

possible if they satisfy the second requirement even if they might not satisfy the

first requirement. This practice has been found to minimise bias (Stuart 2010). The

only time one should not follow that advice is if the covariate has a lot of missing

data and hence significantly increases the amount of missing propensity scores.

Balancing on the right set of covariates is very important which is why I discuss

my choices of covariates in the following paragraphs. As previously mentioned, I

want to include as many covariates as possible which are expected to affect the

outcome and treatment assignment but are itself not affected by the treatment.

The first set of covariates I chose to match on are demographic variables including

age, year of birth, region of birth, gender, racial background, disability and month

of birth. They satisfy the conditions set out as they are deterministic i.e. not

affected by treatment and are inclined to be relevant for the outcome and treatment

assignment. The reason it is important to match on age is that it allows one to

control for life-cycle events which are a key driver of income. Additionally, year

of birth is included to control for time trends, for example business cycles and

inflation. The reason I control for both country of birth and region of birth, if

born in Germany, is to adjust for national and regional differences e.g. quality

of schooling. I also match on variables capturing the racial background of the

person as many studies have shown that it affects labour market outcomes including

income, working conditions and interview offers (Bertrand and Mullainathan 2004;

Lian and Matthews 1998; Solé and Parella 2003). Finally disability and severity of

disability, the first being a dummy and the latter being measured in percentages,

are also matched on. Undoubtedly, disability and its severity influences labour

market outcomes. It is assumed here that childbirth does not affect either which

holds for almost all pregnancies in Germany.

Apart from matching on demographic variables, I match on type of school

certificates. According to the Mincerian wage regression and many other studies,
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education is a key determinant of an individual’s wage and is hence the reason

for its inclusion (Mincer 1974; Breierova and Duflo 2004; Card 1993; Card 2001;

T. C. Martin 1995; Psacharopoulos and Hinchliffe 1973; Psacharopoulos 1985;

Patrinos and Psacharopoulos 2002). Germany has a three-tier secondary schooling

system with three types of general certificates of education. At the age of 9 the

average pupil gets advised to go into either of those systems depending on their

grades. It is possible to change at a later stage, but this is an exception rather

than the norm. The highest tier of education is completed after 12 to 13 years

of education, whereas the second tier requires 10 years of schooling and the third

requires 9 years of schooling. To go to university the highest certificate is required.

By only including individuals who have their child after the age of 20 and with the

majority of students choosing which school to go to at the age of 7, the assumption

of fertility not affecting the type of certificate the individual achieves should hold.

If matching is done optimally there is no difference in observables and unob-

servables other than treatment between the matched individuals. This is very hard

to achieve as there exist many unobservables which have large impacts on income.

However, not including such variables does not imply that I have not controlled for

them. If I match on a covariate which is correlated with good work ethics than I have

indirectly also matched on work ethics. Hence, the only variables I have to worry

about are the ones which are unobservable, relevant and are not correlated with any

covariates included in the matching. It is difficult to say how well I have captured

these unobservable variables which affect both treatment assignment and income.

However, covariates capturing schooling decisions will certainly be correlated with

grit, work ethics, aspirations and other important characteristics determining the

treatment assignment and outcome. On the whole, there certainly will be some

unobservable characteristics not captured here but it is probable that the most

important drivers have been matched on, allowing for careful causal interpretation.
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Handling of missing data

In a theoretical setting data availability is always assumed to be perfect. However,

this is almost never the case in an empirical setting. The handling of missing

data is an important component which requires some consideration when judging

the validity of the results. In my sample, missing data arises mainly through the

construction of the propensity scores. Propensity scores can only be estimated

for individuals who have no missing data for any of the 15 covariates. This leads

to an increase in the frequency of missing data for propensity scores. Depending

on the type of missing data, different approaches to deal with missing data are

optimal. There are three different types of missing data. First, data can be

missing completely at random when the reason it is missing is fully independent

of observed and unobserved information. Second, it can be missing at random

i.e. independent given observable information, or third it can be missing not at

random. Stratification of missing data status and conditional-mean imputation

are common methods to deal with missing data to increase sample size. However,

the literature has found that they have questionable effects on data quality with

many increasing bias (Greenland and Finkle 1995). Thus, if sample size is not a

restriction, the literature believes that dropping all the individuals with missing

data for any of the 15 covariates is one of the better approaches for dealing with

missing data. Choi, Dekkers, and Cessie (2019) and many others have shown that

this approach often outperforms many of the simple imputation methods. Another

approach to deal with missing data could be to use more complex methods including

multiple imputation methods which increase sample size. However, given my large

sample size I believe that the small gain in sample size, and hence statistical power

achieved by employing these sophisticated methods, is outweighed by the complexity

of their application. Choi, Dekkers, and Cessie (2019) states that for all three

types of missing data, dropping all individuals who have some missing data yielded

valid non-biased casual treatment effects. Fortunately, my sample size is very large

allowing me to opt for this complete case study approach which only considers

the individuals with non-missing values for the propensity score. To summarize,
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the method of handling missing data here does not introduce any bias and allows

matching to yield a causal treatment effect.

Robustness checks

As previously mentioned, propensity score matching only directly matches on observ-

ables and not on unobservables. This is a drawback if unobservables are important

for treatment assignment and/or outcome and cannot indirectly be controlled for.

The difference-in-differences approach (DID) overcomes this limitation by exploiting

the time dimension of panel data. Many individuals in my sample were observed

for periods before and after having children. By comparing the individual with

themselves before and after treatment, DID controls for unobservable characteristics

which do not change over time. Thus, DID reduces unobserved heterogeneity leaving

only time-varying unobserved heterogeneity uncontrolled for. Therefore, it gives

me a way to quantify unobserved differences between treated and untreated units,

relaxing the ‘selection on observables’ assumption. However, it adds the parallel

trend assumption which says that income of the control group and the treatment

group have to follow the same trend if there would have been no treatment.

To increase the likelihood that the parallel trend assumption holds it is important

to remove observed heterogeneity. The more similar the treatment and the control

groups are in terms of relevant characteristics which matter for treatment assignment

and outcome, the more similar their income growth rates are likely to be. This

can be carried out using a DID matching estimator which evaluates the effect

on the change in the outcome variable, before and after the intervention. The

approach I follow is to match a treatment individual observed in event time -1

to a control individual which gives me a pre-treatment value for the treated and

the untreated. I match on the exact same covariates used previously and deploy

the same method as I did to find the ATE. Subsequently, I find the change for

the treated individual by subtracting his or her pre-treatment income from her

post-treatment income in event time one. The reason I chose event time one and

not event time zero as the post-treatment period, is because the majority of the
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treatment effect materialises the months and years after childbirth. In particular

this is the case for children born in December of event time zero. For the control

individual I use the observation 2 years after the matched pre-treatment observation

to calculate this change. Once those two values are calculated for each individual one

can find the DID by averaging this difference for each group and then subtracting

this difference for the control group from the treatment group.

DIDg = E[(Y g
post | D = 1, p(x)) − (Y g

pre | D = 1, p(x))] −

E[(Y g
post | D = 0, p(x)) − (Y g

pre | D = 0, p(x))]
(3.10)

To conclude, if the DID finds a significant effect of similar magnitude to what

simple matching finds, unobserved time invariant heterogeneity cannot explain a

substantial part of the treatment effect found. Thus, reducing the chance that

unobserved heterogeneity can explain the treatment effects found.

3.2.3 Outcome analysis using linear regressions

Having calculated the individual treatment effect, I now move on to the second part

of this paper which explores possible factors associated with the impact of childbirth

on income. I use linear regressions to analyse the treatment effect further which

allows me to control for some variables previously not matched on. It is important

to note that I look at correlations which cannot be given a casual interpretation.

I run separate regressions for women and men to look for possible correlations

between the individual treatment effect and variables of interest. First, I run a

multiple linear regression with only the control variables as the independent variable

which forms the baseline specification. Here i stands for individuals and s for

the survey year. It is important to note that π is a vector which contains the

coefficients for each of the k control variables.

Treatmenteffectgis = α + π
∑

Controlsis + υgis (3.11)

Following the baseline regression, I run the same regression but also include

the variables of interest. The variables of interest are gender norms, willingness
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to take risks for your career and priorities regarding job characteristics. These

variables are of interest to me because the literature has stipulated that they

may be the underlying reasons of the child-related gender inequality in income

(Kleven, Landais, and Søgaard 2019; Gjerdingen and Center 2005; Gibb et al. 2014;

Lundberg and Rose 2000; Petersen, Penner, and Høgsnes 2011). I run separate

multiple linear regression for each of these categories to overcome sample size

restrictions3. For gender norms each individual was only surveyed once which

means that I now only have cross-sectional data.

Treatmenteffectgi = α + δGendernormsi + π
∑

Controlsi + υgi (3.12)

Treatmenteffectgis = α + δJobcharacteristicsis + π
∑

Controlsis + υgis (3.13)

Treatmenteffectgis = α + δRiskpreferencesis + π
∑

Controlsis + υgis (3.14)

3For some of these variables data is only available for one survey year and only for a subset of
the individuals. Hence, if all of the variables of interest were included at once there would be very
few observations left.
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Data

4.1 Data description

This paper uses data from the German Socio-Economic Panel Study (SOEP) to

analyse the child penalty (SOEP 2019; Goebel et al. 2019). The data is not publicly

available but can be requested from the Research Data Centre of the German SOEP

which is located at the German Institute for Economic Research, DIW Berlin. The

SOEP is a longitudinal study which first collected data in 1984 and now collects

data on 30,000 individuals and 15,000 households annually (Forschungsbasierte

Infrastruktureinrichtung ’Sozio-oekonomisches Panel (SOEP)’ n.d.). The study

gathers key information on households and on individuals over the age of 15 who

have lived at some point in Germany. Since 1990 the study also comprises individuals

from the new eastern counties previously in the German Democratic Republic.

The survey comprises information on core topics including population, demo-

graphics, education, labour market outcomes, income, housing health, preferences

and overall satisfaction. This paper makes use of the information on individuals

regarding education, demographics, labour market outcomes and data from the

mother-child questionnaires. In the second section of this paper, information

regarding gender norms, priorities when choosing your job and willingness to

take risk are also made use of.

26
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To study the effect childbirth has on parents’ income I require detailed panel

data on the date of birth of the first child, income and gender. The effect of

childbirth for any one individual can only be calculated if the information on all

of those three variables exist. Here income is being supplied as an annual figure,

representing total gross income from employment. This figure is the sum of the

individual’s income from their primary and secondary employment and their income

from self-employment. All of the income is measured in euros with income from

years before the introduction of the euro being converted into euros4. Furthermore,

I have converted current euro amount into constant euro amounts using consumer

price indices provided by the Statistisches Bundesamt using a method proposed by

Grabka (2017) (Verbraucherpreisindex für Deutschland - Lange Reihen ab 1948 -

April 2020 2020). To convert household labour income from a previous period to a

more recent period, one multiplies the original household labour income by the ratio

of the new consumer price index to the old consumer price index (Grabka 2017).

In this paper I use income, instead of logged income, to allow the inclusion

of individuals who report no annual income.

4.2 Sample selection

The data set used in this paper is a subset of the SOEP core data set and consists

of individual core information and respondent status for each year in a long format.

The panel is unbalanced and spans across 33 years starting in 1984 to 2017. The

longest I follow a parent for is 26 years as I aim to estimate the long run child penalty

which is calculated by tracking individuals from 5 years before to 20 years after the

birth of the first child. Before undertaking matching, I consider 27,367 individuals

who have a child and 26,495 individuals who do not have children. Here having

children refers to having biological children and hence does not consider stepchildren.

Therefore, the underlying assumption is that the existence of biological children

is of higher importance with regard to its effects on income than the existence

of stepchildren. Further the sample is restricted to individuals who are 15 to 65
4The conversion rate is 1 Euro = 1,95583 DM
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years old. The reason for this restriction is that this is the age group which makes

up the majority of the work force and hence is the one of interest in this paper.

Additionally, only women and men who had their first child between the ages of

20 and 45 are part of the sample. The reasoning behind this is that this study

tries to estimate the effect of childbirth on the average parent and hence does not

include teenage pregnancies. Furthermore, individuals with children are excluded if

they have not finished their core education i.e. secondary education by the time

they have their first child. This restriction is in place to ensure that the decision

regarding years of core education is less likely to be affected by childbirth which

becomes relevant during matching. As this study intents to predict the impact of

childbirth on earnings for the German population, only individuals who lived in

Germany at the time of the survey are included. Furthermore, the individuals have

to have lived at least one year before childbirth in Germany. Again, the reasoning

behind this is to see how income earned in Germany is affected by childbirth.

After applying the restrictions discussed above, the sample is left with an average

of over 6 data points per individual sampled. The average age at first childbirth is

27 for women and 30 for men. This is somewhat older than the full sample as there

were more pregnancies before the age of 20 than after the age of 45 which were

excluded. The average income for men with children is 34,500€ and for men without

children is 18,500€. For women with children the average wage is 12,000€ compared

to 13,500€ for women without children. It is not surprising that the average wage for

men is significantly higher when one does not control for labour market outcomes.

The driving force behind this large difference in annual income between men and

women is labour force participation with 61.4% of men working full-time in 2017

compared to only 29.1% of women. Furthermore, only 5.5% of men work part-time

compared to 29.3% of women. The large gap between the income of men with and

without children and the rather small gap for women with and without children

might be surprising but can be explained by the demographic differences between

the two groups. Even though key variables including the average age and full-time

experience of the individuals with children are very similar to that of individuals
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without children for individuals of the same sex, there are large differences in the

distributions of those variables. When looking at the distribution of age, both the

women and men in the control group have a much larger share of very young people

who are likely to be in education and a much larger share of very old people who

are likely to be in retirement explaining the lower income. For men, the percent

of individuals in the control group in education in 2017 was 9.7% compared to

less than 1.4% for men in the treatment group which is very similar for women.

These large differences in distribution of key variables and also small but significant

differences in means are the reason matching is required. Without using matching,

one would believe that men without children earn only about half of what men with

children earn which is not due to having children but due to being different in key

variables. For women, one could believe that there is little difference in income for

women with and without children which again is not due to treatment but due to

differences in other characteristics which I prove by using matching.

Please refer to table A.1 in the appendix to have a more detailed overview of

the sample means of men and women of the key variables considered in this paper.

4.3 Representativeness of the sample

This paper is aiming to make inference from the results of this study to the whole

of Germany. To be able to make this inference, it is crucial that the sample

considered is representative of Germany’s population. For this condition to be

satisfied it is important that, in all the key variables important for the results,

the sample is similar to the rest of Germany.

The sample examines 25,000 men and 28,000 females over a time span of 33 years

meaning that around 53.2% of the individuals are female. The national average

in 1984 was 52.3% and 50.7% in 2017 which suggests that the sample is close to

the population mean (Bevölkerung nach Geschlecht 2019). Another key statistic

required to be similar to the national average is that of employment. In the sample

75.2% of the individuals surveyed after the year 2010 say that they are employed

compared to the national average from 2011 to 2017 of 73.7% (Erwerbstätigenquoten
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1991 bis 2018 2019). Breaking this down to men and women I find it to be 80.9%

and 69.9% compared to the national average of 77.9% and 69.4% respectively. In

addition to considering the extensive margin of labour market participation I also

need to look at the intensive margin. Both of these variables are crucial drivers of

the child penalty. Here, the intensive margin is best portrayed by the percentage of

individuals in full- and part-time employment. In 2017 48% of women employed in

Germany worked part-time compared to only 11% of men (Blickpunkt Arbeitsmarkt

2019). In the sample 50% of women men and 8% of men in 2017 were part-time

employed (Blickpunkt Arbeitsmarkt 2019). Another variable crucial for women’s

labour outcome is the average age at which they have their first child (S. P. Martin

2000). In 1980 the average age for women in Germany to have their first child was

24 which increased to 30 in 2018 (Daten zum durchschnittlichen Alter der Mutter

bei Geburt nach der Geburtenfolge für 1. Kind, 2. Kind, 3. Kind und insgesamt

2018 2019). Hence, the average age of 27.35 observed in the sample is very close to

the average age of first-time mothers over the 33 years in Germany. Finally, there

are large differences in income between the western counties and eastern counties of

Germany. According to the federal statistical office, around 19.5% of the German

population lives in the “new” eastern states in 2018 which is similar to the mean

of the sample which is 17.8% (Bevoelkerung 2020).

To conclude there seems to be strong evidence that this sample is representative

of Germany as a whole. Therefore, one can reason that the results found in this

paper can be generalized to the rest of Germany.
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Results

5.1 Matching

Matching aims to equate the distribution of the covariates between the treatment

group and the control group. In the following sections I undertake tests to examine

how well matching managed to balance variables between the treatment and control

groups. The reason balancing matters is because the better the balance of the

sample the more robust the results are going to be.

5.1.1 Assumption I

The hidden bias assumption (3.3) states that treatment assignment is independent

of the potential outcomes given the set of covariates. This assumption holds if the

treatment group is the same as the control group for all the relevant covariates. If

this is the case one says that the sample is perfectly balanced.

One way to assess the balance of the sample is to compare the means of the

covariates in the treatment group to the control group. A numerical method to

test the similarity of the means is the B statistic which summarizes the overall

standardized difference in the means of the covariates (Rubin 2001). The widely

used benchmark for good matching is a value below 25% (Rubin 2001). Prior to

matching, there are severe sample imbalances for both men and women with the B

31
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statistic being 125.8 for men and 130.4 for women. Through matching I reduce the

B scores for men to 9 and for women to 11.3 indicating that matching has worked

very well as it significantly reduced the differences in means between the control and

the treatment group. One can also look at the means in more detail by examining

the difference in means for each covariate for both groups. The statistic used to

examine this is known as the standardized difference in percentage which is the mean

difference as a percentage of the average standard deviation (D’Agostino Jr 1998).

Standardizedpercentagebias = 100× (Xt −Xc)√
(σ2

t +σ2
c )

2

(5.1)

As depicted in figures 5.1 and 5.2, post matching for both male and female, the

standardized percentage bias for all the covariates is around 5% or less which is

below the critical value of 10% (Morgan 2018). This indicates that the sample is

very well balanced after matching. When looking at the balance before matching one

can see that matching was necessary with many covariates having a standardized

percentage bias of over 10% with some having a bias of up to 50%.

Figure 5.1: Balance of covariates before and after matching for men
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Figure 5.2: Balance of covariates before and after matching for women

Marginal distributions are another dimension in which covariates in the control

and treatment group should be similar. One approach to check whether this is

the case is to look at the R statistic (Rubin, 2001). The R statistic summarizes

all of these ratios for each covariate into one number which should be between

0.5 and 2 post matching. For both men and women, this requirement is not met

before matching. Prior to matching, the treatment and control groups had very

different covariate distributions with the male sample having a R statistic of 0.19

and the female sample of 0.17. Post matching the R statistic is 1.21 for men and

1.01 for women displaying very good balance.

To conclude, given the covariates matched on, I have achieved good balance

across the control and treatment groups for both men and women. A well-balanced

sample is a necessary, however not sufficient, condition for causal inference. To

allow for causal interpretation, I also require the covariates to capture all of the

information regarding treatment assignment and fertility. As discussed previously,

this is likely to hold to a certain extent but unfortunately cannot be tested.
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5.1.2 Assumption II

The second assumption (3.5) captures the idea that given any possible combination

of the covariates observed, there should be some positive probability of having

children and some positive probability of not having children. Hence, any individual

in the sample has to have a propensity score above zero and below one. To check

whether this assumption is satisfied one should look at the evidence on common

support. I used the common support option which ensures that only individuals

with propensity scores in the area of common support are included. This leads to

the exclusion of 17 male observations and 35 female observations. Therefore, this

assumption is satisfied which is shown in figures 5.3 – 5.6. The figures prove that

there is always some probability of having a child or not having a child.

The assumption is also known as the overlap assumption as additional to common

support it assumes that there is significant overlap between the distribution of

covariates i.e. the propensity scores of the control and the treatment group. The

reason insufficient overlap is problematic is that it leads to the treatment effect

to depend strongly on extrapolation. This in turn makes the model’s prediction

less reliable (Stuart 2010). As shown in figures below, matching leads to a much

better overlap for both women and men which means that at least one very similar

control individual exists for every treated individual who can form a high-quality

match. To conclude assumption II is satisfied as the kernel densities appear to

have a large overlap and by excluding some observations only individuals with

common support are included.

5.1.3 Treatment assignment

The likelihood of an individual to have children depends on many different covariates.

The next paragraph examines whether these covariates have the expected effect

on individuals’ likelihood of being treated. If they match the trends seen in the

population the sample is more likely to be representative of Germany as a whole.

Before matching I find that both men and women who immigrated to Germany are

more likely to have more children than individuals born in Germany which is in line
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Figure 5.3: Density of propensity scores before matching for men

Figure 5.4: Density of propensity scores after matching for men
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Figure 5.5: Density of propensity scores before matching for women

Figure 5.6: Density of propensity scores after matching for women
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with what the statistics show for the whole of Germany (Frankfurter Allgemeine

Zeitung 2018). Unsurprisingly, I find that the probability of having children increases

with age. Furthermore, the probability of having children for women decreases

with years in education which is also the case in Germany (Schmitt and Wagner

2006). An interesting trend is that women who are born in east Germany have

higher fertility rates compared to women born in west Germany whereas men have

a lower probability of having children. This can be explained by the fact that in

east Germany 53% of the population is male compared to 49% in west Germany

(Geis and Orth 2020). Furthermore, over the years, women in east Germany

have had higher fertility rates than women in west Germany (Zusammengefasste

Geburtenziffer nach Kalenderjahren 2019). In a nutshell, the likelihood of being

treated based on your covariates before carrying out matching is in line with what

can be observed in the rest of Germany.

5.1.4 The treatment effect

After completing matching, which is carried out separately for men and women,

I find the average treatment effects for women and for men. The average effect

on men’s earnings over the 20-year long period following the birth of the first

child, is equal to 6,810€ per year which is significant at the 1% level. A total

number over 95,000 observations, split into control and treatment group, were

used to calculate this effect. For women I find the average treatment effect to be

-10,526€ per year which is significant at the 1% level. A total number of around

67,000 observations split into treatment and control group were used to estimate

this average treatment effect. Thus, having children affects women’s earnings

negatively and men’s earnings positively.

5.1.5 The child penalty

The child penalty builds on the previously identified treatment effect by comparing

the difference in impact of children on fathers’ and mothers’ earnings relative to
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their counterfactual income for each event time t from 5 years before up to 20

years after the birth of the first child.

Before comparing men and women, one should look at differences between

individuals of the same sex with and without children. Figure 5.7 depicts the earnings

of men with children and their estimated counterfactual wage. It is important to

emphasize that the light grey line is not something I observe i.e. it is not simply the

labour income of the male control group but the predicted hypothetical outcome I

estimated using the control group. For the 5 years before childbirth and the 2 years

after childbirth men’s counterfactual income is slightly higher than their actual

income but for most years this difference is not significant with the standard errors

overlapping. From event time 3 onward, fathers’ income steadily grows whereas

the counterfactual income levels off. Thus, from event time 6 onward men with

children earn significantly more than if they had chosen not to have children. This

gap continues to grow with its maximum occurring 20 years after childbirth when

men with children earn annually 10,000 euros more than their childless counterparts.

These differences in annual gross earnings are driven by differences in income growth,

with childless men experiencing no income growth after event time 1 compared to

fathers’ income growing continuously over the whole 26 years studied.

When comparing mothers’ actual earnings to their potential incomes one can see

that throughout the whole period studied women without children have significantly

higher incomes than women with children. This suggests that there are not only

post-fertility effects but also pre-fertility effects. The gap between the two is constant

until childbirth with both their income following a similar pattern of growth. The

reason the impact of childbirth on income is not visible until event time 1 is because

in event time 0 women are giving birth hence for some of the year they might still be

working and/or receive job-protected parental leave i.e. still receive similar amounts

of income. Following the year of childbirth this gap in earnings doubles within a

year and then even triples compared to event time -1. This divergence is almost

fully driven by the reduction in actual earnings rather than growth in potential

earnings of mothers. Starting from event time 2 until event time 20, the difference
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Figure 5.7: Comparing the income of men with and without children

in mothers’ actual income and their potential earnings continuously shrinks. From

event time 2 until event time 8, the convergence in incomes is induced entirely by

mother’s recuperation of their income earned before childbirth. From event time 9

onward until event time 15 the convergence is driven equally by mothers’ income

growth and childless women’s income decline. In the final 5 years considered, the

gap in income shrinks only very slightly which is caused by very moderate growth

in mothers’ income. Twenty years after the birth of the first child, women with

children still earn over 7,000 euros less per year than their childless counterpart

which is similar to the gap in income before childbirth.

I can now calculate the long run child penalty using equations (3.6) – (3.9). As

set out in the methodology section using equation (3.9), I take the difference in the

percentage effect of childbirth on women and men. To arrive at this percentage

effect, I divide the individual’s difference between their actual income and their

counterfactual income by the average counterfactual income of that event time for

their sex (3.8). The result is shown in figure 5.9.

The long-run child penalty, which is defined as the child penalty averaged from

5 to 20 years after childbirth, is found to be 63.4%. In brief, the interpretation



5. Results 40

Figure 5.8: Comparing the income of women with and without children

Figure 5.9: The long-run child penalty in earnings
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of this results is that women earn 63.4% less of their potential earnings than men

earn of their potential earnings. Evidently, the average mother’s potential income is

significantly lower than the average father’s potential income at each point in time.

Therefore, the child penalty demonstrates not the difference in actual earnings

earned by women and men but how the impact of children on actual income relative

to potential earning differs between women and men. Before childbirth, men’s and

women’s actual earnings earned as a percentage of their counterfactual earnings

follows a fairly similar trend. In event time -5 and -3 their standard errors are

overlapping implying that the difference is not significant. However, once the first

child is born the percentage of actual income earned is significantly different at

the 1% level between men and women for the whole 20 years after the birth of

the first child. These findings support Kleven, Landais, and Søgaard (2019) and

Kleven, Landais, Posch, et al. (2019) findings that children are the key driver

of gender inequality in earnings.

The child penalty is highest in event time 2 at over 80% and from then onward

shrinks and amasses to around 50% at event time 17 which is driven by women’s

actual income increasing quicker relative to their counterfactual income than men’s

actual income. From event time 17 onward the child penalty increases again to about

60%. It is vital to look at the composition of the child penalty to understand what

drives it. During the 16 years following childbirth, the child penalty is primarily

driven by the effect of childbirth on women’s earnings, especially in the first 2 years

following birth when women experience a 70% loss of their potential income. From

event time 3 onward, the child penalty continuously falls due to women recuperating

some of their lost income. However, during the whole time father’s income grows

relative to their counterfactual income which reduces this effect. During the final

years studied the child penalty increases again to around 60%, which is fully driven

by men’s income rising relative to their counterfactual income. On the other hand

women’s loss in potential earnings levels off during those final years. The child

penalty is therefore principally driven by the response of women’s earnings rather

than of men’s earnings to children in the first 15 years after the birth of the child.
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This switches for the years thereafter with the impact on women’s earnings making

up only 20% of the 60% child penalty in event time 20.

To understand which margins drive this child penalty I look at the effect of

parenthood on labour market participation, labour market hours and the wage rate.

To do so I utilise the same matching methods for each of those dependent variables.

First, I analyse the effect of parenthood on labour market participation. As

shown in figure 5.10 men’s labour market participation seems to be almost unaffected

by childbirth, with fathers being slightly more likely to participate in the labour

market compared to childless men. For women this cannot be said with women’s

participation rate dropping by over 70% compared to their childless counterpart

2 years after the birth of the first child. Over time most mothers re-enter the

labour market but even after 20 years around 10% of mothers have yet to re-

enter the labour market showing just how persistent the effect of childbirth is

on women’s labour market outcomes.

Figure 5.10: The long-run impact of parenthood on labour market participation

Second, I examine the effect of parenthood on the intensive margin. A similar

pattern emerges for both men and women. Over the whole 25 years considered,

except year -1 when I set the percentage effect to zero, men with children work
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significantly longer hours than their childless counterpart. For women the effect

of childbirth on labour hours is even stronger than its effect on labour market

participation. Apart from the larger initial drop in labour hours, hours worked

also recover at a slower rate than participation does. Thus, leading to a remaining

reduction in labour hours worked of over 25% 20 years after childbirth.

Figure 5.11: The long-run impact of parenthood on labour hours

Third, I assess the impact of parenthood on the wage rate. The wage rate is

calculated using actual hours worked, which is self-reported, and monthly income.

Over a quarter of women in the sample do not work and hence do not have an

hourly wage rate. This causes a significant reduction in sample size leading to

larger standard errors especially for the first few years after childbirth when 70% of

mothers have dropped out of the labour market. As shown in Figure 5.12, one can

see that the wage rate of women participating in the labour market is not affected

by parenthood. This is a rather surprising result which could be the result of a

combination of factors. First, the result is less robust due a large reduction in

sample size, dropping from around 4,000 women to 800 in event time 1. Additionally,

there might be inaccuracies in the data with hours worked being self-reported and

hence potentially differing to the contracted hours leading to the wage rate being
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Figure 5.12: The long-run impact of parenthood on the wage rate

inaccurate. Furthermore, mothers might include parental subsidies in their income

earned which causes an increase in their hourly wage rate. When looking at men

it becomes clear that fathers earn substantially more per hour than men without

children. This difference increases significantly over time with fathers earning 30%

more than their counterfactual income in even time 20.

To summarize, women’s reduction in earnings following childbirth is mainly

driven by the intensive and the extensive margin whereas men’s rise in earnings

following childbirth is mainly driven by differences in the wage rate. In the long run

the child penalty is driven by mothers working 30% fewer hours than women without

children and by fathers’ wage rate being 30% higher than childless men’s wage rate.

The child penalty – matching on experience

To examine what role labour market experience plays in Germany, I now include

both part- and full-time experience in the work place to the set of covariates. Of

course now the potential income can no longer be interpreted as their real Yi(0),

as childbirth often reduces mothers years of experience. What I find is that work

experience seems to be one of the main reasons why women with children earn
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less than women without children in the long run. When controlling for labour

market experience women earn their counterfactual income 16 years after the birth

of the first child. It is worth re-emphasizing that matching no longer determines

the causal effect of having children. The potential income plotted in figure 5.13

is no longer their real potential income but the income they would have earned

if they had chosen not to have children given their level of experience. In this

scenario I compare mothers with certain years of experience to childless women who

are similar in their demographic background and with a similar number of years

of experience and schooling. Therefore, the long-term impact of motherhood on

earnings is almost entirely driven by the loss in work experience which lowers human

capital. In the short-run the large gap in earnings between mothers’ actual income

and their counterfactual income remains, which is due the fact that it is almost

entirely driven by mothers working fewer hours compared to their childless peers.

Figure 5.13: Comparing the average annual income of women with and without children
when controlling for labour market outcomes

When replicating this for men almost no difference in earnings is found, suggest-

ing that fathers’ work experience is almost completely unaffected by childbirth. The
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only difference being that there is no longer a gap between actual and counterfactual

income in the years before childbirth.

These findings can be explained by women still being the primary carer for

children which leads to mothers having to temporarily step back from the labour

market to focus on household production. The data reflects this hypothesis with

mothers at the age of 50 having 1 and a half fewer years of work experience5 compared

to childless women of the same age. For men this difference is much smaller with

fathers having half a year of work experience less than men without children.

Figure 5.14: The long-run child penalty in earnings when controlling for labour market
experience

These trends are reflected in the child penalty which shrinks dramatically

to 33% when controlling for labour market experience. The short-run loss in

earnings cannot be explained by loss in experience and is mostly driven by the

intensive and the extensive margin.

5This is not taking into consideration whether this is part-time or full-time experience.
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The child penalty across the income distribution

A concern raised in the literature is that the child penalty is an upper class

phenomenon which does not exist for middle and low income individuals Kleven,

Landais, and Søgaard (2019). To assess this claim, I first remove the top 25%

and then the top 50% of female and male earners and then calculate the child

penalty for those individuals.

Figure 5.15: The Long-Run Child Penalty in Earning when excluding the top 25% of
the income distribution

The child penalty drops to 46% when excluding the top 25% and to 20% when

excluding the top 50% as shown in figures 5.15 and 5.16 respectively. There

appears to be a positive correlation with the child penalty increasing along the

income distribution. This is mainly driven by the reduction in father’s actual

income relative to their counterfactual income. As one moves down the income

distribution men’s actual income starts to get closer to their counterfactual income.

By excluding the top 25% of the income distribution more fathers than childless

men are excluded as they earn significantly more on average than men without

children. For women this trend seems to exist as well but in a much weaker form.

Excluding the top quartile of the income distribution leaves the effect of children on
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Figure 5.16: The Long-Run Child Penalty in Earning when excluding the top 50% of
the income distribution

women’s income relative to their counterfactual income almost entirely unaffected.

Only when excluding the top half of the income distribution do mothers’ earnings

rise compared to their counterfactual income.

The reason for not looking at the bottom 25% of the income distribution is

because all women with and without children in the quartile earn no income at

all, therefore both their actual and counterfactual income is zero. To conclude,

the child penalty does seem to be larger for upper class and middle class indi-

viduals. This is mainly driven by father’s actual income decreasing relative to

their counterfactual income.

5.1.6 Robustness check: Difference-in-differences matching

I employ DID matching to check how robust my findings are. The first step is to

assess how robust my DID matching results are by checking whether the common

trend assumption holds. One way of checking whether the assumption holds is to

look at the trend of income earned the years before event time -1. In the graphs

below, one can see that the level of income earned differs between fathers and men
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without children, and mothers and women without children. However, DID only

requires the trends to be the same which is the case in the 5 years prior to childbirth

as shown in figures 5.18 and A.1. This result suggests that if it would not be for

treatment, they would continue following the same trend. Of course there is still

a small possibility that they would follow different trends even without treatment

but the likelihood of this is much smaller given the fact that they followed the

same trend for 4 years prior event time -1. Furthermore, there exists no obvious

reason why these trends would change without treatment.

Figure 5.17: Comparing the income of women with and without children in the DID
sample

These results suggest that the DID matching results are robust. For women the

DID is -13,000€ as the income of women with children drops around 8,700€ from

event time -1 to 1, whereas for women without children income rises by around

4,300€. This suggests that there is clearly a strong negative effect of treatment on

women’s earnings which is significant at the 1% level. This is slightly larger than

the average female treatment effect previously calculated. The reason is due to

the fact that the impact of children on income is strongest in the first few years

after childbirth and reduces over time. The treatment effect, previously calculated,
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Figure 5.18: Comparing the income of men with and without children in the DID
sample

estimated the effect of childbirth over the 20-year long period after childbirth

and hence is expected to be smaller. Therefore, the results suggest that simple

matching accounted for most of the time non-varying unobservable heterogeneity.

For men the DID is estimated to be around 1,700€ which is significant at the 5%

level. For childless men income increases by 2,800€ whereas for fathers it increases

by 4,500€ from event time -1 to +1. The average treatment effect, calculated

previously, estimated it to be larger than that which is driven by the difference in

income between men with and without children increasing over time. When looking

at figure 5.7 there seems to be no difference in income between men with and

without children for the first 5 years. This suggests that the child penalty previously

estimated is a lower bound and might be even higher when controlling for unobserved

heterogeneity. To conclude, the child penalty cannot be explained by unobserved

time invariant heterogeneity. Furthermore, when controlling for unobserved time

invariant heterogeneity the size of the child penalty seems to be unchanged.
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5.2 Regression analysis

Once I have determined the individual treatment effect, I can examine potential

factors driving the impact of childbirth on income. I continue to look at men and

women separately as childbirth has a very different effect on their income and hence

this impact on earnings is expected to have different drivers. For the following

analysis the dependent variable is the individual treatment effect i.e. the difference

between the actual income and the hypothetical income. The first step is to establish

a baseline which only includes the control variables. The baseline is then followed

by regressions which besides the control variables add in further variables of interest.

When adding in the variables of interest to the baseline regression, the sample size

is substantially reduced which increases standard errors.

The baseline was constructed by building on the existing literature in labour

economics. The Mincer earnings function is the most influential labour income

regression in economics which explains labour income as a function of total years of

schooling, labour market experience and labour market experience squared. (Mincer

1974; Lemieux 2006). In almost all settings, the returns have been found to be

positive for schooling and labour market experience and negative for experience

squared. This supports the idea that increased schooling and increased work

experience enhance human capital and hence productivity which in turn leads to

an increase in labour income. The negative return on work experience squared

implies that experience displays decreasing marginal returns. I previously controlled

for education undertaken at school level but not higher education. Thus, I now

control for university degree completed as well.

Besides those factors, I include a dummy for east Germany to control for regional

differences in labour income and potential income. Since the reunification of Ger-

many in 1990, the former Federal Republic of Germany has persistently outperformed

the former German Democratic Republic in most of the key labour market outcomes

with wages still being 16% lower in the east of Germany (Die Arbeitsmarksituation

von Frauen und Männern 2019; Bundesministerium für Wirtschaft und Energie

2019). Therefore, it is very important to control for those differences. Furthermore,
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I control for marital status. Marriage affects not only individuals’ financial security

but also the income tax rates they face and hence labour market decisions. Lastly,

I control for the age at which the individual had their first child as many studies

have shown that timing of fertility matters for future income (S. P. Martin 2000;

Waldfogel 1998; Amuedo-Dorantes and Kimmel 2005; Miller 2011).

A negative coefficient implies that the independent variable is correlated with

lower actual earnings relative to the hypothetical earnings. For women this means

that their loss in income caused by childbirth is even larger whereas for men it

implies that their gain caused by childbirth is smaller.

It becomes apparent that some associations appear to be more robust than

others. The coefficients which are robust are the ones which display a clear positive

or negative correlation with treatment across all the regressions and hence are the

ones which potentially have an underlying causal interpretation.

I find that for 2 out of the 4 regressions married mothers display significantly

lower earnings relative to their potential incomes than unmarried mothers. The

reverse seems to be true for men with this phenomenon being known as the

marriage premium. Furthermore, there is a substantial and significant negative

association between living in East-Germany and the dependent variable for men,

which holds throughout and does not exist for women. This implies that the child

penalty should be lower in East-Germany due to lower actual earnings for men

relative to their potential incomes. Another persistent association is the negative

relationship between the dependent variable and the age at which women had

their first child. This seems to be counter-intuitive and the opposite to what the

literature finds, indicating that it is a spurious correlation (Amuedo-Dorantes and

Kimmel 2005; S. P. Martin 2000).

The coefficients for work experience and schooling from the Mincer regression are

strongly robust. For women an increase in part-time experience is always positively

correlated with the dependent variable which is significant at the 1% level. Those

results show how important any form of labour market experience is for women if

they want to decrease their amount of potential income lost. The magnitude of



5. Results 53

Table 5.1: Linear regression: Baseline

VARIABLES Men Women

Married dummy 2,609*** -2,998***
(590) (307.6)

East-Germany dummy -11,687*** -1,258***
(522.4) (360.2)

Part-time experience1 -1,490*** 859.9***
(225.2) (69.27)

Full-time experience1 1,521*** 1,147***
(74.63) (53.16)

Part-time experience squared 73.67*** -14.91***
(20.09) (4.47)

Full-time experience squared -23.02*** 2.41
(1.991) (2.429)

Completed university dummy 27,512*** 10,078***
(487.4) (306.9)

Age had first child 125.4*** -412.0***
(41.96) (32.85)

Constant -25,364*** -11,362***
(1,296) (858.1)

Difference2 7,272.80 -9,542.60
Observations 42,016 39,441
R-squared 0.129 0.109

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Dependent variable: Difference = actual earnings – hypothetical earnings where hypothetical
earnings are the earnings the individual would have earned if had chosen not to have children
Hence, a negative coefficient means that actual earnings have decreased relative to hypothetical

earnings
1Number of years spent in part/full-time employment

2Mean of the dependent variable for the observations considered in the regression
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this association is also rather large with one year of part-time experience being

associated with a decrease in the gap of around 10%. For men the coefficient for

part-time work experience is always found to be negative but not always significant.

This suggests that part-time experience is associated with lower actual income

relative to their hypothetical income. When looking at the correlation between

full-time experience on the labour market and the dependent variable I find for both

men and women an increase in actual income relative to their potential income.

These coefficients are always found to be significant at the 1% level and seem to

be robust to the model’s specification. There seems to be no strong association

between experience squared and the dependent variable apart from the significant

negative association for full-time experience squared for men. Both men and women

seem to have positive returns to completing a university degree with the coefficient

always being significant at the 1% level. There seems to be evidence that the

association between the individual treatment effect and education is of much larger

magnitude for men than for women. These findings imply that more educated men

and women have higher actual earnings relative to their potential incomes where

the coefficient is substantially larger for men. This implies that university educated

mothers earn a larger percentage of their potential income compared to mothers

without a degree. However, due to that increase being smaller for women compared

to equally educated men, their child penalty actually increases.

The three main areas I would like to explore in the following section are how

gender norms, willingness to take risks for career and priorities when choosing

their job are correlated with the individual treatment effects. The last two areas

could provide me with evidence that preferences play an important role for the

effect of childbirth on earnings.

First, I examine the relationship between gender norms and individual treatment

effects. When I refer to traditional gender roles, I mean that women are seen to

be the ones who are responsible for household production and men are responsible

for the financial security of the family.
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Mothers with modern gender roles have smaller treatment effects compared

to mothers with more traditional views on gender roles. The reverse is true for

men. Looking at the variables more closely men that believe they should help

with domestic work, experience lower actual earnings relative to their hypothetical

earnings. The same applies to men who believe that men and women are equal

in the household and at work. This association is significant at the 5% level and

at the 10% level respectively. For women there is a negative correlation between

believing that men are more in charge of family’s financial security than women

which is significant at the 10% level. Furthermore, women who believe that women

and men are equal in the household and at work have significantly more actual

income compared to their hypothetical income.

To summarize, there seems to be supporting evidence for gender norms explaining

part of the individual treatment effects. However, these results only show correlations

and cannot by itself be interpreted as causal effects.

The third regression (table 5.3) tries to examine the relationship between risk

preferences regarding career and the individual treatment effect. The results are that

risk preferences with regard to career are more important for men with the coefficient

for low risk preferences to be significantly negative at the 5% and significantly

positive at the 5% level for high risk preferences. For women the coefficients have

the same sign but are not found to be positive. Thus, fathers get penalised for

being risk averse and rewarded for being risk tolerant.

Lastly, I look at the relationship between individuals’ treatment effects and

individuals’ preferences regarding the importance of certain job characteristics.

As shown in table 5.4, an apparent feature for all of the significant coefficients is

that most of them are significant at the 1% level and are of large magnitude

suggesting that preferences regarding job characteristics are very relevant for

individual treatment effects. Unsurprisingly one of the results is that individuals,

for whom income is a priority when choosing their job, have significantly higher

levels of actual income than their hypothetical income. What might come as a

surprise to some is that the coefficient with the largest magnitude is preferences
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Table 5.2: Linear regression: Gender norms

(1) (2)
VARIABLES Men Women

Married dummy 7,642*** 229.6
(2,777) (1,344)

East-Germany dummy -11,045*** -1,536
(2,698) (1,687)

Part-time experience1 1,823* 1,289***
(968) (381.9)

Full-time experience1 1,797*** 1,239***
(449.6) (296.7)

Part-time experience squared 43.36 -40.34
(60.36) (24.72)

Full-time experience squared -27.29** -0.366
(13.19) (14.13)

Completed university dummy 30,845*** 8,717***
(3,018) (1,604)

Age had first child 158.1 -486.0***
(266.8) (181.9)

Women care more for family than career2 -915.2 -2,253
(2,800) (1,502)

Men more in charge of family’s financial security2 438.5 -2,375*
(2,786) (1,391)

Men help with domestic work2 -7,284** 803.9
(3,553) (2,222)

Men and women equal in hh/family and at work2 -4,954* 3,427**
(2,738) (1,427)

Children suffer if father concentrates on work2 -3,464 -2,102
(2,790) (1,441)

Working mother as emotionally available2 6,109** 1,868
(2,941) (1,648)

Constant -26,827*** -12,652**
(8,943) (5,836)

Difference3 8,615.40 -9534.2
Observations 1,259 1,352
R-squared 0.186 0.137

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Dependent variable: Difference = actual earnings – hypothetical earnings where hypothetical
earnings are the earnings the individual would have earned if had chosen not to have children
Hence, a negative coefficient means that actual earnings have decreased relative to hypothetical

earnings
1Number of years spent in part/full-time employment

2Dummy variable is equal to 1 if agree with the statement and 0 if disagree
3Mean of the dependent variable for the observations considered in the regression
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Table 5.3: Linear regression: Willingness to take on risk for career

(1) (2)
VARIABLES Men Women

Married dummy 3,898** -1,249
(1,536) (938)

East-Germany dummy -10,465*** -108.9
(1,626) (1,088)

Part-time experience1 -2,706*** 759.8***
(784.5) (249.6)

Full-time experience1 1,707*** 1,318***
(229.1) (186.8)

Part-time experience squared 180.6** -22.83
(82.57) (16.68)

Full-time experience squared -26.12*** 5.587
(6.33) (7.925)

Completed university dummy 28,040*** 9,791***
(1,608) (988.2)

Age had first child 206.6 -419.2***
(135.4) (114)

Willing to take low risk for career2 -3,597** -1,436
(1,471) (935.1)

Willing to take high risk for career2 3,627** 793.2
(1,674) (1,448)

Constant -28,366*** -11,270***
(4,199) (3,008)

Difference3 10,855 -7299.9
Observations 4,866 4,437
R-squared 0.116 0.098

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Dependent variable: Difference = actual earnings – hypothetical earnings where hypothetical
earnings are the earnings the individual would have earned if had chosen not to have children
Hence, a negative coefficient means that actual earnings have decreased relative to hypothetical

earnings
1Number of years spent in part/full-time employment

2This is a variable recoded in dummies capturing an individual’s willingness to take risk: scale of
0-10 where 0 means that you are not willing to take any risks. Here low risk for career captures

those who answer with 0-3, mid risk (excluded here due to collinearity) 4-6 high risk 7-10
3Mean of the dependent variable for the observations considered in the regression
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regarding family friendliness of the job. For men and women, the coefficient is

significant at the 1% and 5% respectively. It’s of such large magnitude that men’s

positive treatment effect turns into a negative one if they cite family friendliness as

a priority. For women citing family friendliness as a priority almost doubles their

negative treatment effect. Hence, making family friendliness a priority for your

job means for men and women with children that they lose out on a lot of their

potential income. Finally, there is a positive and significant correlation between

career advancement being a priority and the treatment effect. This association

is still significant at the 1% level for men and at the 10% level for women but

is of smaller magnitude. Additionally, there seems to be no correlation between

importance for recognition and the treatment effect.
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Table 5.4: Linear regression: Priorities when choosing job

(1) (2)
VARIABLES Men Women

Married dummy 3,511 -1,777**
(2,327) (767.6)

East-Germany dummy -11,728*** 199.4
(1,465) (985.5)

Part-time experience1 -1,425*** 1,448***
(552.6) (203.6)

Full-time experience1 1,897*** 1,275***
(259.6) (164.9)

Part-time experience squared 47.86 -56.92***
(35.01) (12.41)

Full-time experience squared -28.53*** -0.279
(7.672) (7.123)

Completed university dummy 34,833*** 9,690***
(1,633) (905)

Age had first child 35.3 -521.5***
(151.9) (106.8)

Income is a priority when choose job2 8,583*** 3,713***
(1,826) (859)

Family friendliness is a priority when choose job2 -11,790*** -4,852**
(3,483) (2,308)

Opportunity for career advancement is priority2 4,691*** 1,464*
(1,326) (775.9)

Recognition is a priority when choose job2 -1,492 590.1
(1,378) (824.9)

Constant -27,025*** -9,221***
(6,200) (3,499)

Difference3 10,627.20 -9,338.30
Observations 3,827 3,971
R-squared 0.197 0.121

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Dependent variable: Difference = actual earnings – hypothetical earnings where hypothetical
earnings are the earnings the individual would have earned if had chosen not to have children
Hence, a negative coefficient means that actual earnings have decreased relative to hypothetical

earnings
1Number of years spent in part/full-time employment

2Dummy equals 1 if agree with the statement
3Mean of the dependent variable for the observations considered in the regression
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Discussion

6.1 The treatment effect

The average treatment effect for men is found to be an annual gain of 6,810€ and

an annual loss of 10,526€ for women. The interpretation of these figures is that the

average income for men with children is 6,810€ higher on average each year than

comparable men without children. The men are comparable in their demographics

and in their years of education in high school. Therefore, fathers’ Y(1) exceeds

their Y(0) as fathers earn more than comparable men without children. For women

the result implies that women with children earn on average 10,526€ less per year

than comparable women without children over the relevant time period of 20 years

after childbirth. Therefore, they miss out on a large portion of their hypothetical

income by having chosen to have children.

There seems to be clear evidence that childbirth has statistically significant

effects on women and men which, when tested, were also significantly different

from each other. However, even though the effects are significant they are only

economically meaningful if they are of a relevant magnitude. Even if the impact of

childbirth on income is found to be significant it might not be meaningful if it only

leads to a trivial difference between individuals with and without children. To assess

how substantial the effect is one needs to compare the average treatment effect to

60
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the relevant labour income means. For men with children I find the average labour

income to be 34,500€ a year compared to 12,000€ for women. This means that men

with children earn around 20% more income compared to what they would be earning

if they had decided not to have children. Women with children earn on average

over 80% less than women without children. It is needless to say that treatment

therefore has a substantial effect on income. This is especially important as the

effect is calculated for a 20 year-long period, which is the majority of the average

individual’s time spent in employment (Eurostat 2019; Hytti and Valaste 2009).

All things considered, I believe that the treatment effect is robust as it does

not change substantially when changing different parts of the specification. For

example, changing the number of nearest neighbours matched on has no effect on

the significance of the treatment effect and just a small effect on the magnitude. The

same holds for changing the caliper, not allowing for replacement or not considering

that the propensity scores are estimated. As long as I only include covariates which

are not affected by treatment, no obvious change to any part of the setting can

change the key results. Of course, there still exists a number of unobserved factors

for which one cannot control that affect the treatment effect. As shown previously,

controlling for time invariant unobserved heterogeneity does not change the sign

or the significance of the treatment effect with the magnitude only changing very

slightly. Therefore, assuming that time varying unobserved heterogeneity is not of

immense magnitude, the significance and sign of the treatment effect is robust. I

believe that this assumption is not very strong as it unlikely that childbirth would

coincide with a universal change in unobserved time varying heterogeneity which

is of large enough to significantly affect the treatment effect.

These findings are in strong agreement with the majority of the published

literature on the topic, with almost all papers finding a negative effect of children

on female’s income and the majority of them finding a positive effect of children

on male’s income (Daniel, Lacuesta, and Rodrıguez-Planas 2013; Petersen, Penner,

and Høgsnes 2014; Waldfogel 1997; Waldfogel 1995). A key driver is the effect of

childbirth on the average working hours of men and women.
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Whereas men’s working hours increase upon childbirth women’s working hours

decrease, leading to this divergence in income (Lundberg and Rose 2000). Kleven,

Landais, Posch, et al. (2019) supports my findings as they find that the intensive

margin is more important than the extensive margin in Germany which holds true

even more so in the long-run. In addition to different working hours resulting into

differences in labour market experiences, breaks from the labour market have also

been shown to reduce income (Gangl and Ziefle 2009). Especially for women with

more than one child this is of relevance as they are likely to take some parental

leave for each child, in turn leading to more than one break from the labour market.

Furthermore, mothers sort themselves into lower paying occupations compared

to women without children, whereas fathers sort themselves into higher paying

occupations compared to men without children (Gibb et al. 2014; Lundberg and

Rose 2000; Petersen, Penner, and Hogsnes 2007).

6.2 The child penalty

Because of childbirth affecting men’s and women’s earnings in the opposite direction

I find that the child penalty is driven not only by women’s negative treatment effect

but also by men’s positive treatment effect. When contrasting father’s income to

childless men’s income I find that fathers earn significantly more from event time 6

onward until the end of the period studied. These results are no anomaly in the

literature and have been found in many other studies (Gibb et al. 2014; Lundberg

and Rose 2000; Simonsen and Skipper 2008). The reason for this is that men with

children earn higher wages whilst also working longer hours plus being less likely

to be out of work (Gibb et al. 2014). There can be many explanations for these

results. Men with children face higher expenses as they have to support a family

and hence choose to work longer hours. Additionally, it could be that men with

children are more educated than men without children and hence have a larger

amount of human capital accumulated through schooling. I only matched on the

type of school degree and hence did not control for education completed thereafter.

My sample and the literature support this hypothesis with the average father having
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completed one further year of education compared to the average childless man at

the age of 50. However, Lundberg and Rose (2002) finds that even controlling for

education, men with children earn more than men without children. Additionally,

the literature finds that fathers sort themselves into higher paying occupations

than men without children (Gibb et al. 2014; Lundberg and Rose 2000; Petersen,

Penner, and Høgsnes 2011). Hence, it seems to be a combination of factors which

cause this positive treatment effect for men with children.

I have found that the contribution of women’s treatment effect to the child

penalty is largely caused by most mothers working fewer hours with many dropping

out of the labour market altogether. As shown in figure 5.12 I do not find a significant

effect of childbirth on the hourly pay of mothers. This result might be slightly less

robust due to a significantly smaller sample size. It could be that the reason why the

hourly wage is not impacted by motherhood is that many mothers do not re-enter

the labour market because the wage they get offered does not cover their opportunity

cost. Therefore, if mothers’ opportunity cost is a lot higher compared to similar

women without children then this difference in opportunity cost might explain

why motherhood does not affect the hourly wage. This is not an unreasonable

assumption as mothers have to miss out on time with their children to work and

have to pay for childcare which might offset the income earned through working.

Many studies have found that there is indeed a negative effect of motherhood

on hourly wages (Waldfogel 1997; Budig and England 2001; Livermore, Rodgers,

and Siminski 2011). Previous literature has argued that the effect of childbirth

on labour market experience is one of the key reasons why women earn lower

wages when returning to the labour market (Taniguchi 1999). Human capital is a

key driver of income which is accumulated through schooling and labour market

experience (Becker 1985; Harmon, Oosterbeek, and Walker 2003; Patrinos and

Psacharopoulos 2002). Therefore, if motherhood reduces labour market experience

then experience could be a key driver of the child penalty (Becker 1985; Harmon,

Oosterbeek, and Walker 2003; Patrinos and Psacharopoulos 2002). Budig and

England (2001) estimated that a third of the motherhood penalty can be explained
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by a loss in human capital through fewer years of schooling and work experience.

Waldfogel (1997) finds similar results with the majority of the motherhood penalty

being explained by the loss in experience. In my sample women with children

have actually completed one more year of education at the age of 50 than childless

women. Hence, the amount of education received cannot be the main driver of the

child penalty. This leads me to match on experience as shown in figure 5.13. I

find that experience does play a major part in the treatment effect especially a few

years after the birth of the first child. As I use panel data, I can examine how the

importance of the loss in experience changes relative to the time of the first birth.

Unsurprisingly, the importance of experience increases with time relative to event

time 0. With the birth of the first child mothers will start losing years of experience

compared to women without children. This gap in years of experience increases

with time and could therefore explain more of the child penalty later on. This is

also a slightly puzzling result as it seems to suggest that motherhood also has an

impact on the hourly wage which is not what I found previously. This could be due

to the fact that by matching on part- and full-time experience, I also make women

more similar in terms or their employment status. Therefore, I do not only control

for work experience but also indirectly control for labour hours worked.

In conclusion, the estimated child penalty is supported by the existing literature

and economic intuition. A slightly puzzling result remains the substantial short-run

penalty which remains even after matching on labour market outcomes.

6.3 Regressions

The following paragraphs attempt to discuss the robustness of the regressions. I try

to do so by assessing whether the associations found are supported by economic

intuition and the literature. Furthermore, I attempt to shine light on how the

regression results can potentially explain parts of the difference in signs of the

average treatment effect for men and women.

The Mincer earnings equation uses education, work experience and work ex-

perience squared as the independent regressors to predict income. Theoretically
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and empirically the literature has found substantial and statistically significant

positive returns to education with men mostly having larger returns to education

than women (Harmon, Oosterbeek, and Walker 2003; Boockmann and Steiner

2006). In all of the regressions for both men and women I find this to be the case

with actual income rising relative to their counterfactual income. It is important

to point out that during matching I only controlled for education completed at

school and not higher education which allowed for this positive association to

occur. A similar picture can be seen when looking at full-time experience which

has a significant positive association with the dependent variable. For women this

also holds for part-time work whereas for men it does not. The reason for this

could be that men who choose to work part-time are therefore also more likely to

choose a family friendly job which pays worse. Therefore, if I do not control for

family friendliness of the job, part-time experience might indirectly pick up that

association. The significance of this negative association falls from 1% to 10% once

I control for these preferences indicating that it is not part-time experience itself

but other factors which are included in the error term at that point (table 5.2).

The regressions do not find a strong negative association between the dependent

variable and experience squared. which is not what the theory predicts. However,

the association for full-time experience squared for men and part-time experience

squared for women is always negative but not always significant.

Furthermore, I find that marriage seems to be negatively correlated with

treatment for women and positively for men. There can be many reasons for

this, including gender norms and the effect of marriage on the financial security for

women (Persson 2020). An additional reason could be the German joint taxation of

married couples with full income splitting (Ehegattensplitting)6 which divides the

total income earned by the couple by two before calculating tax rates (Wersig n.d.).

If you declare to have a primary earner and a secondary earner, the primary earner’s

income gets taxed at a relatively lower rate and the secondary earner’s income at

a relatively higher tax rate. Evidently, women are in most cases the secondary
6Legal basis §32a Abs. 5. EStG : Paragraph 32 section 5 in the income tax act
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earner which leads to the "splittingtariff" to increase men’s participation rates and

decreases women’s participation rates (Bach et al. 2011; Bick and Fuchs-Schündeln

2017; Bundesministerium der Finanzen 2020; Fehr and Ujhelyiova 2013; Steiner

and Wrohlich 2004). This effect is driven by men’s supply of work being relatively

inelastic to changes in income tax rates whereas women’s labour supply is found to

be more elastic with respect to income tax changes, especially on the participation

margin (Keane 2011). The wage premium for married men is an established fact in

the literature and is explained by higher human capital, sorting into higher paying

occupations, wage differential, higher productivity and the selection of married men

(Antonovics and Town 2004; K. Daniel 1995; Ginther and Zavodny 2001).

The negative association between living in east Germany and men’s treatment

effect might be surprising, especially as women do not seem to display this effect.

The explanation for this stems from large cultural and economic differences especially

before the reunification of East and West Germany. In the East, women’s labour

participation was 85% compared to 55% for women in the west (Maier 1993; Trappe

and Rosenfeld 1998; Trappe and Sørensen 2006). There were many reasons for those

stark difference. Key differences came from a larger need for women to work due to

worse economic conditions, better childcare, more liberal abortion laws and different

attitudes towards gender roles in the East (Konietzka and Kreyenfeld 2002). There

has been convergence in the last 30 years with some of these differences fading,

however many differences still persist today. These differences I find to be confirmed

with 28% of women in the West working full-time compared to 37% in the East.

Women in the eastern regions of Germany are more attached to the labour market

which reduces their time for household production. Therefore, men have to help out

more with home production which could explain this negative correlation between

men living in the east and the treatment effect. Additionally, wages are in general

lower in the East potentially reducing the wage gap between fathers and men

without children which is the key driver of the positive treatment effect for fathers.

Many studies have found that mothers who have children at a young age

experience a larger motherhood penalty which is why many women, especially
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highly educated ones, choose to delay having children (S. P. Martin 2000; Waldfogel

1998; Amuedo-Dorantes and Kimmel 2005; Miller 2011). Given those findings you

expect women and potentially men as well to have a positive association between

the age at which they have their first child and the treatment. Surprisingly, this is

only the case for men with women experiencing a significant negative association.

This seems to suggest that there is some misspecification in the model.

In summary, I believe that most significant associations found are in line with the

economic intuition. The key exception remains the negative relationship between

age of childbirth and the dependent variable for women. In conclusion, one should

be careful interpreting these results with some appearing to be spurious correlations.

Lastly I try to assess the robustness of the regression results, when adding in the

variables of interest, by analysing whether the associations found are in line with

what the literature finds. The first regression focuses on the relationship between

gender norms and the effect of children on income. For the majority of households

women are in charge of most of the home production and men are in charge of labour

market production (Layte 2018; Sullivan 2000). One of the key reasons why this

is the case is gender norms and preferences. Kleven, Landais, and Søgaard (2019)

discovered that countries with more traditional views on gender roles experience

much larger child penalties. Here, I try to show that this same effect exists on an

individual level. In my regression I observe that men with more modern views on

gender roles have smaller positive treatment effects than fathers who have more

traditional views. The reverse is true for women. Therefore, it is probable that men

who are of the opinion that they have the same responsibility as women in home

production, are also more likely to help with home production. This will lead to

them spending more time on house production and less time working on the labour

market which explains the lower actual earnings relative to the potential earnings.

Thus, this may translate into women splitting home production more equally with

their partner if possible and to increase their focus on production in the labour

market. Women with children spend on average significantly more time on home

production than women without children. The time spent on domestic work increases
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substantially less upon childbirth for men than it does for women (Gjerdingen and

Center 2005). Hence, the belief of being equal in the household and at work allows

them to reduce this difference between the time they spend on house production

compared to comparable women without children. Consequently, they increase their

actual income which causes their individual treatment effect to fall (Nix, Andresen,

et al. 2019; Kleven, Landais, Posch, et al. 2019). An interesting extension here

would be to look at couples and see how their gender views affect each other.

The second and third regressions I look at try to explain the treatment effects

through differences in preferences regarding risk aversion and job characteristics.

The regressions show that the willingness of women to take on risk for their career

seems to not be correlated with their treatment effects. For fathers however being

risk averse regarding their career, reduced their actual income relative to their

counterfactual income. The reverse is true for fathers who have a higher risk

tolerance. In my sample the mean risk women reported to be willing to take, on a

scale of 107, was 3.8 compared to 4.4 for men which is significantly different at the

1% level. This finding is supported by the literature with Croson and Gneezy (2009)

reporting that women are, on average, more risk averse than men. The reason these

differences in risk aversion can explain wage differentials is that for two occupations

which are the exact same apart from the variability of earnings, one will be payed a

compensating wage differential to induce workers to accept these higher levels of

risk (Bertrand 2011). If men take these jobs more often than women due to different

levels of risk aversion, than risk aversion could explain part of the difference in the

treatment effect. However, one would then expect there to be a positive association

between risk tolerance and the treatment effect for women, as higher risk tolerance

should mean that they are more likely to take these higher paying jobs. Given

the correlations men and women, who are both willing to take on a lot of risk for

their job, will experience a higher child penalty because the men’s treatment effect

increased whereas the women’s treatment effect stayed the same.
7With 10 being the highest willingness to take risk for career
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For women and men job characteristics are of huge importance regarding their

associations with the treatment effect. Thus, if preferences for job characteristics

differ significantly between men and women, they can partly explain the large

difference in treatment effects between men and women. Women seem to agree more

often with the statement that family friendliness is a priority, with 64% of women

saying family friendliness is very important compared to 42% of men. As shown in

section 5 there is evidence to believe that family friendly jobs pay significantly less

than family unfriendly jobs as they are correlated with lower actual earnings relative

to hypothetical earnings. This has been supported by many other studies which find

that family friendly occupations pay less (Gangl and Ziefle 2009). This difference

in preference explains partly why a higher percentage of women work in the public

sector, which is known to be more accommodating to family needs than the private

sector (Kleven, Landais, and Søgaard 2019). Other studies have found similar

results with Schumann, Ahlburg, and Mahoney (1994) detecting a decrease in the

pay differential between men and women when controlling for job characteristics.

Furthermore, 10% more men than women say that income is very important and

15% more men than women say career advancement is very important to them. This

shows that women put less emphasis on payment and job advancement and more

emphasis on family friendliness which explains parts of the child penalty. These

difference in preferences are likely fostered by societal views on gender roles.

In addition to these differences existing between men and women, they also exist

within the sexes between individuals with and without children. The subsequent

paragraphs attempt to explain where these differences in preferences and views in

gender roles lie and what they could mean. Having a look at the difference in gender

norms I find an interesting trend with women without children having more modern

views on gender roles compared to women with children. The largest difference was

detected for the variable measuring whether the individual believed that women and

men were equal at home and at work, with women without children agreeing 17%

more often with this statement than women with children. However, the sample size

for women without children was small with around 280 sampled answers leading to
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large confidence intervals meaning that only two were significantly different at the

5% level. Interestingly the trend was always the same which leads me to believe

that with a bigger sample one would have the same result. For men there does not

seem to be as clear pattern with the only robust finding being that men with and

without children believing in more traditional gender roles than women which is

significant at the 1% level. These gender roles could partly explain why women

without children chose to not have children. This implies that there is self-selection

into treatment. It is also possible that having children affects these views with

to-be-mothers having similar views on gender roles as childless women but then

changing those views when becoming mothers. The sample size here is too small

to carry out this sort of analysis and hence I cannot suggest what the cause is.

However, when doing a similar analysis in the subsequent paragraph I find that

other preferences change significantly after childbirth. This suggests that the same

might be the case for gender norms implying that it is not due to self-selection.

Looking at the willingness to take on risk in their career, I observe that men

with children report to be willing to take on more risk which is significant at the

10% level but of small magnitude. For women the difference is also significant at

the 1% level but here women with children are less willing to take on risk for their

career, with their willingness to take on risk being 3.7 out of 10 compared to 4.1

for women without children. Again, one needs to ask oneself if this is because

women with and without children are intrinsically different or if parenthood affected

their preferences. Evidence supports the latter. When looking at women with

children before childbirth they seem to be willing to take on the same amount of

risk, suggesting that it is age and childbirth which shift these preferences and not

general differences in preferences between women with and without children. For

men I find that there is also no difference between men with and without children

before childbirth. To conclude, parenthood is associated with risk preferences in the

opposite direction for both men and women which gives me a possible explanation

for the differences in treatment effects.
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Unsurprisingly, for both women and men with children, family friendliness

is significantly more important than for men and women without children with

the difference being significant but of small magnitude of around 7%. Similar

to risk preferences I find that for women without children, income and career

advancement is significantly more important than it is for women with children.

However, these differences are brought about through childbirth and age and are

not due to systematic differences in characteristics and preferences. Therefore, these

changes in preferences can explain self-selection of mothers into more family friendly

occupations which leads to the negative treatment effect.

It’s essential to point out that the control group for gender norms is rather small

with only 300 women and 300 men. This should still be large enough for the tests

to be of power but might not allow for generalisation to the rest of Germany. For

willingness to take on risks, sample size of the control increases to almost 10,000

for men and 7,000 for women. For priorities of job characteristics, the sample

size for the control group is raised to 900 for men and 800 for women. Hence,

these results are likely to be more reliable.

To conclude, the negative impact of childbirth on women’s earning can partly be

explained by gender norms and differences in preferences regarding job characteristics

and the level of risk an individual is willing take for their career. Therefore, one

reason why mothers earn less is due to women self-selecting themselves into careers

and jobs which pay lower wages. This self-selection is enforced by childbirth which

leads to an even bigger difference in preferences regarding job characteristics. It is

important to consider that these preferences are most likely formed by gender norms

themselves which make women more likely to be in charge of home production.



7
Conclusion

In summary, I used observational data on almost 55,000 German residents to

estimate the effect of having children on women’s and men’s annual gross earnings.

The key contribution of this paper to the literature is the use of propensity score

matching to determine the treatment effect of childbirth on earnings and the child

penalty. My analysis proves the existence of a persistent long-run child penalty

which is of similar magnitude to what has previously been found in the literature

(Kleven, Landais, and Søgaard 2019; Kleven, Landais, Posch, et al. 2019). To

conclude, the paper has five main findings.

The first result, is that there is a negative effect of childbirth on women’s

earnings of around 10,500€. Men, however, experience a large positive effect on

their income of almost 7,000€. This is the average annual effect of having children

on income not controlling for labour market outcomes when considering the first 20

years after the first child is born. When matching on work experience to explain

parts of this loss in earnings, I find that the loss in experience caused by childbirth

is a key driver of mothers’ loss in future earnings.

The second finding is the effect childbirth has on women’s earnings compared to

men. The result is that there is an average long-run child penalty of 63% which

averages the child penalty over event time 5 to 20. Hence, women earn 63% less

of their potential income compared to men.
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These two findings support the claim by Kleven, Landais, and Søgaard (2019)

and Kleven, Landais, Posch, et al. (2019) that parenthood is the key driver of

gender inequality in earnings.

The third finding is that parenthood drives women to choose employment

in family friendly environments and to put less emphasis on payment and job

advancement. Both priorities are positively correlated with lower incomes. For

men, parenthood has the opposite effect. In a nutshell: Parenthood for men is a

motivator to earn more money whereas for women it is a demotivating factor. This

is in line with the traditional gender role models: "A father hunts, a mother feeds."

This leads me to my fourth finding which finds a significant positive correlation

between actual income relative to counterfactual income and more modern views of

gender norms for women. For men the opposite holds. Hence, gender roles seem to

affect not only women’s but also men’s treatment effect. This suggests that more

modern gender roles reduce the child penalty by reducing the positive treatment

effect for men and the negative treatment effect for women. This complements

the finding by Kleven, Landais, and Søgaard (2019) that national views on gender

roles affect a country’s child penalty.

The fifth finding is that fathers get punished in terms of income relative to

childless men for being more risk averse regarding their career and rewarded if they

are less risk averse. For women I find similar patterns which are however found to

be insignificant. Therefore, the contribution of men to the child penalty through

experiencing a positive treatment effect is partly due to fathers being willing to

take on more risk for their career than childless men.

This paper has the following policy implications for governments who wish to

reduce child-related gender inequality in pay. One of the central findings has been

that women lose 63% more of their potential incomes then men due to childbirth.

The reason for this is that most women cannot carry out the same amount of work

as men which is due to the fact that, in the majority of households, women remain

responsible for home production. This means that the child penalty is actually

much larger than the differential in pay for equal work. Hence, to even get to
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an equal pay for equal work point, society needs to make it easier for women to

carry out equal work. A possible way of allowing women to stay attached to the

labour market participation after having children is to reduce the cost of childcare.

This subsequently affects the choice whether going back to work is feasible or

not. Previous research has found negative estimates of the elasticity of female

labour supply to childcare costs suggesting that making childcare cheaper increases

female labour supply (D. M. Blau and Robins 1988; Gong, Breunig, and King 2010;

Andresen 2013; Bettendorf, Jongen, and Paul 2015; Bauernschuster and Schlotter

2015; Akgunduz and Plantenga 2018). However, there does exist some evidence that

subsidised childcare simply crowds out informal childcare leading to little causal

effect of subsidised childcare on women’s labour supply (Havnes and Mogstad 2011).

From a policy point of view, it would also be of interest to continue the work on

the linkage between policy reforms and their effects on gender norms (Unterhofer

and Wrohlich 2017). If certain family policies are found to significantly impact

gender norms especially regarding children, then this could help to reduce child-

related gender inequality.
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Appendix

A.1 Supporting material

Figure A.1: The composition of gender inequality in earnings
Source: Kleven et al. (2018)
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Table A.1: Sample means

Men Women

VARIABLES No children Children Difference No children Children Difference

Year of Birth 1966 1966 0.27*** 1972 1968 4.033***
(19.39) (10.09) (0.076) (16.74) (10.21) (0.066)

East-Germany dummy 0.216 0.194 0.022*** 0.153 0.188 -0.035***
(0.411) (0.395) (0.002) (0.36) (0.391) (0.001)

Year of immigration 1987 1984 2.275*** 1989 1986 2.932***
(17.39) (13.16) (0.196) (15.93) (13.25) (0.199)

Full time experience1 14.64 15.65 -1.013*** 8.308 7.237 -1.809***
(14.38) (8.421) (0.058) (11.12) (6.074) (0.022)

Part time experience1 0.631 0.582 0.05*** 1.551 3.36 1.071***
(2.012) (1.834) (0.009) (3.898) (4.365) (0.042)

Years in education 11.91 12.45 -0.546*** 12.18 12.37 -0.196***
(2.613) (2.869) (0.014) (2.767) (2.674) (0.014)

Age 37.79 39.05 -1.259*** 32.33 36.48 -4.155***
(15.26) (7.978) (0.06) (13.7) (7.607) (0.052)

Total number of children 0 1.988 -1.989*** 0 1.97 -1.97***
(0.919) (0.003) (0.904) (0.004)

Birth year of 1st child — 1996 — — 1995 —
(9.811) (10.71)

Annual earnings2 18,482 34,532 16050*** 13,568 12,071 1496.14***
(23,265) (28,239) (125.902) (17,953) (15,021) (81.853)

Married dummy 0.35 0.819 -0.468*** 0.251 0.739 -0.488***
(0.477) (0.385) (0.002) (0.434) (0.439) (0.002)

Age had first child — 30.17 — — 27.35 —
(5.293) (4.834)

Born outside Germany dummy 0.13 0.173 -0.043*** 0.123 0.159 -0.036***
(0.336) (0.379) (0.002) (0.328) (0.366) (0.001)

***p<0.01, **p<0.05, *<0.1
Robust standard errors in parentheses for difference columns and standard deviations for all other columns

1Number of years spent in part/full-time employment
2From primary, secondary employment and self-employment
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