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∗The authors gratefully acknowledge financial support from the Deutsche Forschungsgemeinschaft

through the International Research Training Group IRTG 1792 “High Dimensional Non Stationary Time

Series” and the Collaborative Research Center CRC 649 “Economic Risk”.

†Humboldt-Universität zu Berlin, C.A.S.E. - Center for Applied Statistics and Economics, Unter den

Linden 6, 10099 Berlin, Germany. E-mail: elisabeth.bommes@hu-berlin.de

‡ Ladislaus von Bortkiewicz Chair of Statistics, C.A.S.E. - Center for Applied Statistics and Economics,

Humboldt-Universität zu Berlin, Unter den Linden 6, 10099 Berlin, Germany

§Humboldt-Universität zu Berlin, C.A.S.E. - Center for Applied Statistics and Economics, Unter den

Linden 6, 10099 Berlin, Germany. Visiting Professor in Sim Kee Boon Institute for Financial Economics,

Singapore Management University, 90 Stamford Road, 6th Level, School of Economics, Singapore 178903.

Page 2 of 31

https://mc.manuscriptcentral.com/rquf  E-mail: quant@tandf.co.uk  URL://http.manuscriptcentral.com/tandf/rquf

Quantitative Finance

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review Only

Abstract

News move markets and contains incremental information about stock

reactions. Future trading volumes, volatility and returns are affected by

sentiments of texts and opinions expressed in articles. Earlier work of

sentiment distillation of stock news suggests that risk profile reactions might

differ across sectors. Conventional asset pricing theory recognizes the role of a

sector and its risk uniqueness that differs from market or firm specific risk.

Our research assesses whether incorporating the sentiment distilled from sector

specific news carries information about risk profiles. Textual analytics applied

to about 600K articles leads us with lexical projection and machine learning to

classification of sentiment polarities. The texts are scraped from official NAS-

DAQ web pages and with Natural Language Processing (NLP) techniques, such

as tokenization, lemmatization, a sector specific sentiment is extracted using

a lexical approach and a financial phrase bank. Predicted sentence-level po-

larities are aggregated into a bullishness measure on a daily basis and fed into

a panel regression analysis with sector indicators. Supervised learning with

hinge or logistic loss and regularization yields good prediction results of po-

larity. Compared with standard lexical projections, the supervised learning

approach yields superior predictions of sentiment, leading to highly sector spe-

cific sentiment reactions. The Consumer Staples, Health Care and Materials

sectors show strong risk profile reactions to negative polarity.

Keywords: Investor Sentiment, Attention Analysis, Sector-specific Reactions,

Volatility, Text Mining, Polarity

JEL Classifications: C81, G14, G17
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1 Introduction

News are undoubtedly driving financial markets. In digital form news feeds are nowa-

days ubiquitous and massively available on a plethora of platforms in a wide spectrum

of granularity scales. The size of this information pool makes it virtually impossible to

process all the news relevant to certain financial assets since one runs automatically in a

“noise” vs. “signal” conflict. Exceptions are of course scheduled events like central bank

announcements for which many empirical studies on news impact are available. An early

study is Rosa and Verga (2007), followed by Al-Rjoub (2016). All these approaches have

limitations though since they concentrate on identifiable indicators (events like quarterly

reports) or use specific automated linguistic algorithms.

Recent studies have looked at continuous news from an automated sentiment machine

learning point of view, see Zhang et al. (2016), Cao et al. (2001), Das and Chen (2007),

Chen et al. (2014), Rönnqvist and Sarlin (2017), Schumaker et al. (2012) and Guo et al.

(2017). In summary the distilled sentiments have been discovered to be relevant to high

frequency return, volatility and trading volume. Whereas it is shown in these papers

that small investors’ opinions contribute to stock markets and create in general “news-

driven” stock reactions deeper sentence based analysis and a view on industry sectors are

missing though. Indeed, a discovery in Zhang et al. (2016) on a possible sector specific

behavior was that the health care and the finance sector displayed quite different impulses.

This observation and the advance in Natural Language Processing (NLP) is in fact the

motivation of the research carried out here. More specifically we are interested in the

following questions:

1. Are there sector specific reactions on volatility, returns?

2. Is there an information gain by looking at sentence based news?

3. Are these reactions on an intra day or lagged time level identical?

In order to answer these we not only carry out the standard projection techniques of the

dominantly used sentiment lexica: the BL by Hu and Liu (2004) and LM by Loughran

and McDonald (2011) lexica. but also apply newer p-gram sentence based techniques. We

rely on exploiting these different projections, and use an extended data set that in the

meanwhile amounts to more than 580K NASDAQ articles from 2012.1 to 2016.12.

1
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In previous work, either non-public training sets were created as or sentiment classification

in a financial setting as e.g. in Antweiler and Frank (2004) or unsupervised sentiment is

projected with lexica. We close this gap by comparing sentiment predicted by a supervised

approach labeled as SM and based on the Gold Standard Corpus (GSC) for financial sen-

timent by Malo et al. (2014) with the de facto most common lexical approach. Supervised

modeling of sentiment overcomes several of the limitations of lexical projections: First

and foremost, positive and negative words are not necessarily weighted equally. We also

lemmatize the individual token as a more sophisticated and interpretable alternative to

stemming and incorporate p-grams in addition to the widely used 1-gram bag of words

approach.

While employing stratified 5-fold cross-validation to avoid overfitting, we estimate and

evaluate more than 65,000 candidate models to determine the best combination of model

tuning parameters such as the loss function and regularization norm. Comparability of

the sentence-level supervised sentiment with lexical sentiment is ensured by mapping the

lexical approach to sentence polarity. For the further panel analysis, sentences are ag-

gregated on a per day and company basis by a single bullishness measure introduced by

Antweiler and Frank (2004) as well as the fractions of positive and negative sentiment.

Our main findings are as follows. Supervised sentence based polarity calculation out-

performs lexical approaches in terms of accuracy, precision and recall on the manually

labeled training data. Furthermore, the estimated parameters of the SM are consistently

significant in the context of contemporaneous regression models in contrast to those of

the standard lexical based extractions. We find indeed, using advanced machine learning

techniques, significant differences between sector specific reactions. As an example, the

effect of negative sentiment on volatility is significantly larger for the Health Care sector

than for Financials while the opposite applies for returns. We also conclude that the

bullishness variable, which combines positive and negative sentiment in a single measure,

has significant disadvantages compared with fractions as explanatory variable. This result

holds when introducing the negative part of the bullishness as an additional variable to

account for asymmetric effects.

The algorithms have been programmed in Python and R and the natural language process-

ing was carried out with the Python module “Natural Language Processing Toolkit” by

Bird et al. (2009). The algorithms are available as quantlets on quantlet.de and the data

2
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set is available for research purposes at the Humboldt Lab for Empirical and Quantitative

Research at Humboldt Universität zu Berlin, Germany.

The next Section 2 presents the data in detail and gives the exact steps for calculation

of the polarities, resulting finally in the fractions for positive and negative sentiment as

well as a measure for bullishness. Section 3 enters into the comparison of the lexicon

based projections vs. the supervised learning techniques based sentences level. Section

refse:panel presents the panel regression results to compare the different sentiment calcu-

lation approaches. Section 5 concludes.

2 Data

We consider news articles that are available at the Nasdaq news platform from 6 Jan 2009

to 29 December 2016. The textual data from this source was acquired by Zhang et al.

(2016) via an automatic web scraper and is available for academic purposes at the Research

Data Center of the Collaborative Research Center 649 at Humboldt-Universität zu Berlin.

While the data origin suggests that only companies traded on the Nasdaq exchange are

discussed, also articles about companies listed at other exchanges are available.
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Figure 1: Number of Articles about S&P 500 listed Companies per Day

In total, there are 581,709 articles during the discussed time frame. suggests a tremendous

increase in the number of articles as Zhang et al. (2016) only discuss 116,691 articles as

of October 2014. However, a good portion of the collected articles either discuss stocks

that are not listed in the S&P 500 or they relate to e.g. currencies and commodities.
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Restricting the data set to articles about at least one company listed in the S&P 500

index results in 239,381 articles.

Figure 1 illustrates the number of published articles per day over time. One can observe

a structural break between 2011 and 2012 such that the average number of articles per

day in 2012 is more than twice as much as in 2011. This may be due to an establishment

phase of the news platform but specific reasons remain unknown to us. We limit our

further analysis to observations after 2011 to avoid this structural break interfering with

the model. Furthermore, this limitation also has the benefit that the publishing rate is

substantially higher than in the earlier periods. Our initial concerns regarding days with

a very low publishing rate are unjustified as these days usually coincide with weekends or

public holidays and thus, trading does not take place.

As shown in Zhang et al. (2016), the attention by the media differs among companies and

it is proposed to investigate the attention ratio as proxy of media interest. They define

the attention ratio as

ARi = T−1
T∑
t=1

I
(
ci,t > 0

)
(1)

with ci,t being the number of articles for company i on day t and the total number of days

in the data set T . Thus, this ratio represents the proportion of days on which a company

has at least one written article about them. Table 1 shows that 80% of the S&P 500

companies do appear in the investigated media subsample less than every second day. As

Zhang et al. (2016) concluded that the attention ratio has an impact on the significance

of parameters in a panel regression setting, we limit our further analysis to the 100 S&P

500 companies with the highest attention ratios in order to eliminate this effect.

Quantile 0% 20% 40% 60% 80% 100%

Attention Ratio 0.01 0.18 0.22 0.30 0.44 0.99

Table 1: Quantiles of Attention Ratio for all S&P 500 companies

In the following, we take a closer look at available data regarding the individual indus-

try sectors. Here, we determine each company’s industry based on the Global Industry

Classification Standard (GICS) sector code. Table 12 in the Appendix gives an overview

about this industry taxonomy.
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Attention Ratio

Sector Min Q1 Q2 Q3 Max Companies

Consumer Discretionary 0.448 0.523 0.630 0.737 0.929 19

Consumer Staples 0.443 0.500 0.521 0.622 0.871 10

Energy 0.448 0.512 0.534 0.697 0.854 8

Financials 0.464 0.616 0.686 0.891 0.979 13

Health Care 0.443 0.512 0.583 0.636 0.841 13

Industrials 0.458 0.522 0.577 0.661 0.857 13

Information Technology 0.444 0.528 0.655 0.848 0.991 18

Materials 0.533 0.585 0.637 0.640 0.643 3

Telecommunication Services 0.871 0.885 0.899 0.913 0.927 2

Utilities 0.463 0.463 0.463 0.463 0.463 1

Table 2: Attention Ratio of 100 Companies by Sector. Q1, Q2 and Q3 represent 25%,

50% and 75% quantile, respectively.

Removing the companies with a low attention ratio leads to the distribution of the AR

across sectors shown in Table 2. It is obvious that Utilities as a sector does not receive a

lot of media coverage as there is only one company representing this sector. There are also

only two companies with Telecommunication Services as sector which may be due to the

fact, that there is only a total of thee such companies represented in the S&P 500. Both,

the Utilities and Telecommunication Services sectors are excluded from the data sample.

The AR quantiles of the remaining sectors are quite comparable with the exception that

companies in Financials, Information Technology and Consumer Discretionary get more

media coverage than in the remaining sectors while Materials get slightly less.

Table 3 goes into more detail regarding the distribution of articles across sectors and the

company with the highest AR in each sector. While one observes by comparing Table 3

with the previous Table 2 that Information Technology and Consumer Discretionary have

about the same number of companies, Information Technology has about 50% more news

items and thus the media interest in this sector seems to be higher. The distribution over

time is roughly the same for each sector. Financials and Materials get a higher coverage

in the early data set while Consumer Discretionary, Energy and Health Care receive more

articles in late 2014 and 2015.

5
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Number (in k) Date Articles per Day Sentences per Article

Sector, Stock Symbol Articles Sentences Words Q1 Q2 Q3 µ̂ σ̂ Q1 Q2 Q3 µ̂ σ̂ Q1 Q2 Q3

Consumer Discretionary 30.36 991.89 19,492.67 2013-07-11 2014-08-22 2015-06-03 29.59 13.94 19 27 38 32.68 25.77 18 26 43

Consumer Staples 12.21 366.71 7,374.95 2013-06-20 2014-08-01 2015-04-17 11.96 6.56 7 11 16 30.03 22.58 15 24 41

Energy 10.41 300.14 6,231.60 2013-05-07 2014-08-26 2015-05-27 10.25 5.78 6 9 13 28.83 21.96 14 24 40

Financials 34.57 769.21 14,776.58 2013-05-29 2014-05-21 2015-03-27 33.73 24.05 20 28 40 22.25 18.57 10 15 28

Health Care 16.95 480.34 9,520.63 2013-08-21 2014-08-27 2015-05-11 16.60 9.28 9 15 23 28.35 23.64 15 22 36

Industrials 16.44 450.48 8,840.50 2013-06-18 2014-07-17 2015-05-20 16.11 8.24 10 15 21 27.39 20.37 15 22 36

Information Technology 44.12 1,447.70 28,094.29 2013-06-13 2014-07-30 2015-04-28 43.00 18.04 30 41 54 32.82 23.91 19 28 43

Materials 3.82 100.73 1,966.75 2013-04-08 2014-04-14 2015-04-13 4.16 3.11 2 3 5 26.39 21.74 13 20 34

Telecommunication Services 5.88 164.05 3,264.24 2013-05-16 2014-07-17 2015-05-13 5.92 3.60 3 5 8 27.92 19.94 16 23 36

Utilities 0.78 17.59 332.45 2013-05-29 2014-08-09 2015-05-11 1.63 1.00 1 1 2 22.66 17.95 11 15 29

AMZN 4.75 174.25 3,452.61 2013-10-17 2014-11-06 2015-07-31 4.96 3.72 2 4 7 36.68 27.25 21 31 48

WMT 2.80 89.85 1,851.18 2013-05-08 2014-06-27 2015-04-15 3.12 2.38 2 3 4 32.11 23.05 18 27 43

XOM 2.46 70.74 1,486.19 2013-06-20 2014-08-29 2015-05-19 2.80 1.82 1 2 4 28.72 23.00 14 23 40

JPM 6.19 133.76 2,600.66 2013-06-18 2014-06-10 2015-04-15 6.24 4.83 3 5 8 21.61 18.76 10 15 26

GILD 2.34 68.09 1,316.48 2014-05-01 2014-09-30 2015-06-18 3.58 2.86 1 3 5 29.05 22.45 17 22 37

BA 2.43 76.44 1,506.44 2013-06-17 2014-06-20 2015-04-24 2.75 1.92 1 2 4 31.47 23.43 17 24 41

AAPL 11.85 429.58 8,376.21 2013-07-08 2014-10-03 2015-05-18 11.61 7.43 6 10 15 36.25 25.50 22 32 46

DD 1.33 31.83 615.18 2013-03-11 2014-04-22 2015-05-04 2.00 1.48 1 2 2 24.00 21.82 12 17 29

T 3.23 92.75 1,824.22 2013-05-06 2014-06-19 2015-05-26 3.38 2.10 2 3 4 28.70 21.06 16 24 37

DUK 0.78 17.59 332.45 2013-05-29 2014-08-09 2015-05-11 1.63 1.00 1 1 2 22.66 17.95 11 15 29

Q1, Q2 and Q3 represent 25%, 50% and 75% quantile, respectively. µ̂ and σ̂ denote the empirical average and standard deviation.

Table 3: Summary Statistics of News Articles about 100 Companies
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There is no significant difference of sentences per article across either sectors or companies

which is mainly due to the fact, that the standard deviation of sentences is quite high.

All in all, we can conclude that differences among sectors in their reaction to sentiment in

the articles may not be due to distributional differences in e.g. the volume of articles over

time or the length of the mentioned articles.

Stock specific data such as the S&P 500 constituents and daily prices is collected from

Bloomberg and Compustat. Compustat is used to gather Global Industry Classification

Standard (GICS) sector for these assets. In the following, two stock reactions are consid-

ered: volatility and return.

Due to the observations on day-level, we are interested in a measure of volatility that

captures the variability of the stock price over a day. Such a measure, the realized volatility,

can be obtained by using high-frequency intra-day returns. Garman and Klass (1980) show

that this estimator may be improved by using high-low data and define the range-based

measure of volatility for company i on day t as

σi,t = 0.511(u− d)2 − 0.019 {c(u+ d)− 2ud} − 0.383c2 (2)

with u = log(PH
i,t )− log(PO

i,t),

d = log(PL
i,t)− log(PO

i,t),

c = log(PC
i,t)− log(PO

i,t),

with PH
i,t , P

L
i,t, P

O
i,t, P

C
i,t being the daily highest, lowest, opening and closing stock prices,

respectively.

It is shown by Chen et al. (2006) and Shu and Zhang (2006) that the Garman and Klass

range-based measure of volatility provides equivalent results to the realized volatility on

daily level. Subsequently, the Garman and Klass range-based measure of volatility is used

in the further analysis.

Furthermore, the returns are calculated as

ri,t = log(PC
i,t)− log(PC

i,t−1) (3)
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for company i on day t.

3 Sentiment

3.1 Unsupervised Projection

In recent years, several lexica have been assembled for the purpose of sentiment projection

such as Hu and Liu (2004) and Loughran and McDonald (2011) referred to as BL and LM,

respectively. While a word-level approach to determine investor sentiment is common in

Economics, it is suggested that sentiment analysis on sentence or even phrase level is a

superior regarding the projection accuracy by e.g. Wiebe and Riloff (2005) and Wilson

(2005).

Let D = (d1, d2, . . . , dn)n∈N be a finite sequence of words d and the corresponding set

L = {D} = {l1, l2, . . . , lm} with |L| = m as a lexicon containing all words that appear in

D. The further steps are tailored for D being a single sentence but can be easily adjusted

for a word or document based sentiment projection. The number of appearances of each

distinct word li (i = 1, . . . ,m) can be counted by

ci = c(D, li) =

n∑
j=1

I
(
dj = li

)
(4)

as the order of each word in D does not change the count values.

Furthermore, let Lo be a polarity lexicon with o ∈ {pos, neut, neg} corresponding to

positive, neutral and negative words, respectively. Note that Lneut = (Lpos ∪ Lneg)c as it

holds for any suitable selection of lexica such that Li ∩ Lj = ∅ for i 6= j and i, j ∈ o. The

count values of polarity words are thus calculated by

wo = w(D,Lo) =

m∑
i=1

I
(
li ∈ Lo

)
ci . (5)

Formula 5 only considers polarity on a word level. This approach may be oversimplified as

Polanyi and Zaenen (2006) state the importance of valence shifters for the interpretation

of a text. Valence shifters are words that modify another word such that its connotation

is flipped. Quite an obvious example are negation words, as “not good” has clearly not a

positive meaning.

8
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In practice, negation is often handled by looking at the n-gram, a sequence of n words,

around d ∈ Lo. One can see that the position in the text matters for such an approach

and words may not be re-ordered. Thus, if the distance between a sentiment word and a

negation word is less than a pre-specified threshold, the polarity of the word is inverted

as suggested in e.g. Hu and Liu (2004). Formally, if we specify the number of words to

consider that appear before and after a polarity word as k, we can calculate the number

of shifted polarity words as

vo = v(D,Lo, Lv) =
n∑

i=1

I
(
di ∈ Lo

)
I
(
si ∈ O

)
(6)

with si =
∑min(i+k,n)

j=max(i−k,1) I
(
dj ∈ Lv

)
and O = {2h + 1 : h ∈ N}. As a convention, words

are only shifted when there is an odd number of valence shifters around the polarity word.

As for a suitably small value of k, the case k ≤ 1 occurs predominantly. In the following,

we consider k = 3 and fix Lv = { "n’t", "not", "never", "no", "neither", "nor",

"none" } as shifting lexicon.

Up to now, we established how to count the number of (shifted) polarity words in a

sentence. The polarity of the whole sentence can now simply given by

SL = S(D,Lo, Lv) = sgn(wpos + vneg − wneg − vpos) (7)

with SL ∈ {1, 0,−1} which corresponds to {pos, neut, neg} in terms of sentiment.

3.2 Supervised Projection

Despite being widely applied, polarity lexica have the common downfall, that they only

take sentiment on a word-level into account while neglecting the overall phrase structure.

Malo et al. (2014) provide the financial phrase bank, a data set containing roughly 5,000

financial sentences which have been manually labeled by 16 annotators as positive, neutral

and negative. Three typical sentences from the phrase bank are given in Example 1 with

the tagged polarity indicated by a preposed @ after the sentence.

1 With the new product ion p lant the company would i n c r e a s e i t s capac i ty

to meet the expected i n c r e a s e in demand and would improve the use

o f raw m a t e r i a l s and t h e r e f o r e i n c r e a s e the product ion

p r o f i t a b i l i t y . @pos i t ive

9
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2 According to Gran , the company has no plans to move a l l product ion to

Russia , a lthough that i s where the company i s growing . @neutral

3 The company s l i p p e d to an operat ing l o s s o f EUR 2 .6 m i l l i o n from a

p r o f i t o f EUR 1 .3 m i l l i o n . @negative

Example 1: Polarity Sentences from Financial Phrase Bank

Both, the sentences from the phrase bank and the Nasdaq text corpus are pre-processed as

follows by by using the Python Natural Language Toolkit (NLTK) by Bird et al. (2009).

While some of the steps are not necessary for the phrase bank and e.g. sentence bound-

ary detection as the end of each sentence is clearly identifiable by a new line, they are

needed to bring the Nasdaq corpus into the same form as the phrase bank. Jurafsky and

Martin (2009) lists the typical parts of this text normalization in three steps as the (1)

segmentation of words, (2) the normalization of word formats and (3) the segmentation

of sentences.

Steps (1) and (3) are executed by word- and sentence-level tokenization, respectively.

Word tokenization is the process of breaking text down into its word based units and

according to Webster and Kit (1992) the automatic analysis of text is impossible without

it. A simplistic approach of using space delimiters as token identifiers is not sufficient

as e.g. company’s consists of the word company and the Anglo-Saxon genitive of nouns.

Thus, we apply the more sophisticated Penn Treebank tokenizer by MacIntyre (1995)

which is built on regular expressions and able to handle the mentioned case as well as

common contractions of words. Similarly, sentence boundaries should not be detected

by identifying punctuation such as ".", "?" and "!" due to e.g. abbreviations, initials

and specific cases of numbers. The Punkt tokenizer by Kiss and Strunk (2006) is an

unsupervised approach to detect these sentence boundaries in a text and a pre-trained

version is included in NLTK.

Furthermore, each sentence is converted to lower case, non alphabetic characters are re-

moved and each word is lemmatized to account for step (2). In contrast to stemmers like

the one by Porter (1980), lemmatization takes the word’s part of speech into account while

converting the inflected word into its root. As a simple example, using the Porter stemmer

on a word such as was would not change it while lemmatizing it leads to be as outcome.

1 The p r o f i t o f Apple i n c r e a s e d .

10
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2 The p r o f i t o f the company decreased .

Example 2: Simple Sentences

For instance, look at the sentences in Example 2. Here, the normalization results in

("the", "profit", "of", "apple", "increase") as well as ("the", "profit", "of",

"the", "company", "decrease").

After this natural language processing, the sentences still have to be brought in a format

with count values such that statistical modeling is possible. In the following, we use a data

processing pipeline which is built with scikit-learn, a Python machine learning library by

Pedregosa et al. (2011).

Next, a count vectorizer is employed to bring the lemmatized tokens of all sentences in

a numerical matrix representation. Here, a lot of different options regarding the n-gram

range, the removal of stop words, as well as minimal and maximal document frequency

need to be considered. In the following, we explain these tuning parameters on the basis

of sentence 1 in Example 2 and the range in which we tune them.

Some words of the English language such as "the" appear so often that they hardly bear

any meaning. Stop word removal aims to reduce noise by identifying and eliminating such

words based on a fixed word list. The Glasgow Information Retrieval Group compiled

such a list which is available for download on their web page as well as part of NLTK. The

removal of the mentioned stop words would lead to ("profit", "apple", "increase"),

a more dense representation of the sentence’s meaning. One of the drawbacks of such an

approach can be that several polarity shifters are part of this collection.

On the other hand, words with little meaning may be domain specific instead of universal,

commonly referred to as corpus stop words. Hence, another approach is to remove words

that appear either too frequently or very infrequent in the given collection of text. Here,

we consider the maximum and minimum thresholds of TFmax = {0.85, 0.90, 0.95, 1.0} and

TFmin = {0.00, 0.01, 0.05, 0.1} respectively, while building the vocabulary.

In addition to building the vocabulary from single tokens, also known as 1-grams, we con-

sider the option of taking 2-grams into account. To refer to our example, the 2-grams would

be ("the profit", "profit of", "of apple", "apple increase") without stop word

removal and ("profit apple", "apple increase") with prior filtering of (corpus) stop

11
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words.

Let us assume for now, that we apply a count vectorizer with 1- and 2-grams as well as

stop word removal. Thus, the set of documents, here sentences, is D = {dj}nj=1 = {d1, d2}

and our vocabulary are the terms T = {ti}mi=1 = { "profit", "apple", "company",

"increase", "decrease", "profit apple", "apple increase", "profit company",

"company decrease"}. After this, the term-document-matrix is calculated, resulting in

W
>

=



d1 d2

profit 1 1

apple 1 0

company 0 1

increase 1 0

decrease 0 1

profit apple 1 0

apple increase 1 0

profit company 0 1

company decrease 0 1



(8)

with the term frequencies tfi,j as the raw term frequencies. As we can observe, these term

frequencies could be used as term weights for further modeling as e.g. seen in Luhn (1957)

such that words that appear more often reflect a higher meaning in the text. However,

Sparck Jones (1972) figure that terms that appear evenly throughout all documents, here

sentences, are not as helpful for discrimination purposes as terms that appear in only a

couple of documents. Thus, we normalize the matrix by re-weighting the term-frequency

with the inverse document-frequency (tf -idf) which is given by

tf -idf(i, j) = tf(i, j) idf(i, j) (9)

and

idf(i, j) = log[(1 + n){1 +
n∑

i=1

I
(
tfi,j > 0

)
}−1] + 1 (10)

resulting in

12
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X =


tf -idf(1, 1) tf -idf(1, 2) tf -idf(1, 3) . . . tf -idf(1,m)

...
...

...
. . .

...

tf -idf(n, 1) tf -idf(n, 2) tf -idf(n, 3) . . . tf -idf(n,m)

 (11)

Note that Equation 10 might differ from the standard textbook notation due to the added

constant in the nominator and denominator to prevent zero divisions.

As for the modeling part, note that we face a multi-class classification problem as the

manually classified sentiment by Malo et al. (2014) is given for each sentence as yj ∈

{−1, 0, 1} = {negative, neutral, positive}. In a one-vs-all classification scheme (OVA), we

can simply estimate three individual binary classifiers to discriminate between one class

and the group the remaining classes. As an example, yj with j being positive sentiment

as target class would be equal 1 if the classified sentiment is indeed positive and -1 oth-

erwise. On the other hand, it is also possible to discriminate between the classes in an

all-vs-all approach such that we would estimate
(
3
2

)
binary classifiers in our given prob-

lem. As stated by Rifkin and Klautau (2004), the all-vs-all classification scheme has not

substantial advantages over the simpler one-vs-all scheme as long as the binary classifiers

are regularized in a sensible way. Hence, we focus on the OVA approach with regularized

linear models (RLM) and implement it with scikit-learn.

The linear scoring function s(X) = β>X with β ∈ Rmis now calibrated with the regular-

ized training error

n−1
n∑

i=1

L(yi, s(Xi)) + λR(β) (12)

with L(·) as loss function, R(·) as regularization term and hyperparameter λ ≥ 0. Two

candidates for the loss function are the Hinge loss, leading to a linear support vector

machine model (SVM) as well as the well known logistic loss with the Hinge loss given by

LHinge(yi, s(Xi)) = max(0, 1− s(Xi)yi). (13)

Furthermore, we also consider the squared Hinge and perceptron loss functions. As for

the regularization, we consider L1 with R(β, L1) =
∑p

i=1 |βi| and L2 regularization with

R(β, L2) = p−1
∑p

i=1 β
2
i as well as an elastic net, the combination of both as described by

13
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Zou and Hastie (2005), and no regularization at all.

We employ stratified 5-fold cross validation to avoid overfitting. Furthermore, we over-

sample sentences with positive and negative sentiment in the Malo training set to obtain

a balanced sample and control for the trade off between the type 1 and type 2 error as de-

scribed by Härdle et al. (2009). Additional care is taken into account for the oversampling

in combination with the 5-fold crossvalidation such that the re-sampling of a sentence

stays in the same fold as the original sentence. Using this approach we estimate more

than 65,000 candidate models and select the best supervised model SM in terms of mean

accuracy across folds. The resulting model has the following specifications

• Count vectorizer: TFmin = 0, TFmax = 0.85, no stop words removal and the inclu-

sion of 1-grams and 2-grams

• tf-idf(1,1): L2 norm

• RLM: λ̂ = 0.0001, LHinge, R(β, L1)

The confusion matrices of both the upsampled version and the data with the original senti-

ment distribution can be found in Table 4 and the accuracies are 0.8 and 0.82, respectively.

True

Pred
SM SM with Oversampling

-1 0 1 Total -1 0 1 Total

-1 389 67 58 514 1,983 289 254 2,535

0 96 2,134 305 2,535 96 2,134 305 2,535

1 54 198 916 1,168 105 469 1,961 2,535

Total 539 2,399 1,279 4,217 2,184 2,901 2,520 7,605

Precision 0.72 0.89 0.72 0.78 0.73 0.78

Recall 0.76 0.84 0.78 0.91 0.84 0.77

Table 4: Confusion Matrix of Supervised Model

Furthermore, we also project the lexical sentiment onto the sentences such that we can em-

ploy a more detailed comparison between our unsupervised and supervised methods. The

overall accuracies of SBL and SLM are 0.58 and 0.63, respectively, resulting in classifiers

which are better than a random classification in the categories.

The further results are given in the confusion matrices in Table 5 and one can observe that

14
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True

Pred
SBL SLM

-1 0 1 -1 0 1 Total

-1 214 268 32 213 289 12 514

0 203 1,786 546 200 2,187 148 2,535

1 89 627 452 111 772 285 1,168

Total 506 2,681 1,030 524 3,248 445 4,217

Precision 0.42 0.67 0.44 0.41 0.67 0.64

Recall 0.42 0.71 0.39 0.41 0.86 0.24

Table 5: Confusion Matrix of Lexical Projection

the supervised projection seems to have substantial advantages over the lexical projection

regarding overall accuracy, precision and recall. Only SLM seems to have a slight edge

over SM regarding the recall of the neutral sentiment classifier but however, its precision

is much lower.

3.3 Sentiment Measures

In contrary to the projection on a sentence-level in Sections 3.1 and 3.2, sentiment measures

aim to summarize the polarity of multiple sentences. Let S = (S1, S2, . . . , Sn)n∈N be the

projected sentiment from either an unsupervised or supervised method for a n sentences.

One way to measure the sentiment of a document is by using the fractions of polarity which

is e.g. used by Chen et al. (2014) and Zhang et al. (2016) on a word-level by calculation

the percentage of words that are either positive or negative. Transferred to sentence-level

sentiment, the fractions of polarity are then given by

PF = n−1
n∑

i=1

I
(
Si = 1

)
and NF = n−1

n∑
i=1

I
(
Si = −1

)
. (14)

Antweiler and Frank (2004) go one step further and combine both, negative and positive

sentiment into one measure of bullishness which may be defined by means of the fractions

in Equation 14 and is given by

BA = log(1 + PF ) − log(1 +NF ). (15)

One can easily observe, that BA < 0 holds if the polarity of the text is negative while

15
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BA = 0 indicates neutrality and BA > 0 suggests a positive polarity. Furthermore, as

BA ∈ [log(0.5), log(2)] holds due to PF,NF ∈ [0, 1], we can scale the bullishness by

B = log(2)−1BA, (16)

such that B ∈ [−1, 1] holds which simplifies the interpretation of the calculated values.

Due to the asymmetric reaction of stock indicators discussed in Zhang et al. (2016), we

also specify the negative part of B by defining

BN = I
(
B < 0

)
B. (17)

In the following, we calculate PFi,t, NFi,t, Bi,t and BNi,t for the BL and LM lexica as

well as the supervised projection SM with i referring to the company and t being the date.

This is done for the 100 companies selected in Section 2. One can already get a clue in

Table 6 that the bullishness B is not distributed symmetrically around zero as the the

estimated medians are clearly positive. In comparison, the statistics regarding the stocks’

returns indicate that their distribution is fairly symmetrical around zero.

Variable Min Q1 Q2 Q3 Max µ̂ σ̂

B

BL −1.00 0.00 0.09 0.26 1.00 0.14 0.19

LM −1.00 0.00 0.00 0.12 1.00 0.04 0.16

SM −0.87 0.00 0.15 0.30 1.00 0.17 0.18

N
F

BL 0.00 0.00 0.08 0.18 1.00 0.10 0.11

LM 0.00 0.00 0.07 0.16 1.00 0.10 0.11

SM 0.00 0.00 0.03 0.09 0.83 0.05 0.07

P
F

BL 0.00 0.00 0.26 0.38 1.00 0.23 0.20

LM 0.00 0.00 0.13 0.21 1.00 0.13 0.12

SM 0.00 0.00 0.20 0.31 1.00 0.19 0.17

Returns −0.41 −0.01 0.00 0.01 0.38 0.00 0.02

Q1, Q2 and Q3 represent 25%, 50% and 75% quantile, respectively. µ̂

and σ̂ denote the empirical average and standard deviation.

Table 6: Summary Statistics of Sentiment Measures

Thus, the news articles may contain a positive bias, either to avoid libel lawsuits, to

16
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motivate investing in certain stocks or due to biased opinions of the authors. One recent

example of a company filing a lawsuit against a news outlet is Murray Energy Corporation

accusing the New York times of defamation. On the other hand, the U.S. Security and

Exchange Commission (SEC) charged 27 firms and individuals with fraudulent promotion

of stock on online platforms as reported by SEC (2017). Allegedly, authors were paid to

promote penny stocks to pump the stocks’ prices such that the originators can sell their

stocks and profit, which is also known as a pump and dump scheme. Affected platforms

include Seeking Alpha and Benzinga, which are also contained in the Nasdaq news data

set. However, it is clear that this simple pump and dump strategy is harder to pull off for

S&P 500 companies than for micro-cap stocks. As we consider only S&P 500 companies,

this kind of fraudulent bullishness bias should not pose a problem. As for a possibly biased

opinion of the authors, Zhang and Swanson (2010) found, that the opinions of day traders

are overly optimistic. As numerous authors on platforms such as Seeking Alpha are indeed

traders, this might also be a reason for the bullishness bias.

Figure 2 goes into more detail regarding the densities of the estimated sentiment. Here,

we split the data by sector i and estimated sentiment L resulting in ni,L data points. Then

we compute binned kernel density estimates (BKDE) while selecting the individual band-

widths hi,L with the oversmoothed bandwidth selector as described by Wand and Jones

(1995). Furthermore, we estimate for each sector i and sentiment L its mean µ̂i,L and stan-

dard deviation σ̂i,L. Then we simulate xi,L = (xi,L,1, xi,L,2, . . . , xi,L,ni,L
) ∼ N(µ̂i,L, σ̂i,L)

and estimate fit the BKDE again with bandwidth hi,L.

As a result, the densities of BL and SM appear to be bimodal while this effect is not as

strongly pronounced for the LM lexicon which might be because BL is more capable of

capturing positive sentiment than LM as found by Zhang et al. (2016). Nonetheless, the

estimated distributions for LM are also far from symmetrical around zero.

4 Panel Regression

Following Antweiler and Frank (2004), the effects of sentiment on the stock reactions

(volatility and returns) are investigated by using contemporaneous regressions. Since

Fama (1970), the efficient market hypothesis (EMH) is widely accepted and leads to the

assumption that news spreads quickly and is directly incorporated in stock prices and

thus, the other mentioned stock reactions. Following, stock prices fully reflect all available

17
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Figure 2: Estimated Densities of Sentiment by Sector and fitted Normal Distribution
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information at each time point t. However, since the first mention of the EMH, it has

been shown that markets are not necessarily efficient and due to this fact, stock prices are

at least partially predictable as stated in Malkiel (2003). Nonetheless, the sentiment of

news should have a significant impact on the stock reactions on the day the news arises.

As the data is aggregated on a daily level we can not say whether stock reactions lead to

specific news or whether sentiment in news influences the nature of the stock reactions.

In this section, panel regression models with fixed effects for each company are estimated.

The models are given by

σi,t = αi + β>1 Senti,t + β>2 Xi,t + γi + εi,t, (18)

ri,t = αi + β>1 Senti,t + β>2 Xi,t + γi + εi,t. (19)

As in Zhang et al. (2016), the models are estimated separately. γi corresponds to the

fixed effect for firm i satisfying
∑

i γi = 0 and εi,t is the error term of company i at day

t. Recall that different measures of sentiment have been derived in Section 3.3. Different

versions of Sentj,t are considered, depending on the set of sentiment measures. Model 1

uses Indj,t, P
W
j,t and NW

j,t as set of sentiment values on word level as well as Indj,t, P
S
j,t

and NS
j,t on sentence level. Model 2 and 3 incorporate the derived bullishness measures.

More specifically, the set of Model 2 consists of BW
j,t and Neg(BW

j,t ) on word level and BS
j,t

and Neg(BS
j,t) on sentence level.

The Model 3 set contains BW∗
j,t and Neg(BW∗

j,t ) on word level as well as BS∗
j,t and Neg(BS∗

j,t )

on sentence level. Since Model 2 and Model 3 might not be easily interpretable regarding

the dependent variabes σj,t and Vi,t, Model 4 and Model 5 are adjusted such that the

absolute value of the bullishness measure is included.

Xj,t is a vector of variables to control for systematic risk that always includes (1) S&P

500 index return (RM,t) to control for general market returns and (2) the CBOE VIX

index on date t to measure the generalized risk aversion (V IXt). Furthermore, a set of

firm idiosyncratic variables that differs according to the dependent variable is used. In

equation ?? and ?? we include only Ri,t or σj,t, respectively. Both σj,t and Ri,t are included

in equation ??.
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BL LM SM

Sector PFi,t PNi,t PFi,t PNi,t PFi,t PNi,t

Panel A: Volatility log σi,t

Consumer Discretionary −0.022 (0.022) 0.366∗∗∗ (0.050) 0.034 (0.036) 0.360∗∗∗ (0.058) 0.091∗∗∗ (0.021) 0.695∗∗∗ (0.073)

Consumer Staples 0.035 (0.029) 0.269∗∗∗ (0.042) 0.125∗∗ (0.053) 0.223∗∗∗ (0.034) 0.120∗∗∗ (0.034) 0.412∗∗∗ (0.043)

Energy 0.057∗ (0.030) 0.683∗∗∗ (0.082) 0.367∗∗∗ (0.049) 0.478∗∗∗ (0.075) 0.201∗∗∗ (0.035) 0.549∗∗∗ (0.090)

Financials 0.037∗ (0.021) 0.302∗∗∗ (0.047) 0.127∗∗∗ (0.037) 0.238∗∗∗ (0.025) 0.176∗∗∗ (0.037) 0.305∗∗∗ (0.067)

Health Care 0.084∗∗∗ (0.023) 0.384∗∗∗ (0.051) 0.208∗∗∗ (0.051) 0.359∗∗∗ (0.053) 0.161∗∗∗ (0.036) 0.827∗∗∗ (0.097)

Industrials −0.015 (0.024) 0.312∗∗∗ (0.050) 0.039 (0.038) 0.242∗∗∗ (0.037) 0.073∗∗ (0.031) 0.483∗∗∗ (0.084)

Information Technology −0.037 (0.031) 0.304∗∗∗ (0.044) −0.062 (0.060) 0.384∗∗∗ (0.044) 0.061∗∗ (0.026) 0.609∗∗∗ (0.073)

Materials 0.055∗∗ (0.023) 0.450∗∗∗ (0.087) 0.167∗∗∗ (0.003) 0.346∗∗∗ (0.026) 0.077∗ (0.041) 0.647∗∗∗ (0.171)

Panel B: Returns Ri,t

Consumer Discretionary 0.001∗∗∗ (0.000) −0.001 (0.001) 0.003∗∗∗ (0.001) −0.001 (0.001) 0.003∗∗∗ (0.000) −0.006∗∗ (0.002)

Consumer Staples 0.001∗∗ (0.000) −0.000 (0.000) 0.002∗∗∗ (0.001) −0.001 (0.001) 0.001∗∗∗ (0.000) −0.004∗∗∗ (0.001)

Energy 0.002∗∗ (0.001) −0.003∗∗ (0.001) 0.002 (0.002) −0.001 (0.002) 0.004∗∗∗ (0.001) −0.008∗∗ (0.003)

Financials 0.001∗ (0.000) −0.003∗∗ (0.001) 0.002∗∗ (0.001) −0.002∗ (0.001) 0.003∗∗∗ (0.001) −0.008∗∗∗ (0.002)

Health Care 0.001 (0.001) −0.002 (0.001) 0.002∗ (0.001) −0.003∗∗∗ (0.001) 0.001∗ (0.000) −0.003 (0.002)

Industrials 0.001∗∗∗ (0.000) −0.002∗∗ (0.001) 0.003∗∗∗ (0.000) −0.002∗∗∗ (0.001) 0.002∗∗∗ (0.000) −0.004∗∗∗ (0.001)

Information Technology 0.002∗∗∗ (0.001) −0.002 (0.001) 0.003∗∗ (0.001) −0.003 (0.002) 0.003∗∗∗ (0.001) −0.004 (0.004)

Materials 0.002∗∗ (0.001) 0.001∗∗∗ (0.000) 0.003∗ (0.002) 0.001 (0.001) 0.005∗∗∗ (0.001) −0.010∗∗∗ (0.000)

Table 7: Contemporaneous Panel Regression (Fractions)
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BL LM SM

Sector |Bi,t| BNi,t |Bi,t| BNi,t |Bi,t| BNi,t

Panel C: Volatility log σi,t

Consumer Discretionary −0.012 (0.022) −0.321∗∗∗ (0.087) −0.045 (0.033) −0.248∗∗∗ (0.068) 0.082∗∗∗ (0.019) −0.239∗∗ (0.103)

Consumer Staples 0.048 (0.036) −0.145∗ (0.077) 0.066 (0.051) −0.056 (0.058) 0.125∗∗∗ (0.037) −0.164∗∗∗ (0.056)

Energy 0.039 (0.046) −0.524∗∗∗ (0.123) 0.124∗∗ (0.056) −0.163∗∗∗ (0.045) 0.146∗∗∗ (0.054) −0.146∗∗∗ (0.054)

Financials 0.013 (0.032) −0.139 (0.101) −0.029 (0.056) −0.141∗∗ (0.056) 0.142∗∗∗ (0.042) 0.043 (0.044)

Health Care 0.103∗∗∗ (0.030) −0.062 (0.090) 0.131∗∗∗ (0.048) −0.037 (0.048) 0.169∗∗∗ (0.037) −0.530∗∗∗ (0.152)

Industrials −0.006 (0.022) −0.250∗∗∗ (0.090) −0.032 (0.027) −0.134∗∗∗ (0.047) 0.055∗ (0.032) −0.180∗∗ (0.083)

Information Technology −0.044 (0.030) −0.131∗ (0.079) −0.138∗∗∗ (0.048) −0.330∗∗∗ (0.080) 0.039 (0.029) −0.284∗∗∗ (0.082)

Materials 0.049∗∗∗ (0.011) −0.074 (0.147) −0.007 (0.010) −0.149∗∗ (0.060) 0.098∗∗∗ (0.027) −0.675∗∗ (0.314)

Panel D: Returns Ri,t

Bi,t BNi,t Bi,t BNi,t Bi,t BNi,t

Consumer Discretionary 0.001∗∗∗ (0.000) −0.001 (0.002) 0.002∗∗∗ (0.001) −0.001 (0.001) 0.003∗∗∗ (0.000) 0.003 (0.003)

Consumer Staples 0.001∗ (0.000) −0.000 (0.001) 0.001 (0.001) 0.001 (0.001) 0.001∗∗∗ (0.000) −0.000 (0.003)

Energy 0.001 (0.001) 0.003 (0.004) 0.002∗ (0.001) −0.002 (0.002) 0.003∗∗∗ (0.001) 0.006 (0.006)

Financials 0.001∗∗ (0.000) 0.001 (0.002) 0.001 (0.001) 0.001 (0.001) 0.002∗∗∗ (0.001) 0.001 (0.003)

Health Care 0.001 (0.001) −0.003 (0.003) 0.001 (0.001) 0.002∗∗ (0.001) 0.001∗∗ (0.000) −0.002 (0.004)

Industrials 0.001∗∗∗ (0.000) 0.003 (0.002) 0.002∗∗∗ (0.000) 0.001 (0.001) 0.002∗∗∗ (0.000) 0.000 (0.001)

Information Technology 0.002∗∗ (0.001) 0.001 (0.003) 0.001 (0.001) 0.004∗∗ (0.002) 0.002∗∗∗ (0.001) −0.001 (0.006)

Materials 0.002∗∗ (0.001) 0.001∗∗∗ (0.000) 0.003∗ (0.001) −0.005∗∗∗ (0.002) 0.004∗∗∗ (0.000) 0.008 (0.008)

Table 8: Contemporaneous Panel Regression (Bullishness)
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BL LM SM

Sector PFi,t PNi,t PFi,t PNi,t PFi,t PNi,t

Panel E: Volatility log σi,t+1

Consumer Discretionary −0.050∗∗∗ (0.015) 0.148∗∗∗ (0.033) −0.045∗ (0.024) 0.114∗∗∗ (0.029) 0.052∗∗∗ (0.016) 0.233∗∗∗ (0.042)

Consumer Staples −0.047∗∗ (0.023) 0.173∗∗∗ (0.032) 0.021 (0.020) 0.079∗∗ (0.032) 0.086∗∗∗ (0.020) 0.143∗∗ (0.058)

Energy −0.014 (0.015) 0.326∗∗∗ (0.026) 0.109∗∗∗ (0.022) 0.235∗∗∗ (0.039) 0.110∗∗∗ (0.023) 0.211∗∗∗ (0.056)

Financials −0.016 (0.025) 0.071∗∗ (0.030) −0.048 (0.043) 0.102∗∗∗ (0.019) 0.123∗∗∗ (0.034) 0.007 (0.035)

Health Care 0.021 (0.018) 0.155∗∗∗ (0.052) 0.082∗∗ (0.033) 0.107∗∗ (0.050) 0.134∗∗∗ (0.025) 0.202∗∗∗ (0.046)

Industrials −0.008 (0.019) 0.093∗∗∗ (0.023) 0.030 (0.034) 0.034∗ (0.020) 0.124∗∗∗ (0.023) 0.068 (0.065)

Information Technology −0.077∗∗∗ (0.021) 0.105∗∗ (0.045) −0.085∗ (0.044) 0.095∗∗∗ (0.035) 0.055∗∗∗ (0.021) 0.124∗∗∗ (0.048)

Materials −0.084∗∗∗ (0.009) 0.371∗∗∗ (0.009) −0.150∗∗∗ (0.004) 0.295∗∗∗ (0.039) 0.119∗∗∗ (0.044) 0.149∗∗ (0.073)

Panel F: Returns Ri,t+1

Consumer Discretionary −0.000 (0.001) −0.000 (0.001) 0.001 (0.001) −0.001 (0.002) 0.001∗ (0.001) −0.003 (0.002)

Consumer Staples 0.000 (0.001) 0.001 (0.001) 0.002∗∗ (0.001) −0.000 (0.001) 0.001∗∗∗ (0.000) −0.002∗ (0.001)

Energy 0.003∗∗∗ (0.001) −0.000 (0.002) 0.004∗∗∗ (0.002) 0.001 (0.002) 0.002∗∗ (0.001) 0.003 (0.003)

Financials −0.000 (0.001) 0.001 (0.001) 0.003∗ (0.001) −0.000 (0.001) 0.002∗ (0.001) −0.001 (0.001)

Health Care −0.001 (0.001) −0.000 (0.001) −0.003∗∗∗ (0.001) 0.001 (0.001) −0.002∗∗ (0.001) 0.000 (0.001)

Industrials −0.001∗∗ (0.000) 0.000 (0.001) −0.001 (0.001) −0.000 (0.001) 0.001 (0.001) −0.000 (0.001)

Information Technology 0.000 (0.001) −0.003∗ (0.002) 0.000 (0.001) −0.003∗∗ (0.001) −0.001 (0.001) −0.003∗ (0.002)

Materials −0.003 (0.002) −0.000∗ (0.000) −0.006∗∗∗ (0.002) −0.000 (0.001) −0.005∗∗∗ (0.001) 0.010∗∗∗ (0.002)

Table 9: Lagged Panel Regression (Fractions)
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Sector |Bi,t−1| BNi,t−1 |Bi,t−1| BNi,t−1 |Bi,t−1| BNi,t−1

Panel G: Volatility log σi,t+1

Consumer Discretionary −0.077∗∗∗ (0.020) −0.407∗∗∗ (0.061) −0.116∗∗∗ (0.029) −0.261∗∗∗ (0.064) 0.044∗ (0.022) −0.358∗∗∗ (0.106)

Consumer Staples −0.042 (0.029) −0.424∗∗∗ (0.112) −0.038 (0.035) −0.105∗∗ (0.044) 0.096∗∗∗ (0.026) −0.150∗ (0.081)

Energy −0.079 (0.053) −0.865∗∗∗ (0.147) −0.057 (0.058) −0.536∗∗∗ (0.103) 0.073 (0.061) −0.464∗∗∗ (0.102)

Financials −0.075∗∗∗ (0.029) −0.264∗∗ (0.116) −0.190∗∗∗ (0.057) −0.388∗∗∗ (0.061) 0.060 (0.045) 0.146∗∗ (0.057)

Health Care 0.041 (0.025) −0.115 (0.113) 0.044 (0.044) −0.039 (0.051) 0.159∗∗∗ (0.033) −0.424∗∗∗ (0.145)

Industrials −0.015 (0.022) −0.570∗∗∗ (0.116) −0.048 (0.036) −0.220∗∗∗ (0.041) 0.086∗∗∗ (0.023) −0.118 (0.075)

Information Technology −0.127∗∗∗ (0.025) −0.337∗∗∗ (0.095) −0.190∗∗∗ (0.046) −0.330∗∗∗ (0.085) −0.014 (0.030) −0.139∗∗ (0.066)

Materials −0.030∗∗∗ (0.005) −0.858∗∗∗ (0.079) −0.131∗∗∗ (0.038) −0.637∗∗∗ (0.000) 0.123∗∗ (0.048) −0.451∗∗∗ (0.014)

Panel H: Returns Ri,t

Bi,t BNi,t Bi,t BNi,t Bi,t BNi,t

Consumer Discretionary −0.000 (0.001) 0.004 (0.002) 0.000 (0.001) 0.001 (0.001) 0.001 (0.001) 0.011 (0.007)

Consumer Staples 0.000 (0.000) 0.004 (0.003) 0.000 (0.001) 0.002 (0.001) 0.001∗∗∗ (0.000) 0.004∗ (0.002)

Energy 0.002∗∗∗ (0.001) 0.000 (0.006) 0.002∗ (0.001) −0.002 (0.003) 0.003∗ (0.001) −0.009 (0.006)

Financials 0.000 (0.001) −0.004 (0.003) 0.002∗ (0.001) −0.001 (0.002) 0.002∗∗ (0.001) −0.005∗∗∗ (0.002)

Health Care −0.001 (0.001) 0.003 (0.004) −0.002∗ (0.001) 0.001 (0.002) −0.002∗∗ (0.001) 0.005 (0.003)

Industrials −0.001∗∗ (0.000) −0.001 (0.003) −0.001 (0.001) 0.000 (0.001) 0.001 (0.001) 0.001 (0.002)

Information Technology −0.000 (0.001) 0.007∗ (0.004) −0.000 (0.001) 0.003 (0.002) −0.001 (0.001) 0.010∗∗ (0.004)

Materials −0.003 (0.002) −0.001 (0.002) −0.004∗∗∗ (0.001) 0.003∗∗∗ (0.000) −0.004∗∗∗ (0.001) −0.011 (0.010)

Table 10: Lagged Panel Regression (Bullishness)
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Sector BL LM SM

Panel G: Volatility log σi,t+1

Consumer Discretionary −0.023∗∗∗ (0.008) −0.025∗∗∗ (0.010) −0.029∗∗∗ (0.008)

Consumer Staples −0.024∗∗∗ (0.009) −0.029∗∗ (0.011) −0.037∗∗∗ (0.010)

Energy −0.068∗∗∗ (0.009) −0.087∗∗∗ (0.010) −0.072∗∗∗ (0.009)

Financials −0.021 (0.014) −0.023 (0.015) −0.032∗∗ (0.014)

Health Care −0.051∗∗∗ (0.010) −0.054∗∗∗ (0.010) −0.060∗∗∗ (0.011)

Industrials −0.028∗∗∗ (0.010) −0.031∗∗∗ (0.010) −0.031∗∗∗ (0.010)

Information Technology −0.008 (0.011) −0.008 (0.015) −0.019∗ (0.011)

Materials −0.027∗∗∗ (0.004) −0.032∗∗∗ (0.008) −0.035∗∗∗ (0.003)

Panel H: Returns Ri,t+1

Consumer Discretionary 0.000 (0.000) 0.000 (0.000) 0.000 (0.000)

Consumer Staples −0.000∗∗ (0.000) −0.000 (0.000) −0.000∗∗∗ (0.000)

Energy −0.001 (0.000) −0.000 (0.000) −0.001 (0.001)

Financials −0.000 (0.000) −0.000 (0.000) −0.000 (0.000)

Health Care 0.001∗∗ (0.000) 0.001∗∗ (0.000) 0.001∗∗∗ (0.000)

Industrials 0.000 (0.000) −0.000 (0.000) −0.000 (0.000)

Information Technology 0.000 (0.000) 0.000 (0.000) 0.001 (0.001)

Materials 0.002∗ (0.001) 0.001∗∗∗ (0.000) 0.002∗∗∗ (0.001)

Table 11: Lagged Panel Regression (Bullishness)
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Sector Short Code Industry Groups Subcode

Energy EN 10 Energy 1010

Materials MAT 15 Materials 1510

Industrials IND 20 Capital Goods 2010

Commercial & Professional Services 2020

Transportation 2030

Consumer CD 25 Automobiles & Components 2510

Discretionary Consumer Durables & Apparel 2520

Consumer Services 2530

Media 2540

Retailing 2550

Consumer Staples CS 30 Food & Staples Retailing 3010

Food, Beverage & Tobacco 3020

Household & Personal Products 3030

Health Care HC 35 Health Care Equipment & Services 3510

Pharmaceuticals, Biotechnology & Life Sciences 3520

Financials FIN 40 Banks 4010

Diversified Financials 4020

Insurance 4030

Real Estate 4040

Information IT 45 Software & Services 4510

Technology Technology Hardware & Equipment 4520

Semiconductors & Semiconductor Equipment 4530

Telecommunication TS 50 Telecommunication Services 5010

Services

Utilities UT 55 Utilities 5510

Table 12: GICS Sector Specification
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