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1 Introduction

Since the outbreak of the COVID-19 pandemic in December 2019, there has been a rush to harness data
in the fight. Being a combined health and economic crisis, the pandemic is one of the most signifi-
cant global development crises since the Second World War. Data, and the tools based on it (such as
artificial intelligence (AI)), can help in decision making in the short-term fight on both fronts—health
and economics—and more broadly in global development over the long run. For instance, in terms of
reducing the health impact, data is essential for tracking and predicting the spread of the infection. It
can also, as inputs into AI-based tools and scientific research, help make diagnoses and prognoses, and
contribute towards the search for treatments and a vaccine (Luengo-Oroz et al. 2020). The health impact
can further be mitigated, given data to inform decisions on non-pharmaceutical interventions (NPIs)—
for instance, data is the essential output of contact tracing (smartphone applications, here denoted as
apps) and camera surveillance, both key tools of social control that can be used to help identify and iso-
late those who are infected, and monitor and enforce compliance with lockdown and social distancing
measures (e.g., Ferretti et al. 2020; Naudé 2020a). In terms of fighting the economic impacts of the
pandemic, data is crucial to understand the relationship between health outcomes, lockdown measures,
and economic activity, to trace the decline in production and consumption, to gauge the (re)distributive
impact of the pandemic in terms of how it affects sectors, households, firms, and countries differently
(e.g. Eichenbaum et al. 2020), and finally to help design and target financial and other assistance mea-
sures for households and firms (e.g., Bartik et al. 2020; Casado et al. 2020). In sum, the COVID-19
pandemic poses an urgent and serious global development challenge that has and will continue to place
high expectations and growing demands on data and data scientists.1

This paper explores what lessons can so far be learned on the value of data and data-driven decision mak-
ing in dealing with a global development crisis. The COVID-19 pandemic holds a number of lessons
about the value, use, potential, and dangers of data-driven decision making. These lessons have stark
consequences for global development, as well as for data policy in general, as they highlight the im-
portance of non-technological aspects such as trust, equality, context, and political leadership. These
lessons furthermore point to the tenuous relationship between data and information, and moreover the
dangers of dealing with either too little data, too much data, or misinformation—i.e. an infodemic—
during a crisis and more generally in tackling the world’s grand development challenges. Moreover,
data has side-effects: it comes inevitably with benefits as well as costs, and some of the costs are due
not only to weaknesses in human institutions and governance, or to misuse of data, but to the inherent
nature of data and information.

The rest of the paper proceeds as follows. In Section 2, seven lessons on data and policy are discussed.
In Section 3, four consequences for global development policy and data policy are outlined. Section 4
concludes.

1 Before the COVID-19 pandemic, the business and decision-making value of ICT (information and communication technol-
ogy) and data were substantial and increasing. Production of ICT goods and services was valued in 2015 to at 6.5 per cent of
world gross domestic product (Farboodi and Veldkamp 2019). The global data market was estimated to be worth US$26 billion
in 2019, growing in the preceding period by more than 20 per cent per year (Chen et al. 2020). The COVID-19 pandemic has
given a boost to the digitalization of the global economy and hence the global ICT and data markets.
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2 Seven data lessons from the pandemic

2.1 The shifting value of data

During a global crisis, the value of data can shift significantly. The most valuable data is obviously
real-time, high-frequency, reliable data. But not all real-time, high-frequency data is equally reliable
or useful. And often, medium-term or recent data tends to become less valuable, and historical data
more valuable. These rapid shifts in the value of data create huge pitfalls for decision making during
a crisis, as they can lead to reliance on either unreliable and unverified data or useless, inaccurate data,
or reliance on informed guessing, and moreover can create incentives for data manipulation and data
manufacturing. As is shown in this section, all these pitfalls were encountered during the first six months
of the COVID-19 pandemic.

Decision making during a crisis such as the COVID-19 pandemic requires real-time, high-frequency data
to be able to track the virus, and to target responses—both health and economic assistance—accurately.
Speedy reaction is of the essence. In the COVID-19 pandemic, governments have been blamed for
responding either too slowly, or to have overreacted when eventually they did respond (Aksoy et al.
2020; Boretti 2020). In both cases, it may have been due partly to the problem of the shifting value
of data. First, while related to the known SARS-virus family, the SARS-CoV-2 virus that causes the
COVID-19 disease was essentially novel. Thus, once the disease was declared a pandemic, there was a
lack of data with which to calculate certain critical parameters of epidemiological models (Leon et al.
2020), such as the reproduction number (R0) and the case fatality risk (CFR). In the case of COVID-19,
lack of reliable data on these parameters has led to reliance on unverified and biased data (e.g. taken from
a small number of Chinese hospitals), and to informed guessing, and hence widely different health and
economic policy responses. This has led to some confusion regarding the recommendations by health
authorities on social distancing and use of protective masks,2 which in many cases were ineffective
and outdated (Asadi et al. 2020). In Section 2.2 this is further discussed in the context of panics and
prediction errors.

The demand for high-frequency and real-time data during a global crisis can far outstrip the supply
thereof. In fact, the crisis can make the situation worse by compromising the supply of such data. For
instance, in the case of health-related data, real-time big data tend not to be available, or only available
after a lag, due to the facts that (1) ‘in public health, critical surveillance systems remain primarily based
on manually collected and coded data, which are slow to collect and difficult to disseminate’ (Callaghan
2020: 1), and (2) data-privacy regulations in health limit communication of and sharing between health
centres. In the case of economic and business data, high-frequency and real-time data suffers due to the
crisis leading to a direct reduction in these data flows. Ducharme et al. (2020) noted that the COVID-19
pandemic has disrupted the normal flow of essential socioeconomic data needed to track key economic
indicators. Just as in the case of public health data, most economic indicators are collected by statistical
agencies on a low-frequency (quarterly or annual) basis—not in time for immediate access.3

2 Despite the recommendations by the European Centre for Disease Prevention and Control (ECDC) and the World Health
Organization (WHO), certain European countries still do not recommend the use of masks for the general population. This is a
critical failure of data-driven decision making—leadership—due to inadequate response in the critical light of the data on the
airborne transmission of COVID-19 (Fears et al. 2020; Morawska and Milton 2020).

3 There are, however, some positive signs that the situation is improving, with more real-time economic data sets becoming
available and being used during the pandemic. Casado et al. (2020) discuss, for instance, two such data sets in the USA, namely
weekly administrative data on unemployment, and daily transaction level data on economic activity. They show how this data
can be used to tailor fiscal support in order to sustain consumption spending.
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When the demand for certain data far outstrips the supply, it may create perverse incentives for the
manufacturing of data, and for the misuse of data for the spread of misinformation and disinformation.
Instead of relevant quality and high-frequency data, data deluges—too much noise4—can make matters
worse. In Section 2.3 these are discussed in the context of digital deluges.

Another aspect of the shifting value of data which contributes to inefficiencies in the market for data is
that a global crisis can result in depressing the value of pre-crisis data—for example, the data for the
5–10 years preceding the global crisis. This is not to discard such data completely—there are indeed
potentially useful correlations to draw between features of a country or region just before the pandemic
broke out, and the impact of the crisis, as for instance Knittel and Ozaltun (2020) illustrate. The weak-
ness is that recent but pre-crisis data underpins models and assumptions that often have been made
redundant by the nature of the crisis being experienced. This is because of two reasons: first, the crisis
presents an outlier event, producing huge amounts of novel data. This reduces the usefulness of predic-
tion models (calibrated on recent data) not only in health and medical sciences, but also in economics,
finance, transport, logistics, travel, and retail—among other areas (Naudé 2020a; Rowan 2020). Second,
and related to the first point, is that the data just preceding the crisis may contain little information useful
for understanding the correlates and causal relationships at work in a pandemic, as it does not contain
the extremes in terms of data to estimate the tail risk of the pandemic (Cirillo and Taleb 2020).

On the other hand, deep historical data can become more valuable. For instance, data on the historical
impacts of pandemics—such as the 1918 flu, but also pandemics and the ways societies have dealt with
them during the past 500 years—can be valuable in a number of ways for policy-making. First, as
Cirillo and Taleb (2020) illustrate, historical data on epidemics and pandemics can provide better data
on their tail risks. These authors use data on pandemics stretching back 2,500 years and conclude that
‘the distribution of the victims of infectious diseases is extremely fat-tailed’ (Cirillo and Taleb 2020:
606).

Another lesson from deep historical data is that the effects of pandemics can be very heterogeneous
across regions and localities, as Carillo and Jappelli (2020) show in the case of Italy during the 1918 flu.
A third lesson is that the after-effects of pandemics can be surprisingly long-lasting. Almond (2006),
for example, found that the 1918 flu pandemic’s effects were felt into the 1960s and 1980s through
the effects on children still in utero at the time of the pandemic. Naudé (2020b) refers to the work of
Jorda et al. (2020), who studied the macroeconomic impacts of major pandemics in Europe over the
past 500 years. They found that the after-effects of such pandemics last up to 40 years, and moreover
that ‘pandemics are followed by sustained periods—over multiple decades—with depressed investment
opportunities, possibly due to excess capital per unit of surviving labour, and/or heightened desires to
save, possibly due to an increase in precautionary saving or a rebuilding of depleted wealth’ (Jorda et al.
2020: 14).

2.2 Predictions and panic

The COVID-19 pandemic has shown that despite the best efforts of modellers using the available data
and tools, predictions and forecasts—of both the spread of the infection and its health and economic
consequences—have been far off. Indeed, prediction models have been shown to be fairly inaccurate
and unreliable, despite increased computing power and bigger data sets. Tsikala Vafea et al. (2020)

4 Acemoglu et al. (2019) illustrate the likelihood of excessive data sharing on digital online platforms as a result of externalities
in the sharing of data (for instance, data from person X may be correlated with that of person Y, so that information from Y
may be inferred even though Y did not share their data (see also Bergemann and Bonatti 2019)). Such excessive data sharing
reduces the price of data and drives a wedge between the social value and private value of data—which in turn can reduce
people’s concerns about data privacy and ownership. The bigger point is that data markets are like other markets, subject to
failures and inefficiencies.
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noted in particular concerns about the various mathematical models (mainly SIR models—that is, those
based on the labels susceptible, infectious, or recovered) used to predict how many people could be
affected and what the mortality rate could be, emphasizing the lack of reliable data stating that ‘Signif-
icant information about the transmission of the virus remains unknown, thus limiting the precision of
forecasts’ (Tsikala Vafea et al. 2020).

Wrong predictions—based on inaccurate data and incorrect assumptions—carry a cost in terms of public
panic, raised anxiety, and herding behaviour. For example, the UK’s decision to impose strict lockdown
and social distancing measures in mid-March 2020 was strongly influenced by a paper (not peer re-
viewed) by Ferguson et al. (2020) from Imperial College, published on 16 March 2020 (Adam 2020).
This paper also influenced the policy responses in the USA and Canada (Avery et al. 2020). It made a
shocking prediction: ‘in an unmitigated epidemic, we would predict approximately 510,000 deaths in
GB and 2.2 million in the US, not accounting for the potential negative effects of health systems being
overwhelmed on mortality’ (Ferguson et al. 2020: 7). This paper has attracted heated discussion and
even tabloid scrutiny,5 with much criticism against its assumptions and predictions—for instance, by
Avery et al. (2020) and Shen et al. (2020). The growing consensus is that its predictions of COVID-19
death rates were significantly overestimated (Boretti 2020). As Avery et al. (2020: 2) notes, the ac-
tual death rates due to COVID-19 a number of weeks later ‘have only amounted to a fraction of those
projected in the most pessimistic scenarios for the Imperial College model’.

While models based on inaccurate data will lead to wrong predictions—and possible panic and wrong
policies as a result—the problem is compounded by the fact that these models tend not to suggest the
optimal interventions that governments can take, nor what the socioeconomic consequences of interven-
tions will be. To overcome these limitations there have been a number of extensions of and complements
to epidemiological models since the pandemic started. For example, Eichenbaum et al. (2020) provide
an extended SIR model that includes an economic cost–benefit analysis of the consequences of NPIs,
Dignum et al. (2020) provide an agent-based framework within which to model the broader implications
of NPIs, and O’Sullivan et al. (2020) extend the SIR model to include a spatial dimension.

Finally, even if data gathering succeeds in providing information on crucial assumptions and parameters
in epidemiological models, the practicalities of data collection standards, data quality, and interpreta-
tional latitude have shown much scope for misunderstandings and confusion. Backhaus (2020) discusses
a number of common pitfalls in the use of COVID-19 data. He makes the important point that attempts
to compare policy efficacy between countries are often bedevilled by differences in measurements (for
instance, in ascribing COVID-19 as the cause of death) and by invalid comparisons. For example, South
Korea’s CFR of 1.1 per cent in March has often been compared to Italy’s 8.6 per cent, with the con-
clusion that COVID-19 is more deadly in Italy. However, as Backhaus (2020) illustrates, Italy’s CFR is
not comparable to that of South Korea because the underlying age distribution of the populations differs
significantly—Italy has a much older population structure. Thus, from this, one should be careful about
either fostering panic in Italy or uncritically adopting South Korean policies to combat the pandemic in
Italy.

2.3 Digital deluges

Data can be devalued by digital and data deluges. This has been termed ‘infodemics’. There are at
least three dimensions to a digital deluge or infodemic. The first is data spikes, as people radically
change their behaviour, including in a herd-like fashion, with this showing up in their digital footprints.
What is referred to here by herd-like fashion is twofold; one is, for example, panic buying (or selling)
which can lead to spikes in prices and/or supplies of certain items drying up. Think, for instance, of

5 See, for example, https://tinyurl.com/yco7slv5.
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the run on banks during the financial crisis and the run on toilet paper during the COVID-19 crisis
(Paul and Chowdhury 2020). A second example of herd-like behaviour that contributes to data spikes
is especially found in financial markets, where the greater uncertainty introduced by the crisis can lead
market participants to use the digital connectivity ‘to extract others’ information, rather than to produce
information themselves’ (Farboodi and Veldkamp 2020: 2485). Both of these types of behaviour lead
to invalidation of many forecasting and decision-making models, depending on the recent past (see the
discussion in Section 2.2).

Social media and cell phone data can potentially be useful to gauge public sentiment or infer develop-
ment and economic outcomes (e.g., Pestre et al. 2020; Restrepo-Estrada et al. 2018). However, during a
crisis such as that of COVID-19 (and as confirmed from previous epidemics), social media can become
too noisy to extract reliable inferences. An earlier example is the failure of Google Flu Trends, an at-
tempt to identify and track the outbreak of flu epidemics through social media data, more than five years
ago. This failure is dissected by Lazer et al. (2014), who describe noisy social media data as upending
‘big data hubris and algorithm dynamics’.

The second dimension of a data deluge is a burden of too much new data, overwhelming the capacity to
draw useful information out of the data in time for policy purposes. For instance, the number of scientific
papers dealing with the pandemic has grown exponentially since March 2020. The COVID-19 Evidence
Navigator documents and maps this growth, and is updated daily (Gruenwald et al. 2020). Literally
thousands of new articles are published daily: on 5 June 2020, no fewer than 2,483 new publications
were recorded in one day. For scientists searching for innovative new approaches to fight the disease,
and policy makers looking to science for guidance, this poses the frustrating problem of the ‘burden of
knowledge’ as described by (Jones 2009). Overcoming the burden of knowledge requires more and more
teamwork as well as deeper and more specialized education—both requirements that will inevitably take
time to be realized.

Another problem posed by much new novel data is that of establishing the veracity of the data. In
the case of the deluge of scientific articles published since the outbreak of the pandemic, this has led
to fears that not all scientific articles can be peer reviewed in a timely manner (the vast bulk so far
published on COVID-19 has been on pre-publication servers such as ArXiv, and not peer reviewed), and
that even articles with a flimsy scientific basis can slip through the overworked nets of peer reviewing.
Two examples from the COVID-19 pandemic are, first, the study by Chavarria-Miró et al. (2020), which
claimed that the novel coronavirus SARS-CoV-2 was first found in the sewage water of Barcelona in
March 2019, whereas there is substantial genomic evidence indicating that the origin of the virus was
around November 2019 in China (Van Dorp et al. 2020), and, second, the notorious (peer-reviewed)
study by Mehra et al. (2020) on hydroxychloroquine for COVID-19, which had to be retracted due to
irregularities in the employed data.

The third dimension of a data deluge is misinformation and disinformation. This is exacerbated by the
high levels of digital connectivity in the world today—not just the volume of data. Misinformation and
disinformation, including malicious activities of ‘spammers and scammers’ and conspiracy theorists,
undermine the value of data and policies to counter the spread of the disease (Ball and Maxmen 2020;
OECD 2020; Ortutay and Klepper 2020). It has even led to offline violence against certain groups
(Velásquez et al. 2020).

Brennen et al. (2020: 1) found from a sample of 225 instances of misinformation about COVID-19 that
59 per cent consists of reconfiguration of data; in other words, that ‘true information is spun, twisted, re-
contextualised, or reworked’. Online, such misinformation can rapidly spread far and wide; for example,
a video claiming that COVID-19 can be prevented or cured using hot air from a hairdryer or sauna was
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watched hundreds of thousands of times.6 Moderators of many COVID-19 support groups on Facebook
have voiced their frustration at the extent of misinformation being posted and spread in these groups
(Khalid 2020).

The impact of such misinformation can be significant. Bursztyn et al. (2020) studied the impact of two
different TV shows on Fox News in the USA on the subsequent behaviour of viewers. The shows each
promoted different viewpoints on the severity of the pandemic and measures to control it during the
first two months following the outbreak. The authors conclude that greater exposure to the show that
underplayed the severity of COVID-19 contributed to a higher number of cases and fatalities.

The OECD (2020) lists four actions that governments and online platform owners can take to limit
the spread of misinformation and disinformation: encourage independent fact checkers,7 improve the
health-literacy of the general population, issue reports on the extent and nature of incidents, and keeping
human moderators in the loop and not only rely on automated (AI-based) content moderation.

2.4 Data deprivations, data gaps, and digital divides

The concept of data deprivation was used by Serajuddin et al. (2015) with reference to the lack of suffi-
cient and appropriate data by most developing countries to measure and track poverty. Data deprivation
affects all countries, however. As was already mentioned, the COVID-19 pandemic has shown the inad-
equacy of high-frequency, immediately available data to track socioeconomic indicators and to provide
accurate parameters for epidemiological models, and moreover that data collection processes were ham-
pered by the impact of the pandemic, such as closing down statistical offices and making data collection
difficult—much economic and public health data still require traditional data collection. The situation is
much worse in developing countries, where pressure on fiscal resources is likely to lead to cutbacks in
the budgets of statistical agencies.

In addition to these deprivations, the COVID-19 pandemic has exposed the extent to which available
data—including big data underlying AI applications—suffers from gaps and biases. Knittel and Ozaltun
(2020) estimate various multiple regression models to identify what data correlates with COVID-19
fatalities in the USA. They find ‘deaths per 1,000 people are, on average, 1.262 higher in a county
that has all African American residents compared to a county that has no African American residents’
(Knittel and Ozaltun 2020: 2). As they control for a wide range of factors, such as access to health
care and incomes, they conclude that the reason for this correlation is not clear and requires further
attention from policy makers. One aspect that makes an evaluation of this result difficult is the existence
of data gaps on minority groups—such as African Americans in the USA. Giest and Samuels (2020)
point out in this regard that minority groups are often excluded from the processes that generate and
collect data, including access to technology. Often, but not always, this reflects economic deprivation
and discrimination, and as Iacobucci (2020) finds in the case of England and Wales, the health impacts
of COVID-19 are much greater in deprived areas.

As such, even though governments may have access to ‘big data’, this data may not be representative
of the population, and thus it may suffer from data gaps. Giest and Samuels (2020: 2) define data
gaps as ‘data for particular elements or social groups that are knowingly or unknowingly missing when
policy is made on the basis of large datasets’. Data gaps mean that data is imperfect and may reflect the
existing biases and discrimination in a society (Barocas and Selbst 2016). With data gaps, there is thus

6 See https://tinyurl.com/rf9x434.

7 See, for instance, the role of the International Fact-Checking Network (IFCN) in identifying and warning against COVID-19
misinformation and disinformation (www.poynter.org/coronavirusfactsalliance). At the time of writing, the IFCN has pub-
lished more than 7,100 COVID-19 fact checks. The Infodemic Observatory evaluates around 4.7 million ‘tweets’ per day on
COVID-19 for their reliability—see https://tinyurl.com/y5bfush6.
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an ‘incomplete’ and potentially biased basis for policy-making,8 which hinders inclusive responses to
the pandemic and contributes to the unequal impact of the pandemic (see also Section 3.2).

One technology in the fight against COVID-19, the use of which has been halted in the USA due to
underlying data gaps and biases, is infrared closed-circuit television (CCTV) cameras enabled with
facial recognition technology (AI) (Ting et al. 2020). Such surveillance cameras can scan 200 persons
per minute and recognize those whose body temperature exceeds 37.3 degrees.9 In the USA, firms such
as IBM have announced halting development of facial recognition technology, and Amazon indicated
it would stop supplying the US police with this technology for at least a year. This follows increasing
numbers of reports that found this technology being based on data biased against African Americans.
For example, a study by Grother et al. (2019) in the USA found that facial recognition technology is
up to 100 times more likely to misidentify an African American or Asian person than a white man. It
is hence no surprise that African Americans and Asians are more distrustful of this technology.10 It is
important to highlight that this bias is not only explained by the use of biased training data sets: it is also
due to inherent biases in the employed algorithms, and how the algorithms are used, even if the data is
unbiased; see also footnote 8 in this regard (Cowgill and Tucker 2019; Denton et al. 2019).

It is well known that a digital divide characterizes the global economy in terms of different digital
and data-based economic activities and infrastructures, as well as different digital and data analytics
capabilities among countries (Hilbert 2016). Internet penetration in Africa in 2020 is around 39 per
cent, compared to 88 per cent in Europe.11 Moreover, as Ojanperä et al. (2019) and Graham et al. (2014,
2017) stress, internet connectivity is ‘no panacea’, and despite growing internet penetration, African
countries contribute in a negligible way to global content creation in the digital economy, as measured
for instance in terms of collaborative coding on GitHub, contributions to Wikipedia, and in terms of
domain registrations. Hilbert (2016) has pointed to this as a particularly worrisome dimension of the
digital divide, in particular as it indicates that the digital divide exists not just in terms of access to data
and hard technology, but also in terms of ‘the capacity to place the analytic treatment of data at the
forefront of informed decision-making’ (Hilbert 2016: 164). Moreover, in terms of data deprivation,
Africa suffers not only from a lack of available data and analytical capacity, but also poor-quality data,
a situation that has been termed a ‘statistical tragedy’ (Devarajan 2013).

Also within advanced economies digital divides exist and they hamper adjustment to a COVID-19 lock-
down economy—for instance, in the UK around 10 per cent of households do not have access to the
internet (West and Bergstrom 2020), and in the USA this number is put at 42 million people, with inter-
net download speeds declining since the outbreak of the pandemic (Holpuch 2020). Digital capabilities
are crucial for the extent to which countries are ready to cope with an economy in lockdown. Access to
the internet is vital for doing any work and schooling from home, and for moving businesses online, as
well as using e-commerce (WTO 2020). It is also vital for spreading public health information on the
pandemic, and for developing and using digital contact-tracing apps.

It is not only general ICT and internet access that are important, but in the case of the pandemic, spe-
cific access to digital health systems in particular. Here, divides and unequal access have been noted

8 A related concern has been that AI models (algorithms) trained on biased data will provide biased outcomes. Cowgill and
Tucker (2019), however, show that this is not necessarily the case, pointing out that an algorithm trained on biased data can
still reduce bias ‘particularly if these data-sets contain noisy behavior that effectively act as experiments’ (Cowgill and Tucker
2019: 3). The implication is that removing bias from data also may not necessarily lead to unbiased outcomes using algorithms:
algorithmic bias is a challenge that can only be overcome if it is applied with a good understanding of and sensitivity to the
context in which it is used, and if policy focuses not only on the inputs (data) but also the outcomes.

9 See https://tinyurl.com/vhqzr43.

10 See https://tinyurl.com/yysxlvhe.

11 See www.internetworldstats.com.
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as a serious obstacle to public health efforts to contain COVID-19 in the USA. Ramsetty and Adams
(2020) describe the USA’s initiatives to use telehealth-based care—for example, clinics providing free
online healthcare platforms for consultation, and for referring patients to drive-through testing facilities
if necessary. The authors describe how this system ran into a lack of reliable internet access, and how
it ‘quickly became apparent that the newly built telehealth systems created additional access hurdles for
our free clinic patients, and we would soon learn that pockets existed within the larger population that
were impacted by these barriers. As is often the case, those whose access was impeded were the most
vulnerable to poor health outcomes related to COVID-19’ (Ramsetty and Adams 2020: 1147).

The above discussion implies clearly that the extent to which there exist digital divides between countries
could account for the different economic and health impacts of the disease. In these contexts of data
deprivation, digital gaps, and digital divides, the increasing shutdowns of the internet by governments
can be particularly pernicious. The #KeepItOn coalition documented 213 cases of internet shutdowns12

by governments in 33 countries (13 in Africa) in 2019; moreover, there is a rising trend.13

2.5 Data dilemmas

There is much potential in using large-scale databases (big data) to help fight poverty; for instance,
inferring poverty rates from AI analysis of satellite images or monitoring crop yields to predict famine
(Burke and Lobell 2017; He et al. 2016). Such big data analytics can also be of help during crises, such
as natural disasters. It has in this regard been used to trigger flood alarms by making use of social media
data (e.g. Restrepo-Estrada et al. 2018); for earthquake early-warning systems (e.g. Asencio-Cortés
et al. 2018; Yin et al. 2018); and to track volcanic eruptions (e.g. Gad et al. 2018).

The dilemma is that having more data and even better data analytical techniques, such as AI, however,
does not guarantee that development outcomes will improve. In fact, both improvements in data and
AI will have mixed outcomes. Vinuesa et al. (2020a) consider how AI can help the world in achieving
the Sustainable Development Goals (SDGs). They conclude that the impact is mixed—there are many
SDGs the achievement of which is likely to be complicated by the rise of AI and advanced data analytics.
Managing this dilemma requires recognizing that data and the analytical tools with which it is used (e.g.
AI) is endogenous to the development process and, as Hilbert (2016) stressed, to existing social and
power relations in a country. He gives the example of Bangladesh, where ‘when twenty million land
records in Bangalore were digitised, creating a Big Data source aimed at benefiting 7 million small
farmers from over 27,000 villages ... existing elites proved much more effective at exploiting the data
provided, resulting in a perpetuation of existing inequalities’ (Hilbert 2016: 156).

Once this dilemma is recognized, it is not only how data is used that matters, but also the very nature of
data—and more broadly science—that matters. To illustrate this further, consider that the World Bank
(2020) argues, uncontroversially, that the way that data is used may lead to adverse development out-
comes. In particular, it argues that ‘the misuse of data also poses significant development risks that can
manifest themselves once again through public, private and civil society channels’ (World Bank 2020:
7). In this view, the World Bank considers (more) data and data analytics to be good for development
outcomes, except when it is ‘misused’. Under ‘misuses’ of data, the common understanding is use of
data that violates data security and privacy, the use of data for criminal purposes and for warfare, as
well as the use of data to entrench the power of companies or political leaders (Vinuesa et al. 2020a).
Data misuse can also include the selective use of data to manipulate and convince, for instance through

12 According to the #KeepItOn coalition, an internet shutdown occurs when there is ‘An intentional disruption of inter-
net or electronic communications, rendering them inaccessible or effectively unusable, for a specific population or within
a location, often to exert control over the flow of information.’ See www.accessnow.org/cms/assets/uploads/2020/02/
KeepItOn-2019-report-1.pdf.

13 See www.accessnow.org/cms/assets/uploads/2020/02/KeepItOn-2019-report-1.pdf.
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not allowing or admitting selection bias, using skewed and inaccurate data visualizations, and cherry-
picking results and ignoring contrarian evidence (confirmation bias), among others14—as is often the
case in misinformation and disinformation (see Section 2.3). There is already substantial agreement on
these misuses, and the need for data governance and legislative measures, including independent fact
checking and ethical governance of AI (Dignum 2019) and other analytic tools based on data (Battaglini
and Rasmussen 2019).

The dilemma that exists, however, is that it is not only misuses of data that can be bad for development,
but that the nature of data (even if not misused) and the related AI-based methods can have mixed devel-
opment outcomes—as Vinuesa et al. (2020a) illustrate in the case of the SDGs. For instance, although
extensive use of AI may lead to increased productivity and wealth, it will also raise the requirements (in
terms of infrastructure and qualification) to benefit from it, thus leading to a net increase in inequalities.
Essentially, the use of AI requires a global perspective in order to produce a positive impact on develop-
ment: extensive work on preservation of species (SDGs 14 and 15) may have a detrimental effect on the
environment (thus hindering the achievement of SDG 13). Even if the problem at hand can be narrowed
down and clearly formulated, the possibilities enabled by AI and data may lead to ethical debates related
to cultural differences worldwide: see, for example, the case of what ethical guidelines autonomous
vehicles should follow, as studied by Awad et al. (2018) through the ‘moral machine experiment’.

Finally, a significant practical data dilemma exists in using AI-based techniques in the fight against
COVID-19 in developing countries. The dilemma is that countries would need complementary infras-
tructures and institutions, but deciding which particular kinds of institutions and infrastructures would
perhaps imply that countries experiment more and gather further data, something that the need for a
fast response will not allow for, nor for which sufficient fiscal leeway exists. As Blumenstock (2020)
points out, ‘Rigorously demonstrating that phone data can be used to predict poverty in a controlled
research environment is one thing. Quickly putting this idea into operation through a complex political
bureaucracy in a country of 160 million people is another. Might people with multiple phones acci-
dentally receive multiple payouts? Will those without phones, who are presumably the most poor and
vulnerable, be missed altogether? Won’t some people change the way they use their phones to game the
system? Right now, frankly, these questions don’t have answers.’

2.6 Interoperability and reuse

Lack of interoperability and difficulty reusing data have limited the value that could be derived from the
available data, including from large, open databases. One of the laudable initiatives of the COVID-19
crisis has been the efforts to create large, open data sets. A shortcoming of these data sets is that they
are ‘hyper-fragmented’ (Luengo-Oroz et al. 2020).

Evaluating the use of these data sets in the fight against COVID-19, Alamo et al. (2020) and Luengo-
Oroz et al. (2020) are critical about the lack of operability and limited use and reuse of these databases.
The latter emphasized the need for interoperability, stating that ‘from the epidemiological perspective,
global standards and interoperability between databases could enable coordinated response and decision-
making at global, national and local levels’ (Luengo-Oroz et al. 2020: 296). The former concludes that
‘the open datasets available presently are locally collected, imprecise with different criteria (lack of
standardization on data collection), inconsistent with data models, and incomplete’ (Alamo et al. 2020:
2).

An example of this is the significant differences in criteria for reporting mortality rates of COVID-19
among countries (Backhaus 2020). Such inconsistencies are clearly observed when comparing the of-

14 West and Bergstrom (2020) argue, perhaps too optimistically, that ‘While BS increasingly appears clad in the trappings of
stats and data graphics, one doesn’t need an advanced degree in science or mathematics to see through it.’
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ficially reported figures and the excess deaths15 (i.e. the number of deaths above the average). Leon
et al. (2020) refer to these inconsistencies, pointing out that countries differ in their practices in clas-
sifying deaths as due to COVID-19 or to an underlying pre-existing condition that a person may have
had. They therefore recommend, in order to make comparisons possible and evaluate the effectiveness
of differing national efforts to combat the disease, that the best measure to use will be counts of weekly
excess deaths, and that ‘the counts would be of deaths by all causes combined, thus side-stepping issues
of what is or is not a death attributable to COVID-19’ (Leon et al. 2020: e81).

The use and reuse of large, open databases during the COVID-19 crisis has been, up to this point, far
from optimal. In a critical review, Alamo et al. (2020) conclude that these open databases are not opti-
mally used, nor very reusable. Access to and use of open data in the fight against COVID-19 have been
compromised by the use of a variety of data formats, changing and non-uniform criteria for measure-
ment, and continual changes in database structure and locations. Data reuse has been complicated by
weaknesses such as ‘lack of an API to access individual data in the data sources ... This forces the reuses
to update the full dataset daily’, as well as a ‘lack of geolocalization contents’ and little ‘standardization
effort’ (Alamo et al. 2020: 24). Finally, as will be discussed in Section 3.1 on trust, the protection of data
rights and data privacy through appropriate regulations and laws is necessary to reduce market failures
for data gathering, storage, use, and reuse, and herein the current lack of international coordination of
regulations on data usage and protection has been shown to lead to sub-optimal outcomes in terms of
global welfare (Chen et al. 2020).

2.7 Decentralized data gathering and use

One of the valuable lessons that historical data on pandemics has offered, is that locality matters. The
impact of a pandemic on health and economic outcomes tends to be very heterogeneous across regions.
So, for instance, during the 1918 flu pandemic, Italian localities experienced significant differences in
mortality (Carillo and Jappelli 2020). So far, much the same is being experienced with COVID-19.
For example, in the UK mortality rates have differed hugely across hospitals, from 12.5 per cent to 80
per cent of persons hospitalized with the disease.16 See also similar evidence of spatial heterogeneity
for the case of Germany (Kuebart and Stabler 2020), England and Wales (Iacobucci 2020), and New
Zealand (O’Sullivan et al. 2020). In the case of the USA the spatial impact has been very uneven: 72 per
cent of counties did not record a single death due to COVID-19 by April 2020 (Desmet and Wacziarg
2020).

Therefore, given the need for reliable, real-time data (see Section 2.1), decentralized data gathering and
use across heterogeneous communities allows more useful data to be gathered, on which for instance,
NPIs can be customized (Casado et al. 2020). Generalized lockdowns of a whole country come with a
huge economic cost, and constitute a sub-optimal approach given that the virus and economic impacts are
spatially concentrated. Furthermore, having access to reliable decentralized data helps to evaluate what
works best and what works not so well in terms of pharmaceutical and non-pharmaceutical interventions
(Aubrecht et al. 2020). Hence, Erondu and Hustedt (2020) conclude that ‘what we have learned from
regions, states, and countries that have been more successful than others in managing the epidemic, is
that the more granular and local the data, the more useful’.

Decentralized data gathering and use may also help to strengthen the trust that citizens have in their
data not being misused and their privacy not being violated. One of the principles of the EU’s General
Data Protection Regulations (GDPR) is that of data minimization, which states that the processing of
personal data needs to be ‘adequate, relevant and limited to what is necessary in relation to the purposes

15 See www.bbc.com/news/world-53073046.

16 See https://tinyurl.com/yadll23a.
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for which they are processed’.17 The EU and the European Data Protection Board (EDPB) consider
the decentralized collection and storage of personal data to be more in line with this principle than the
centralization of personal data (Rossello and Dewitte 2020).

The decentralized collection and storage of data—and hence the better safeguarding of personal data—
are crucial in the use of contact-tracing apps to help identify and isolate infected persons, and in essence
to manage a ‘smart lockdown’ (Eichenbaum et al. 2020). Countries such as Hong Kong, Singapore,
and South Korea have been lauded for their use of contact-tracing apps in reducing the spread of the
pandemic (Huang et al. 2020). As a result, and again in an effort to limit the use of broad lockdowns,
an increasing number of countries have been developing contact-tracing apps. At least 25 countries had,
already by mid-April 2020, resorted to contact-tracing technologies (Gershgorn 2020). If the use of a
contact-tracing app is voluntary, then the public will be more likely to trust the system being able to guar-
antee data privacy, which is essential to getting enough people to use the app, which is a pre-condition
for its success (Ferretti et al. 2020). In this sense, the centralized approach initially proposed by the UK
for their contact-tracing app (NHS 2020) had to be abandoned and replaced by a decentralized approach.
The importance of public trust in the government strategy for digital contact tracing is highlighted by
Vinuesa et al. (2020b) and is further discussed in Section 3.1.

At the time of writing, at least four privacy-preserving decentralized methods or protocols for contact
tracing have been proposed,18 namely DP-3T, TCN Coalition, PACT (MIT), and PACT (UW) methods.
The DP-3T (Decentralized Privacy-Preserving Proximity Tracing) method uses the Bluetooth function
of a smartphone to link anonymously with other smartphones in proximity, and stores any data collected
on the users’ smartphones, not in a central cloud. Note, however, that even apps based on Bluetooth tech-
nology still have shortcomings in the context of COVID-19, as O’Neill (2020) discusses, including the
possibility of signalling too many false positives and requiring algorithmic adjustment of signals.

3 Implications for data and development policy and practice

The seven lessons discussed in the previous section imply that in a world that is more interdependent
and vulnerable to global hazards, the rise in the prominence of data will have both positive and negative
impacts on development. Four related aspects that should be seen as complementary factors in the value
of data are trust, equality, context, and political leadership. This section will expound on these four
aspects.

3.1 Trust

Fukuyama (2020) stressed the importance of trust in government as a critical ingredient of a country’s
resilience in the face of a risk and disaster such as COVID-19. The World Bank (2020: 12) is therefore
correct in recognizing that

Harnessing the full development potential of data entails its repeated reuse to extract a wide
range of different insights. This in turn rests on a transaction between the data provider and
the data user that is founded on trust. Without adequate ‘safeguards’, the provider may lack
the confidence that data can be shared without potential abuses. Such ‘safeguards’ include
data protection regulations, including the right of consent on the part of the data provider
and a series of obligations on the part of the data user.

17 See GDPR, Article 5.1c at https://gdpr-info.eu/art-5-gdpr.

18 See https://drive.google.com/file/d/1OQg2dxPu-x-RZzETlpV3lFa259Nrpk1J/view.
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One of the areas where there has perhaps been most debate over the gathering and use of data during the
COVID-19 pandemic has been in connection with the deployment and use of contact-tracing apps—as
was outlined in Section 2.7. These apps can enable contact tracing to be conducted faster and more
effectively. Ferretti et al. (2020) argue that the spread of the virus is too fast for manual contact tracing,
and that digital contact tracing through smartphone apps is an alternative to lockdowns in the fight
against COVID-19. Note that this is only effective if a significant fraction of the population uses the
app. There are good and bad ways of using this technology as far as the data is concerned. In Section
2.7 it was indicated that privacy-preserving contact tracing is better from a data security and safeguarding
point of view, and thus better at inducing trust. This is the approach that many EU countries have been
following.

In contrast, China has adopted an approach that is not based on data privacy or trust. It has deployed
an app that is required for citizens to move between sectors and to use public transportation (Mozur
et al. 2020). It is alarming that China collects data from citizen mobility and diagnostics centrally, and
through AI-based analysis the citizens are issued an indicator (from red to green) which then enforces
restrictions regarding their movement. This has raised concerns (since such extensive surveillance sets
a precedent and it may stay in place after the COVID-19 pandemic), and there is an ongoing discussion
regarding the ethical requirements of such digital contact-tracing approaches (EDPB 2020; Mello and
Wang 2020; Morley et al. 2020). A comprehensive framework was developed by Vinuesa et al. (2020b)
to assess the compliance of such apps in terms of rights of citizens, technology, and governance.

Whether governments should be able to gather this information and precisely how it should be used,
stored, and even destroyed has been the topic of many debates. On 19 April 2020, a large number of
scientists published a ‘Joint Statement on Contact Tracing’, stressing the central importance of trust in
this matter, stating that it is ‘crucial that citizens trust the applications in order to produce sufficient
uptake to make a difference in tackling the crisis. It is vital that, in coming out of the current crisis, we
do not create a tool that enables large scale data collection on the population, either now or at a later
time.’19

The danger that the COVID-19 pandemic has illustrated clearly in this regard is that citizens in many
countries do not trust their governments sufficiently, and with reason. For instance, participation online
is in most African countries heavily controlled, under state surveillance, and circumscribed, according to
the Freedom on the Net report.20 In other countries, such as China, state surveillance is even worse—and
reflects deep distrust between citizens and the state. Feldstein (2019) notes that 75 countries globally
are ‘actively’ using AI surveillance technologies, and a growing number are sourcing these technologies
from China.

Citizens in most countries do not see safeguards on their data and data privacy as either being in place or
being sufficient. Outside of the EU with its GDPR21—probably the most advanced data rights protection
legislation in the world—or California’s Consumer Privacy Act in the USA, few countries have sufficient
legislative protection for data rights. Chen et al. (2020: 5) estimate that around 42 per cent of countries
‘still do not have legislation or regulation on data usage and protection’. This includes most countries
in sub-Saharan Africa, the world’s poorest region. The Malabo Convention on Cybersecurity and Data
Rights, an African Union (AU) initiative to regulate data ownership and usage in Africa, has only been
ratified by eight member states.22

19 From the Joint Statement on Contact Tracing, 19 April 2020. Available at: https://giuper.github.io/JointStatement.pdf.

20 See https://tinyurl.com/y4qsexuf.

21 See the European Union General Data Protection Regulation (2016). Available at: https://eur-lex.europa.eu/eli/reg/2016/
679/oj.

22 See https://tinyurl.com/y5mggp6m.
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3.2 Equality and inclusion

What is defining the debate on data and global development is the presence of significant digital di-
vides, as was discussed in Section 2.4. In an economy in which data is a critical resource for value
creation, and fuelling creative destruction as well as posing new threats to work, incomes, and liveli-
hoods, the presence of digital divides bodes ill for growing inequality (Hilbert 2016), as well as for
growing market domination—concerns that have, among others, led to fears of ‘platform capitalism’
(Srnicek 2016).

Naudé (2020b) surveys the various channels through which the COVID-19 crisis will exacerbate in-
equality within and between countries, and between generations. The rise of the digital and data-based
global economy and the manner in which data-driven decision making and new digital technologies can
be used for smart lockdowns and to ameliorate the impacts of lockdowns is an important channel. For
instance, large digital platform firms that benefit from data-driven network economies will be bigger
and more dominant in their markets, and the decline in small businesses (due to bankruptcies) and new
start-ups would leave fewer possible competitors. In this respect, historical data can be very insightful in
the present pandemic. For one, in all previous large pandemics (where more than 100,000 people died)
inequality increased (Furceri et al. 2020).

Second, the growing dominance of a few already powerful firms has also been documented in past
pandemics. In the fourteenth century, for instance, the Black Death boosted the market dominance
and wealth of a few well-positioned incumbents. As Russell and Parker (2020) describe, after the Black
Death market concentration increased and the influence of big business on government grew, an outcome
also likely in the present crisis. This would suggest that post-COVID, the taxing and regulating of global
digital platforms (through, for instance, a digital service tax as proposed by the EU), as well as the
promotion of efforts to strengthen the ownership rights of consumers over their own data (see Jones and
Tonetti 2020), may become more acute.

Two further ways in which the data-driven economy will be a channel through which the COVID-19
pandemic will exacerbate inequality and exclusion is due to the differences in how easily people can
work from home, and how susceptible their job is to automation. Not all countries and regions have the
ICT infrastructure to allow working from home or moving a business online (Brynjolfsson et al. 2020),
and the pandemic will accelerate current trends towards digitization and automation (Bloom and Prettner
2020; Schrage 2020).

The above ways in which the data-driven economy will exacerbate inequality will in particular affect
young people and those in developing countries. This is because the impacts of lockdowns accrue
disproportionately to young people, and those in developing countries. Note that in developing countries
the percentage of young people is disproportionately high. Young people in developing countries will
not only lose their jobs and future career prospects to a greater extent than older people, but also they
will lose out in terms of time lost in education. The latter problem will be more serious for countries and
young people without access to ICT to allow for online studying.

3.3 Context: no one-size-fits-all approach

The need for decentralized approaches to data gathering and acting on data, and the communication
of reliable data so as to influence behaviour, is a more optimal strategy than centralization due to the
proximity of local authorities to their populations. Local authorities therefore matter when there is
heterogeneity across populations, and the need for local context to be taken into account.

This applies within countries, and also globally between countries. There is therefore no one-size-fits-
all approach to development policy. While this wisdom was made clear by the general failure of stan-
dardized structural adjustment programmes based on the so-called Washington Consensus (e.g. Nayyar
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2016), this costly obtained wisdom was clearly forgotten during the pandemic, with countries all rushing
to impose the same Western-style measures, despite huge differences in context, and despite fundamen-
tal uncertainties due to data deprivation. For instance, Erondu and Hustedt (2020) bemoaned the fact
that

mimicking of Western measures to combat COVID-19 ... has sometimes resulted in more
dangerous outcomes for already impoverished and struggling populations ... In Zimbabwe,
a small country experiencing the second highest inflation worldwide and 90 percent un-
employment, lockdowns were extended indefinitely when the country reached 46 reported
COVID-19 cases with four attributable deaths.

In Figure 1, the relationship is shown between the readiness of a country for typical lockdown mea-
sures and the stringency of measures adopted in 30 sub-Saharan African countries, based on data from
Egger et al. (2020). Countries with the lowest lockdown readiness, such as Sierra Leone, Uganda, and
Zimbabwe, were among those implementing the most stringent lockdowns.

Figure 1: Ready or not: no significant relationship between lockdown readiness and stringency of lockdown measures in sub-
Saharan Africa

Source: authors’ compilation based on data from Egger et al. (2020) on lockdown readiness, and the Oxford COVID-19

Government Response Tracker (OxCGRT) on lockdown stringency.

The consequences for development of policy choices that ignore data on the local context are that ‘severe
economic deprivation among those not prepared for the lockdowns may lead to non-compliance with
lockdown and possibly a backlash against distrusted institutions, risking social unrest’ (Egger et al.
2020: 10).

It is therefore important to consider not only the risks associated with the spread of the pandemic, but also
those connected to raising unrest and reducing trust, which further undermine the potential of a region
or locality to generate information and reliable data for decision making. The reason, as explained by
Hidalgo (2015) and based on Fukuyama (1995), is that societies with higher levels of trust find it easier
to establish and develop the social networks that result in access to localized information. By ignoring
the local context (local data), policy makers raise distrust, which in turn reduces the ability of the local
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context to provide useful information to members of society, a fact that makes policy makers susceptible
to turning to externally derived solutions. Thus, a vicious circle can ensue.

3.4 Political leadership

There are, in particular, four areas where political leadership vis-à-vis data and a global crisis has shown
to be important during the COVID-19 pandemic. The first is in the speed and flexibility of response.
Overall, democratic leadership is superior to autocratic approaches. Although autocratic regimes can
act more swiftly and decisively, such regimes are less flexible for learning, experimenting, correcting er-
rors, and being open and transparent in sharing data (Aksoy et al. 2020; Frey et al. 2020; Naudé 2020b).
Not all democracies, however, responded equally quickly or decisively. Aksoy et al. (2020) found that
countries where public attention regarding the pandemic was high, as reflected in Google searches on
the topic, were more proactive. Using data on Google searches in 174 countries between 1 January and
31 March 2020, and data on institutional quality from the World Bank’s Worldwide Governance Indica-
tors, these authors found that in countries with both high public attention and high institutional quality,
the governments’ implementation of NPI was generally much faster—examples include Denmark, Ire-
land, South Korea, and Switzerland. Because public attention differs between countries and also within
countries, this reinforces the point about local context made in section 3.3—local political leadership
engaging with and understanding local public attention, conditional on this public attention being able
to be freely expressed via the internet, can make a significant difference.

In this respect, an important note should be made regarding openness of debate and public attention:
the controversial approach taken by the Swedish Public Health Agency (Giesecke 2020) received sig-
nificant criticism from a large group of Swedish experts (King et al. 2020). The Swedish media has
been criticized for fiercely attacking the points of view that were in disagreement with that of the Public
Health Agency, which threatens the quality (and even the existence) of much-needed debates during a
global crisis.23 Relatedly, in the USA it has been reported that a data scientist in Florida was fired for
not manipulating COVID-19 data on a public dashboard,24 and that the Indonesian president suppressed
COVID-19 data in his country.25 Suppression of debates and data about COVID-19 is unfortunately
more common than these examples, and a stark reminder that political leadership most often fails during
global crises in terms of openness and transparency.

It is essential to develop adequate procedures and platforms for data communication, and for critical and
open discussion of the data. For instance, Battiston and Gamba (2020) find, based on data from Italy, that
municipalities with large numbers of initial infections had a subsequent lower reproduction number (R0)
and that this is due to people adhering more strictly to lockdown and social distancing measures. Hence,
they conclude that ‘This result calls for a transparent, real-time distribution of detailed epidemiological
data, as such data affects the behaviour of populations in areas affected by the outbreak’ (Battiston and
Gamba 2020: 1). In this respect, good political leadership is essential to build and maintain the societal
trust that is needed to fight the pandemic—as the discussion in Section 3.1 emphasized.

A second area where political leadership has shown to be particularly important is in global and national
(intra-state) cooperation. Getting value from data in facing a global crisis, as well as tackling global
development challenges, requires far better global cooperation—as well as cooperation between vari-
ous regional governments—than what we have so far seen during the COVID-19 pandemic. In Section
2.7, the importance of decentralized data gathering and use was discussed. To get the most value from
such decentralized data gathering and use, high levels of effective and efficient cooperation between

23 See https://tinyurl.com/y3uol6ws.

24 See https://tinyurl.com/yxkyzfpy.

25 See https://tinyurl.com/uahew5z.
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different subnational or decentralized government leadership bodies are needed. Iverson and Barbier
(2020) provide a model showing that in countries where subnational governments coordinate their lock-
down policies, there is better control of the pandemic, as compared to countries where the subnational
governments act unilaterally.

The lack of global coordination on data sharing and cooperation to find a vaccine also reflects that
‘the pandemic is stoking xenophobia, hate and exclusion, posing a far-reaching—and potentially long-
lasting—threat to human rights’ (Luengo-Oroz et al. 2020: 296). This lack of global cooperation reflects
seriously on global political leadership. It also touches on the role and responsibilities of global organi-
zations and how they handle geo-political tensions. In this respect, the role of the WHO has come under
fire—as well as praise—during the pandemic (as did that of global organizations such as the World Bank
and the International Monetary Fund during previous crises). As noted by Fidler (2020), ‘Today, in the
COVID-19 pandemic, the world’s most powerful countries are demanding that WHO follow their re-
spective sovereign interests for reasons that have little to do with global health ... The manner in which
China and the United States politicized COVID-19 for geopolitical purposes bodes ill for international
health cooperation.’ Thus, on the one hand the WHO is criticized for bowing to pressure from China,
and on the other hand it is threatened with financial sanctions by the USA.

The lack of global cooperation on health issues as reflected in the controversies surrounding the WHO
will undoubtedly worsen the unequal impact of the pandemic, and worsen the global outcomes for
all countries, but for developing countries in particular. At this point in time, developing countries
should prioritize their scarce resources to prop up their health sectors and provide social security to their
citizens. In essence, they should not be investing their resources in developing data-driven AI analytics
in the hope of improving hospital efficiencies, or of finding a vaccine. Rather, at this juncture the
most optimal global outcomes will require synergistic international cooperation: developing countries
should not invest in research to fight COVID-19, and a reliable international network should be in place
to share data and results. The threat is that, in the past, developed countries have had better access
to vaccines: this cannot be repeated (Fidler 2010). For example, there are ongoing efforts in South
America to develop alternative vaccines due to the fear of not having access to a new vaccine (Mega
2020), but those resources would be better used for testing, implementing protective measures such as
masks and social distancing, and some sort of controlled, digital contact tracing. Developing countries
should also partake in the gathering and building of large public databases on which to train AI. The
costs of doing so are small, and the potential benefits, given the need for unbiased and representative
data on the pandemic, are great. The construction of such databases should be seen as an investment
against future pandemics.

A third area or requirement of leadership is to avoid mission creep such as would be the case with the use
of privacy-invading contact-tracing apps and other surveillance technologies (e.g. cameras), as well as
the overriding of constitutional freedoms through regulations restricting personal freedom, choice, and
expression. The danger is, therefore, as Harari (2020) warned, that once the outbreak is over, erosion
of data privacy would not be reversed, and governments would continue to keep intrusive tabs on their
populations. They can even potentially use the data obtained in the fight against COVID-19 for other,
nefarious, purposes. It is therefore important to decentralize data gathering and use, as well as set strict
limitations on the time that governments can keep the data. The earlier expressed intention of Public
Health England to keep for 20 years data gathered through its test-and-trace programme seems excessive
(Hern 2020).

Finally, good leadership, in combination with an understanding of the information contained in historical
data, would contribute to better preparedness for global disasters on a country and international level.
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The COVID-19 pandemic was not, as some have stated, a ‘black swan’.26 There were plenty of deep
historical precedents, as well as a growing understanding of the likelihood of a global pandemic. For
example, on 21 November 2017, writing in Foreign Affairs, Ingelsby and Haas (2017) warned that ‘the
potential remains for a lethal strain of influenza or other contagious pathogen to overwhelm global health
care systems by spreading at a rate that outpaces our ability to respond. In such a calamitous scenario,
neither the United States nor other countries would be well enough equipped to contain it, increasing the
potential for a true national or global catastrophe.’

4 Concluding remarks

This paper has discussed seven major lessons from the COVID-19 pandemic for the relationship between
data-driven decision making and development. Four consequences for data policy were drawn out.
These seven major lessons are: (1) in a global crisis, the shifting value of data creates policy pitfalls;
(2) forecasts of crises and how they play out need to be viewed with caution, and can cause unhelpful
panics; (3) digital deluges can be just as significant a problem as too little data; (4) data deprivation and
digital divides can deepen inequalities during a crisis and hamper global coordination; (5) data creates
regulatory dilemmas since not all the negative consequences of more data are due to misuse only; (6)
interoperability and reuse are two aspects of data-driven decision making that are critical but neglected;
and (7) more decentralization of data gathering and data use is required to reduce vulnerabilities to risk
and strengthen resilience of countries and regions.

These lessons have at least four consequences for data policy—namely that trust, equality, context,
and political leadership are vital foundations for data policy. The difficulty taking these lessons and
their consequences on board is that, as the COVID-19 pandemic illustrated, despite the prevalence of
massive amounts of (big) data, critical information for decision making (in the case of COVID-19, such
as required by epidemiological models) will either not be available in time, or will be skewed by use of
unreliable, biased data. Decision making in the modern, interconnected, and data-rich world is therefore
subject to fundamental uncertainty. What does this uncertainty imply for leadership, trust, equality, and
the local context? To draw these things out, there are interesting parallels with one of the grand global
challenges of the time: climate change. Just as epidemiological models lacked accurate information at
the start of the pandemic, key models of climate change—integrated assessment models—face a similar
lack of accurate information and are hence subject to fundamental uncertainty. According to Heal (2017:
1047), ‘How to describe the uncertainties we face, how to model them, and what constitutes rational
choice in the light of them, are therefore issues that are central to climate policy analysis.’

One may extend this statement to global development in general. Facing systemic uncertainty, policy
choices and debates may better prioritize risk aversion and risk management—in other words, develop-
ment policy should aim more to avoid low-probability but highly catastrophic events from occurring, if
at all possible, and to improve resilience once they do occur. These are the types of events with ‘fat tails’
as explained by Cirillo and Taleb (2020). Avoidance of, preparedness for, and resilience in the face of
such potentially catastrophic fat-tail events may depend, as in Kremer’s O-Ring Theory, on how strong
the weakest link in global society is (Kremer 1993). According to Malcolm Gladwell, the COVID-19
pandemic has exposed global society as a ‘complex weak-link society.’27

In fact, recurring future pandemics are very likely due to the reduction of biodiversity associated with
human expansion (Gibb et al. 2020). Therefore, it is essential to learn from the experience accumulated

26 See also https://tinyurl.com/yac77gtf.

27 See https://brandondonnelly.com/2020/04/12/malcolm-gladwell-on-the-world-after-covid19.
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over the past months, identify the successes and the mistakes, as well as the weak links, and develop
adequate protocols for the future. The decisions taken by the governments to fight COVID-19 should
be independently investigated, as proposed by García-Basteiro et al. (2020) with the aim of ensuring
the use of the best possible strategies in future pandemics. Data-driven decision making, in particular
by reducing structural weak links such as human cognitive biases, data gaps and disparities, and digital
divides, and the related inequalities these are often associated with, is an essential pillar of resilience in
global development.
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