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Abstract

Modern communication technologies enable efficient exchange of information but often sacrifice

direct human interaction inherent in more traditional forms of communication. This raises the

question of whether the lack of personal interaction induces individuals to exploit informational

asymmetries. We conducted two experiments with a total of 848 subjects to examine how human

versus machine interaction influences cheating for financial gain. We find that individuals cheat about

three times more when they interact with a machine rather than a person, regardless of whether

the machine is equipped with human features. When interacting with a human, individuals are

particularly reluctant to report unlikely and, therefore, suspicious outcomes, which is consistent with

social image concerns. The second experiment shows that dishonest individuals prefer to interact

with a machine when facing an opportunity to cheat. Our results suggest that human presence is key

to mitigating dishonest behavior and that self-selection into communication channels can be used to

screen for dishonest people.
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Introduction

Technological progress has radically transformed the way we communicate and interact with each other.

For example, employees increasingly collaborate from remote places without physically meeting each

other (e.g., Mateyka et al., 2012; Bureau of Labor Statistics, 2016), and retailers are closing their brick

and mortar stores to sell their products online (e.g., Hortaçsu and Syverson, 2015; U.S. Department of

Commerce, 2017). While modern communication technologies enable us to connect more easily with

each other over great distances, they have also largely displaced face-to-face interactions and thereby

reduced the “human touch” in our social and economic relationships (e.g., Turkle, 2012). In fact, recent

developments in artificial intelligence (e.g., chatbots) may even completely replace human interaction

in industries that have traditionally placed a strong emphasis on building close relationships, such as

banking and insurance (Brewster, 2016; Hall, 2017). However, informational asymmetries between

interacting parties characterize many of these relationships, creating opportunities for manipulation and

deception. This raises the question of how machine interaction affects people’s tendency to lie and

cheat.

Why should individuals be more or less likely to cheat when interacting with a machine rather than a

human being? Research in economics and other social sciences suggests that people are often motivated

by social image concerns, i.e., they care about what others think of them (see Bursztyn and Jensen,

2017, for a recent overview). In the absence of a human interaction partner, individuals may care less

about leaving a good impression on others. As a result, they might feel more comfortable lying to a

machine than a person.1 What if the machine is made more human, i.e., it is capable of mimicking (at

least to some degree) a real person? For example, it is possible that the interaction with a machine

that has human features might make people feel like they are interacting with a real person, which in

turn may trigger similar image concerns.

We examine these questions in a controlled online experiment in which subjects could increase their

earnings up to 20 Swiss francs (about US $20) by cheating on a coin-tossing task. Specifically, we asked

subjects to flip a coin ten times, report their outcomes to the experimenter, and then paid them according

1Media richness theory (Daft and Lengel, 1986), a popular theory in communication research, makes the opposite
prediction. This theory proposes that individuals will be more likely to cheat when using a communication medium that
transmits more human cues, as it allows them to communicate complex and ambiguous information, such as a lie, more
persuasively. For example, in a diary-based study, Hancock et al. (2004) asked people how often they lie across different
communication channels. They found that people reported being twice as likely to lie in face-to-face conversations as when
communicating by email.
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to their alleged success rates. Subjects performed the coin tosses from a remote place (typically from

home) and reported their outcomes via the communication software Skype. We varied, across two

waves of data collection, (i) whether subjects reported their outcomes to a person or a machine, and

(ii) whether the interaction involved oral or written communication. The first wave comprised three

conditions. In treatment CALL, subjects had to call the experimenter on Skype to report their outcomes.

We instructed them to make the calls without video to keep the degree of anonymity constant across

conditions. In treatment FORM, subjects had to type their outcomes into a non-interactive online form.

Thus, while subjects in treatment CALL interacted with a person, there was no human counterpart

present in the reporting stage in treatment FORM. However, because the two conditions also varied the

communication mode (oral vs. written), we implemented a third condition, treatment CHAT. In this

condition, subjects had to report their outcomes to the experimenter in writing (using Skype instant

messaging). The comparison of treatments CALL and CHAT allows us to test whether the transmission

of additional human cues (i.e., voice instead of just text) affects people’s tendency to cheat in human

interactions. The extent of human cues could be relevant in light of the literature on computer-mediated

communication studying the role of verbal and nonverbal cues in deception detection across online and

offline contexts (e.g., for reviews see Hancock and Guillory, 2015; Toma et al., 2019). For the second

wave, we replicated our main treatments CALL and FORM, and also introduced a new treatment called

ROBOT. Treatment ROBOT was identical to treatment CALL, except that subjects communicated with

an automated voice response system that prompted them to report their outcomes using pre-recorded

voice messages of the experimenters. Thus, relative to treatment CALL, we only varied the presence

of a real person at the time of the reporting while keeping the communication mode constant across

conditions.

Several design features are noteworthy. First, we designed the experiment so that in all conditions

subjects used exactly the same wording (either orally or in writing) to report their outcomes. This allows

for a ceteris paribus comparison of the treatments. We further informed subjects that they will not be

asked any follow-up questions about what they report. Thus, subjects did not have to worry about

justifying a high number of successful coin flips – even when they interacted with a person. Second,

because subjects performed the coin-tossing task in private, there was no way the experimenters (nor

anyone else) could unambiguously identify whether a specific subject cheated. Thus, the risk of getting

punished for cheating was zero in all treatments. Finally, we gave subjects enough time in all conditions

to perform the coin flips and think about how many coin flips they wanted to report as successful before
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they moved on to the reporting stage. Thus, any differences between conditions cannot be attributed

to varying time pressure, a factor that has been previously shown to affect cheating (e.g., Shalvi et al.,

2012; Capraro, 2017; Lohse et al., 2018).

Across both waves, we find that subjects reported a lower success rate in treatment CALL compared

to FORM. They reported 53.5% (54.0%) successful coin flips, on average, in CALL of Wave 1 (Wave

2). This corresponds to a cheating rate of 7.6% if we pool both waves and assume that none of the

subjects cheated to their disadvantage. By contrast, subjects reported 62.0% (61.3%) successful coin

flips, on average, in FORM of Wave 1 (Wave 2). This corresponds to a cheating rate of 23.4% in

FORM across both waves, which is about three times as large as in CALL. Changing the communication

mode (i.e., voice vs. text) did not affect the level of cheating by much. In treatment CHAT, subjects

reported 55.9% successful coin flips, on average, and were therefore similarly honest as those in CALL.

By contrast, replacing human with machine interaction had a considerable impact on cheating. In

treatment ROBOT, subjects reported 60.1% successful coin flips, on average. Thus, subjects cheated

to a similar degree as in FORM, despite the fact that they could hear the experimenter’s voice, which

presumably made the machine interaction more human.

A potential mechanism for these results is that people care less about their social image when they

interact with a machine rather than a human. Similarly, people might think it is less likely that they

will be judged negatively if they interact with a machine. Although in our experiment there was always

a human experimenter involved at some point (e.g., when welcoming participants or for making the

payments), the key difference across human and machine conditions is the variation in the presence

of a human being during the reporting stage. Hence, our experiment manipulated subjects’ sense of

human presence—i.e., the feeling of closeness in terms of socially interacting with another person.2 A

stronger sense of human presence may enhance subjects’ concerns about being judged and what the

experimenter thinks of them. Indeed, an additional survey experiment indicates that, relative to human

interaction, reporting to a machine reduces people’s feeling of another person being present and it also

diminishes their social image concerns. Moreover, in our main experiment we find that subjects were

almost three times as likely to report a high, and therefore suspicious, success rate (i.e., 8, 9, or 10

successful coin tosses) when reporting to a machine compared to a person. By contrast, more credible

2We use the term “human presence” rather than “social distance” to avoid confusion about terminology. In prior
research, the notion of social distance has been conceptualized primarily in two ways: (i) the degree of subject anonymity
(e.g., Hoffman et al., 1996) and (ii) the extent to which people are similar and share the same social identity (e.g., Akerlof,
1997). In the section “Alternative explanations,” we discuss why our results cannot be explained by anonymity or similarity
considerations.
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success rates (i.e., 6 or 7 successful coin tosses) were reported with similar frequency across human and

machine conditions. This suggests that the treatment differences in honest behavior can be explained

by different levels of social image concerns.

The results of this experiment raise the question of whether dishonest people anticipate that they

would feel more uncomfortable misrepresenting information when they interact with a person compared

to a machine. In other words, is it possible to screen for dishonest people by offering different commu-

nication channels that vary by whether or not a real person is at the other end of the line? To find out,

we conducted a second experiment with new subjects who were given the choice between the online

form and calling the experimenter on Skype to report the outcomes of their coin flips. Before making

that choice, we elicited their propensity to cheat using the same coin tossing task. In this first coin

tossing task all subjects reported their outcomes under identical conditions.

When asked to choose between communication channels, subjects were about equally likely to select

the call and the online form (50.5% vs. 49.5%). However, alleged cheaters, i.e., those who reported a

high success rate in the initial coin tossing task, were significantly more likely to choose the online form

for the second coin tossing task. Our estimates suggest that for each additional successful coin flip in the

first part, subjects were about 4 percentage points more likely to choose the online form for the second

part. Thus, more dishonest individuals avoid human interaction when they have an opportunity to cheat

for personal financial gain. This “selection on moral hazard” raises the possibility for organizations to

screen for dishonest customers. For example, firms could increase the effectiveness of their auditing

activities by offering clients the choice between different communication channels and targeting those

who choose not to interact with a live customer representative.

Our paper relates to several strands of the literature. First, our findings contribute to a growing

literature arguing that people strive to be perceived positively by others, even for non-instrumental

reasons, and that these social image concerns can affect a wide range of behaviors, including charitable

giving (e.g., Ariely et al., 2009; DellaVigna et al., 2012), labor supply (e.g., Kosfeld and Neckermann,

2011), voting behavior (e.g., DellaVigna et al., 2017), and consumption choices (e.g., Bursztyn et al.,

2017). Social image concerns have also recently been incorporated into theoretical models of honest

behavior to explain why many people do not exploit cheating opportunities to the full extent, even if they

cannot get caught (Dufwenberg and Dufwenberg, 2018; Gneezy et al., 2018; Khalmetski and Sliwka,

2019; Abeler et al., 2019). Our results suggest that people indeed like to be perceived as honest, and

that the mere presence of a stranger during the interaction induces them to behave more honestly. In
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this sense, our paper also adds to the rapidly growing literature on the social and psychological motives

of honest behavior (e.g., Gneezy, 2005; Mazar et al., 2008; Irlenbusch and Villeval, 2015; Shalvi et al.,

2015; Gächter and Schulz, 2016; Abeler et al., 2019; Cohn et al., 2019).

Second, there is a literature on the evolutionary origins of prosociality, arguing that our ancestors’

living circumstances shaped human psychology in a lasting manner that now induces us to behave

altruistically and honestly even towards genetically unrelated strangers (e.g., Dawkins, 2006; Trivers,

2006). The idea is that humans evolved in small groups where repeated interactions were common and

people therefore had strong reputational incentives to behave prosocially. These reputational concerns

became so deeply ingrained that even the slightest cues of being observed by others can trigger prosocial

behavior. Indeed, several studies find that subtle human cues (e.g., an image of watching eyes) increase

people’s propensity to act altruistically and honestly (e.g., Haley and Fessler, 2005; Bateson et al., 2006;

Ernest-Jones et al., 2011).3 However, the evolutionary legacy hypothesis has also been contested in

other studies that failed to replicate the original findings (e.g., Fehr and Schneider, 2010; Cai et al.,

2015; Northover et al., 2017). Our results from treatment ROBOT suggest that vocal cues are not

sufficient to activate people’s reputational or social image concerns.

Third, our paper also connects to a long-standing literature studying the impact of communication

on economic behavior, such as coordination (e.g., Cooper et al., 1992; Crawford, 1998), cooperation

(e.g., Isaac and Walker, 1988; Brosig et al., 2003; Bicchieri and Lev-On, 2007), bargaining (e.g., Roth,

1995; Valley et al., 2002), and contract design (Brandts et al., 2016).4 These studies typically focus

on the effects of pre-play communication, i.e., how interacting parties change their actions when they

are given the opportunity to send messages or talk to each other before making their choices. In

contrast, we study how communication between humans and machines affects behavior while keeping

the content of the communication constant across conditions. Abeler et al. (2014) and Conrads and

Lotz (2015) also examine honest behavior across different communication channels and do not find

significant differences between telephone and computer conditions. However, unlike our experiment,

these two studies cannot isolate the role of human presence from the communication mode (i.e., voice

vs. text) because both factors were varied simultaneously. Understanding the independent role of human

presence in honest behavior is important given the ongoing trend towards automatization. Our study

3Relatedly, Hoffman et al. (2015) find that being monitored by a third-party humanized robot reduces cheating to a
similar degree as when the observer is human.

4A few papers also examine the impact of non-binding promises on trust and trustworthiness (Ellingsen and Johannesson,
2004; Charness and Dufwenberg, 2006; Vanberg, 2008; Corazzini et al., 2014; Ederer and Stremitzer, 2017).
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further departs from the existing literature by showing that dishonest individuals sort themselves into

impersonal communication environments.

Our study suggests that the use of machines or robots to replace human interaction in service

encounters can undermine honest behavior. However, it is important to note that other aspects of

digitization, such as readily available big data, new verification technologies like blockchain, and artificial

intelligence (AI), can also help to monitor honest behavior and to promote trust (see discussions in

Milgrom and Tadelis, 2019; Chen et al., 2020). For example, Masterov et al. (2015) use communication

data from eBay to showcase how natural language processing and AI can be applied to support online

reputation systems.

Experiment 1 – Does machine interaction encourage dishonesty?

Design and procedures

We ran two waves of data collection for the first experiment.5 The first wave took place in October and

November 2013, and the second wave was conducted one year later. The recruitment procedure was the

same for both waves (and thus also for each condition). We recruited subjects from the University of

Zurich and the Swiss Federal Institute of Technology in Zurich (ETH) participant pool using the software

h-root (Bock et al., 2014). We excluded psychology students as they often participate in experiments

that involve deception, and individuals who previously participated in an experiment on lying or cheating.

Moreover, we only recruited subjects who had participated at least once in an economic lab experiment

to ensure that they trusted our instructions and payment procedure. To recruit subjects, we first sent

out an email eliciting their interest in participating in our study. Because the experiment was organized

into individual sessions and required the software Skype, we asked potential subjects to indicate their

availability and confirm that they have a Skype account.6 We informed them that their personal data

would be anonymized for the analysis and treated confidentially, and then obtained their consent to

participate in the study. We then sent out a second email, asking subjects to select a time slot for their

participation. We also reminded them that in order to participate, they would need a computer with

stable Internet connection and Skype, and asked them to be in an undisturbed environment at the time

of their participation.

5We obtained IRB approval from the Human Subjects Committee of the Faculty of Economics, Business Administration,
and Information Technology at the University of Zurich.

6Subjects also had to provide their name, email address, and Skype name as contact details.
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At the beginning of a session, the experimenter contacted subjects on Skype to welcome them to

the study. This stage was held constant across treatments within a wave to avoid differential selection

based on initial contact.7 The experimenter first checked that subjects were in a quiet place, and then

told them that they need to get a piece of paper, a pen, and a coin. Subjects then received a link to

a short online survey that started with filler questions about life satisfaction and subjective well-being.

Subsequently, they were instructed to flip a coin ten times and note the outcomes on paper. For each

coin toss, they could earn 2 Swiss Francs (about US $2), depending on the outcome they reported at

the end of the experiment. A payoff table indicated for each coin toss whether heads or tails would

result in a monetary payoff (for more details on the procedures and instructions for the coin tossing

task, see Online Appendix E).

Subjects could increase their earnings by misreporting the outcomes of unsuccessful coin tosses.

The stakes were significant as subjects could earn up to 20 Swiss Francs within a relatively short time

(average survey completion time was about 14 minutes). Moreover, since subjects carried out the coin

tosses from a remote place, i.e., without being monitored, they could hide behind chance and nobody

(including the experimenters) could determine with certainty whether a specific subject misreported

their coin tosses. Thus, subjects had a strong financial incentive to cheat without any risk of getting

caught. However, reporting a high success rate might be judged as suspicious and undermine a subject’s

appearance of being an honest person. The coin tossing task and variations of it have been extensively

used to study dishonest behavior (see Bucciol and Piovesan, 2011; Houser et al., 2012; Fischbacher and

Föllmi-Heusi, 2013; see also Abeler et al., 2019 for a meta-analysis) and the task has been shown to

reliably predict rule-violating behavior in natural settings, including violations of prison rules (Cohn et al.,

2015; Cingl and Korbel, 2020), misbehavior in school (Cohn and Maréchal, 2018), absenteeism in the

workplace (Hanna and Wang, 2017), free riding on public transport (Dai et al., 2018), and adulteration

of milk (Kröll and Rustagi, 2016).

Although it is impossible to identify cheating at the individual level, we are able to assess the

extent of cheating in a group as the distribution from honest reporting is objectively known (see Houser

et al., 2012). Let m be the probability that a subject reports a successful coin flip, conditional on

the actual coin toss not being successful (we assume that no one cheats to their disadvantage, i.e.,

misreports a successful outcome). The probability of reporting a successful outcome p is therefore given

by p = 0.5 · 1 + 0.5 · m = 0.5 · (1 + m). If the outcome of a given coin toss is successful, subjects

7In Wave 1, the initial contact was done via Skype call. In Wave 2, subjects were welcomed via Skype chat.
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will report a successful outcome with a probability of 1. Conversely, if the coin toss is not successful,

subjects will report a successful outcome with a probability of m. Thus, the probability of misreporting

the outcome of an unsuccessful coin toss is given by

m = 2 · p− 1. (1)

Based on the law of large number we can then replace the probability of reporting a successful outcome

with the average success rate reported in a given condition to determine the cheating rate in that

condition.

For Wave 1, we implemented three treatments that varied, in a between-subjects design, how subjects

reported the outcomes of their coin flips (see Table 1). In treatment CALL, subject had to report their

outcomes to the experimenter via a Skype call. They were instructed to turn off the video feature in

order to keep the degree of anonymity constant across conditions. In treatment FORM, subjects received

via Skype a link to a non-interactive online form where they could enter their outcomes. Success rates

in these two treatments may therefore differ because of two reasons: (i) the presence or absence of a

person during the reporting, and (ii) the type of communication mode (voice vs. text). To this end, we

conducted a third condition, treatment CHAT, where subjects were asked to report their outcomes to

the experimenter in writing via Skype chat.

In each condition, we informed subjects about the communication channel before they started to

toss the coin. Subjects were also told that they will not be asked any questions in response to what they

report. A total of n=257 subjects participated in Wave 1 (n=85 in CALL, n=86 in FORM, n=86 in

CHAT). The first column of Table A.2 in Online Appendix A presents descriptive statistics of the subjects

in Wave 1. They were 24 years old on average and the gender ratio is balanced. Table A.1 describes the

sample by treatment and provides randomization checks. The last column in this table indicates that

the randomization led to balanced groups, except for the share of medical students (p=0.069, χ2-test).

We therefore control for subjects’ fields of study (and other background characteristics) in the regression

analysis. The experiment in Wave 1 was run by two female and three male experimenters.

To directly test for the importance of human presence for honest behavior, we conducted a second

wave of the experiment. The key condition in Wave 2 is treatment ROBOT where subjects were asked

to use Skype to call a voice response system with pre-recorded voice messages of the experimenters

that prompted them to report their outcomes. Since the only difference to CALL is that subjects did
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Table 1. Overview of treatments in Experiment 1

written oral
communication communication

machine
FORM1,2 ROBOT2interaction

human
CHAT1 CALL1,2interaction

Notes: Subscripts denote whether a treatment was featured in Wave 1 and/or Wave 2.

not interact with a real person during the reporting, treatment ROBOT allows us isolate the effect of

human presence on honest behavior. To ensure a clean comparison, we again conducted treatments

CALL and FORM in Wave 2. This allows us to test whether the main findings from Wave 1 replicate.

We recruited n=211 new subjects (i.e., subjects who had not participated in Wave 1) for the second

wave using the exact same procedure and exclusion criteria as in the first wave (n=67 in CALL, n=75

in FORM, n=69 in ROBOT). Subjects’ background characteristics are similar to the first wave with the

exception of certain fields of study (there is a higher share of students studying natural sciences and

a lower share of students in the “other” category in Wave 2, p=0.008 and 0.018, χ2-tests; see Table

A.2 in Online Appendix A). The last column of Table A.3 confirms that the randomization in Wave

2 was successful, except for the share of students in social sciences (p=0.023, χ2-test). We address

this imbalance by controlling for subjects’ fields of study (and other background characteristics) in the

regression analysis. The experiment in Wave 2 was run by one female and one male experimenter, both

of whom assisted us already in Wave 1. Table 1 presents an overview of the treatments.

There are a few design aspects worth mentioning. First, we designed our experiments so that the

reporting of the coin flips was identical across treatments in terms of content. We used the same

wording in each condition when we asked subjects to report their outcomes, and they simply had to

reply with “Heads” or “Tails” (either orally or in writing) for each coin toss. This permits a ceteris

paribus comparison of the treatments. Second, we kept subjects’ degree of anonymity constant across

treatments. In each condition, the experimenters knew a subject’s name, email address, and Skype

name. Third, we explicitly told all subjects that they will not be asked any questions in response to

what they report. Thus, they did not have to worry about having to justify their success rates in any of

the treatments.8 Finally, because some studies suggest that time pressure affects people’s likelihood to

8Of course, we can never be entirely sure that subjects believed our instructions. To minimize potential trust issues, we
only recruited subjects who had previously participated in economic experiments in the same lab and are thus familiar with
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cheat (e.g., Shalvi et al., 2012; Capraro, 2017; Lohse et al., 2018), we separated the coin tossing stage

from the reporting stage, and let subjects decide when they wanted to proceed to the reporting stage.

This feature minimizes differences in perceived time pressure between treatments.9

Results

We first report the results from Wave 1. Panel (a) of Figure 1 suggests that subjects were relatively

honest when calling the experimenter on Skype to report their outcomes. On average, they reported

53.5% successful coin flips in treatment CALL (95% confidence interval: 50.0–57.0%), which is only

slightly higher than the honesty benchmark of 50.0%. According to a simulation analysis with 10,000

coin flipping experiments of the same sample size as in treatment CALL, the probability that subjects

reported honestly, but nonetheless achieved a success rate of 53.5% is p=0.0210 (see Online Appendix C

for details).10 Focusing on the entire distribution of outcomes, as shown in Figure 2, we see the largest

difference in actual and expected frequencies just above and below the middle outcome (i.e., 5 successful

coin flips). In particular, subjects were significantly more likely to report 6 successful outcomes (32.9%

vs. 20.5%; p=0.007, binomial test), and were (or tended to be) less likely to report 3 and 4 successful

outcomes (2.4% vs. 11.7%, 14.1% vs. 20.5%) compared to the honesty benchmark (p=0.004, and

0.178, binomial tests). This suggests that, while subjects cheated when they reported to a person, they

did so only a little bit. Overall, we estimate a cheating rate of 7.0% for CALL (see equation 1).

Cheating was more common when subjects used the online form to report their outcomes. They

reported 62.0% successful coin flips, on average, in treatment FORM (95% confidence interval: 58.0–

65.9%; p<0.0001, see simulation in Online Appendix C). In particular, we observe a disproportionate

share of 10s (7.0% vs. 0.1%), 9s (3.5% vs. 1.0%), 8s (11.6% vs. 4.4%), and 7s (18.6% vs. 11.7%)

in FORM compared to the honesty benchmark (p<0.001, 0.052, 0.005, and 0.062, binomial tests; see

Figure 2). The cheating rate is 24.0% and, thus, more than three times as large as in CALL. A rank-sum

test confirms that the success rates differ significantly between CALL and FORM (p=0.005). As shown

in Online Appendix C, the observed difference in success rates between CALL and FORM is very unlikely

the lab’s no-deception policy. Yet, it is possible that subjects were concerned about real-time nonverbal reactions from the
experimenter (e.g., a cough) that could be interpreted as a sign of suspicion or judgment. While we cannot rule out this
possibility, it can be argued that concerns about social disapproval are in line with our proposed mechanism. Individuals
who do not care about their social image are also unlikely to respond to nonverbal reactions.

9We empirically address this point in the last paragraph of the “Mechanism” section. The time gap between the coin
tossing stage and the reporting stage also mimics many real-life situations, such as when a person involved in a car accident
takes some time to process the event before calling the insurance company to report the damage.

10We report one-sided p-values for all simulation tests of honest behavior because we assume that people do not cheat
to their disadvantage. By contrast, we report two-sided p-values for all simulations of treatment differences.
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Figure 1. Information communication technology and cheating
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Notes: Percentage of coin tosses reported as successful. Bars indicate standard error of the mean.

to have happened by chance. Only six of 10,000 simulated experiments resulted in a similar or larger

absolute difference between the two treatments (i.e., p=0.0006).

We next examine whether the relatively high level of honesty in CALL is due to the communication

mode (i.e., voice vs. text). Panel (a) of Figure 1 shows that subjects reported 55.9% successful coin

flips, on average, in CHAT (95% confidence interval: 52.3–59.5%; p=0.0001, simulation analysis).

Examining the entire distribution in Figure 2, we observe that there are significantly too many 10s

(2.3% vs. 0.1%) compared to the honesty benchmark (p=0.003, binomial test). More interestingly,

however, we again find a tendency for small acts of cheating when a person was present, as there are

too many 6s (25.6% vs. 20.5%) and 7s (16.3% vs. 11.7%), but too few 3s (8.1% vs. 11.7%) and 4s

(10.5% vs. 20.5%) relative to what one would expect. However, only the share of 4s is significantly

different from the honesty benchmark (p=0.022, binomial test). Overall, we estimate the cheating

rate in CHAT at 11.8%. The success rates in CHAT and CALL do not differ significantly (p=0.493,

rank-sum test; the corresponding p-value from the simulation is 0.3214). By contrast, the success rate

in CHAT is significantly lower than that in FORM despite subjects reporting their outcomes in writing

in both conditions (p=0.033, rank-sum test; p=0.0117, simulation analysis). Thus, if anything, the

communication mode plays only a minor role in honest behavior.
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Figure 2. Distribution of successful coin tosses by treatments and waves
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Next, we look at the results from Wave 2, which introduced treatment ROBOT. Subjects in ROBOT

reported their outcomes in the same way as those in CALL, except that there was no actual person

present during the reporting. Thus, any difference in cheating between these two conditions can be

attributed to the presence, respectively absence, of a human during the reporting stage. Panel (b)

of Figure 1 shows that subjects reported 60.1% successful coin tosses, on average, in ROBOT (95%

confidence interval: 55.5–64.7%; p<0.0001, simulation analysis). Figure 2 shows that there are more

10s (5.8% vs. 0.1%), 9s (4.3% vs. 1.0%), and 7s (21.7% vs. 11.7%) compared to what we would

expect by chance (p=0.000, 0.030, and 0.015, binomial tests). There are also slightly too many 8s

(7.2% vs. 4.4%), but the difference to the honesty benchmark is not significant (p=0.231, binomial

test). Overall, the cheating rate in ROBOT amounts to 20.2%.

We find similar results in treatment FORM of Wave 2. Subjects reported 61.3% successful coin

tosses, on average (95% confidence interval: 56.7–65.9%; p<0.0001, simulation analysis). This corre-

sponds to a cheating rate of 22.6%. Success rates do not differ significantly between FORM of Wave

2 and ROBOT (p=0.900, rank-sum test; p=0.6534, simulation analysis). By contrast, the success rate

in CALL of Wave 2 is only 54.0% and, thus, relatively close to the honesty benchmark (95% confidence

interval: 50.6–57.5%; p=0.0197, simulation analysis). Overall, the reported success rates in CALL of

Wave 2 translate to a cheating rate of 8.0%, and differ significantly from ROBOT (p=0.025, rank-sum

test; p=0.0242, simulation analysis). The fact that the cheating rate in ROBOT is higher than in

CALL, but similar to that in FORM, suggests that vocal cues do not activate the same mindset as when

people speak to a real person. Rather, the results point to the importance of human presence for honest

behavior.

We now turn to the regression analysis, which allows us to control for subjects’ background charac-

teristics. Specifically, we estimate the following Probit model:

Pr (yit = 1 | T i,xi, zj) = Φ
(
α+ β1FORMi + β2ROBOTi + β3CHATi + γ ′xi + δ′zi

)
(2)

where Pr (·) denotes the probability that subject i reported a successful outcome in trial t (i.e., yit = 1),

T i represents a set of dummy variables for treatments FORM, ROBOT, and CHAT (treatment CALL

is therefore the reference category), xi is a vector of individual background variables, including age,

gender, Swiss nationality, and fields of study (six categories), zi are experimenter fixed effects, and Φ

is the cumulative distribution function of the standard normal distribution. We report average marginal
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Table 2. Information communication technology and cheating

(1) (2) (3) (4)

Dependent variable yit = 1: coin toss reported as successful

FORM 0.080*** 0.080*** 0.089*** 0.071***
(0.019) (0.019) (0.026) (0.027)

ROBOT 0.063** 0.069*** 0.064**
(0.025) (0.025) (0.027)

CHAT 0.020 0.017 0.025
(0.021) (0.022) (0.025)

CALL (base rate) 0.537*** 0.537*** 0.533*** 0.539***
(0.012) (0.012) (0.018) (0.016)

Controls:
Subject characteristics yes yes yes yes
Experimenter FE no yes yes yes

Wave 1&2 1&2 1 2

Observations 4,680 4,680 2,570 2,110

Subjects 468 468 257 211

Notes: Probit average marginal effects with robust standard errors, corrected for clustering at the
individual level, in parentheses. The dependent variable is a dummy indicating whether a subject
reported a coin toss as successful (10 observations per subject). The main independent variables are
dummies which indicate whether a subject was in treatment FORM, ROBOT, or CHAT (CALL is
the level predicted by the model in the reference category). Control variables include subjects’ age
in years and dummies for gender, Swiss citizenship, fields of study, and experimenters. Significance
levels: * p<0.10, ** p<0.05, *** p<0.01.

effects with standard errors clustered at the subject level to account for possible correlation of the

residuals within individuals.

Table 2 presents the regression results. The first two columns are based on the pooled data from

both waves (column 1 is without and column 2 is with experimenter fixed effects). The remaining two

columns show the results for each wave separately (with experimenter fixed effects). Across both waves,

we find that subjects were 8 percentage points more likely to report a successful outcome in FORM

than in CALL (p<0.001 in both columns; the base rate in CALL is 53.7%).11

By contrast, subjects in CHAT were about as likely to report a successful outcome as those in

CALL (p=0.347 and 0.434), and significantly less likely (by 6 percentage points) to report a successful

outcome compared to those in FORM (p=0.010 and 0.007). The regression results further confirm that

subjects cheated to a similar degree in ROBOT and FORM (p=0.540 and 0.683). Comparing columns

(1) and (2) indicates that the results remain the same regardless of whether we control for experimenter

11If not indicated otherwise, p-values refer Delta-method calculation based on the Probit regression estimates. Also, in
order to provide a meaningful comparison for the reported average marginal effects, base rates are computed as the average
value in the baseline category (e.g., CALL in Table 2), as predicted by the regression model.
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fixed effects. Moreover, none of the pairwise comparisons of experimenter fixed effects is significant

(the smallest p-value is 0.458). Finally, we find the same pattern of results when we analyze the data

by waves, as shown in columns (3) and (4). Together, the results suggest that human presence, rather

than the communication mode, affects levels of honesty.

Because we conducted treatments CALL and FORM in each wave, we are able to test how well the

results replicate. It turns out that the results are almost identical across waves. In treatment CALL,

subjects reported 53.5% and 54.0% successful coin flips in the first and second wave, respectively

(p=0.767, rank-sum test). The results from treatment FORM show a similarly high replicability, with

62.0% and 61.3% successful coin flips being reported in the first and second wave, respectively (p=0.710,

rank-sum test). We therefore pool the data from the two waves for the remainder of the analysis of

Experiment 1.12

Mechanism

Why does human interaction promote honest behavior? One possibility is that human presence enhances

social image concerns, i.e., individuals’ desire to be perceived and judged as honest by others (Abeler

et al., 2019; Dufwenberg and Dufwenberg, 2018; Gneezy et al., 2018; Khalmetski and Sliwka, 2019; see

also Bursztyn and Jensen, 2017 for a recent review of the social image literature). In our experiment,

there was always a human experimenter involved, such as during the welcome stage or for the payments,

but only in the human conditions subjects reported their outcomes directly to a person. The experiment

thus manipulated subjects’ perception of human presence, which we define as the feeling of closeness in

terms of socially interacting with another person.13 Human presence in the reporting stage might have

increased subjects’ concerns about being judged by others (i.e., the experimenter).

Indeed, an additional survey experiment (N=156) confirms that, compared to human interaction,

reporting to a machine significantly reduces both the feeling that another person is present and the desire

to leave a good impression on others. We presented our experimental design to respondents on Amazon

Mechanical Turk and asked them to take the perspective of a participant in CALL and ROBOT. Subjects

12We also investigated whether there are any time trends in the sequence of coin tosses. As shown in Table B.5 in
Online Appendix B, we find no evidence for sequence effects. Moreover, we do not find that subjects were initially honest
and then later cheated as the correlation between the first five and last five coin tosses across all conditions is positive and
significant (Spearman’s ρ =0.152, p=0.001).

13The manipulation can also be interpreted in terms of social distance. However, given the lack of consensus in the
literature on what the term means, we decided to describe the manipulation in terms of human presence. For example,
social distance has pre-dominantly been referred to as (i) the degree of subject anonymity or (ii) the extent to which people
are similar and share the same social identity. As shown in the next section, our results are difficult to reconcile with these
notions of social distance. We thank an anonymous referee for drawing our attention to this.
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then reported how they would perceive the interaction in terms of human presence and how concerned

they would be about what the experimenter thinks of them (social image concerns) using multiple

questionnaire items. The results show that perceptions of human presence are 1.6 standard deviations

lower in ROBOT than in CALL, and social image concerns are about 1.5 standard deviations lower

(p<0.001, t-tests). Moreover, a Blinder-Oaxaca decomposition (Oaxaca, 1973; Blinder, 1973) reveals

that the gap in social image concerns can be attributed almost entirely (about 88%) to differences in

perceived human presence across treatments (see Online Appendix D for more details).14

We further provide evidence from our main experiment supporting the notion that social image

concerns are driving our treatment effects. If subjects in the machine conditions cared less strongly

about their reputation, they should have been more likely to report high, and therefore suspicious,

success rates compared to the human conditions. On the other hand, we should not observe a difference

in more likely and, thus, more credible outcomes. To test this, we classify 8 or more successful coin

flips as suspicious outcomes. The probabilities of 8, 9, and 10 successful coin flips are 4.4%, 1.0%, and

0.1%, respectively. In contrast, we consider 6 and 7 successful coin flips to be more credible because

their probabilities are 20.5% and 11.7%, respectively. For ease of exposition, we combine the two human

conditions (i.e., CALL and CHAT) as well as the two machine conditions (i.e., FORM and ROBOT) in

the analysis.15

Figure 3 shows that subjects were more likely to report suspicious outcomes (i.e., 8 or more successes)

when they interacted with a machine compared to a human. In the HUMAN conditions, we find that

8.4% of the subjects reported a suspicious outcome (95% confidence interval: 4.9–12.0%). This is just

a little bit higher than what we would expect if everyone reported truthfully (5.5%). We additionally

conducted simulations, reported in Online Appendix C, showing that given our sample sizes and results,

the probability that subjects reported honestly in HUMAN is p=0.0365. By contrast, the share of

subjects reporting 8 or more successful coin flips in the MACHINE conditions is 20.9% (95% confidence

interval: 15.6–26.2%; p<0.0001, simulation analysis). Thus, subjects were about two and a half times

as likely to report a suspicious success rate in the MACHINE relative to the HUMAN conditions. This

14We also asked subjects at the end of the survey to predict the number of successful coin tosses reported in ROBOT and
CALL in the original experiment. We incentivized their predictions by paying a bonus for the most accurate subjects. We
find that subjects predicted our treatment effect quite well. On average, they expected participants to report 7.3 successful
coin flips in ROBOT and 5.9 in CALL (p<0.001, signed-rank test). More importantly, a Blinder-Oaxaca decomposition
suggests that about 93% of the difference in predicted coin tossing outcomes between ROBOT and CALL can be explained
by differences in the social image index.

15For completeness, Table B.1 in Online Appendix B presents the results split by treatments; tables B.2 and B.3 contain
the results split by wave.
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Figure 3. Suspicious outcomes in HUMAN versus MACHINE interaction
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Notes: Percentage of subjects who reported 8 or more successful coin tosses in
HUMAN interaction (CALL and CHAT) and MACHINE interaction (FORM and
ROBOT). The horizontal line shows the expected rate of 5.5% for 8 or more
successful tosses. Bars indicate standard error of the mean.

suggests that subjects felt more at ease to cheat outright when they reported to a machine compared

to a human (p=0.001, rank-sum test; p<0.0001, simulation analysis).

To examine this pattern in more detail, we estimate Probit models of the following form:

Pr (yi ∈ Ys | MACHINEi,xi, zj) = Φ
(
α+ β1MACHINEi + γ ′xi + δ′zi

)
(3)

where Pr (·) denotes the probability that subject i reported a suspicious outcome (e.g., Ys = {8, 9, 10} for

our preferred specification). MACHINEi is an indicator which takes a value of one if the subject reported

to a machine (FORM or ROBOT). As before, xi and zi capture control variables and experimenter

fixed effects. We report average marginal effects with robust standard errors in parentheses. As a

robustness check, we estimate the same model but shift the threshold for suspicious outcomes by +/-

1 successful coin flips (i.e., the outcome variable in those models is 7 or more and 9 or more successful

outcomes). We also perform an analysis of success rates that are more credible, defined as outcomes

that are complementary to the suspicious outcomes and that are above 5 (i.e., 6 or 7 successes for our

preferred specification, and 6 or 6 to 8 successes for the +/- 1 robustness checks, respectively).
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Table 3. Suspicious vs. credible outcomes across MACHINE and HUMAN conditions

(1) (2) (3)

Panel (a): Suspicious over-reporting

Dependent variable =1 if: yi ∈ {8, 9, 10} yi ∈ {7, 8, 9, 10} yi ∈ {9, 10}

MACHINE 0.154*** 0.207*** 0.093***
(0.032) (0.042) (0.024)

Base rate 0.074*** 0.207*** 0.027***
(0.016) (0.026) (0.010)

Expected rate 0.055 0.172 0.011

Panel (b): Credible over-reporting

Dependent variable =1 if: yi ∈ {6, 7} yi ∈ {6} yi ∈ {6, 7, 8}

MACHINE -0.008 -0.067* 0.055
(0.046) (0.040) (0.047)

Base rate 0.416*** 0.284*** 0.460***
(0.032) (0.029) (0.032)

Expected rate 0.321 0.205 0.367

Controls:
Subject characteristics yes yes yes
Experimenter FE yes yes yes

Wave 1&2 1&2 1&2

Observations 468 468 468

Notes: Average marginal effects of a Probit regression with robust standard errors in parentheses. The de-
pendent variable is a dummy which indicates whether yi, the number of successful coin tosses reported by a
subject, is within the respective sets. The main independent variable MACHINE is a dummy which indicates
whether a subject reported to a machine (FORM or ROBOT). The two treatments with human interaction
(CALL and CHAT) serve as the reference category. “Base rate” refers to the proportion of positive outcomes
for the dependent variable which the regression model predicts for the reference category. “Expected rate”
refers to the outcome for the dependent variable that is expected under truthful reporting. Control variables
include subjects’ age in years and dummies for gender, Swiss citizenship, fields of study, and experimenters.
Data from Wave 1 and Wave 2 are pooled. Significance levels: * p<0.10, ** p<0.05, *** p<0.01.

The top panel of Table 3 presents the results for suspicious outcomes, and the bottom panel reports

on outcomes that are more credible. Column (1) shows that the share of subjects reporting 8 or more

successful coin flips is 15.4 percentage points higher in the MACHINE relative to the HUMAN conditions

(p<0.001). Columns (2) and (3) show that the results are robust to variations in the threshold. The

difference in reporting suspicious outcomes is 20.7 percentage points if we set the threshold at 7 or more

successful coin flips (p<0.001; see column 2), and it is 9.3 percentage points if the threshold is set at

9 or more successful coin flips (p<0.001; see column 3).

By contrast, we do not observe such a pattern for outcomes that are more likely and, thus, more

credible. Column (1) in the bottom panel of Table 3 shows that, while subjects reported 6 or 7 successful
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coin flips more often than predicted by chance (41.6% instead of 32.2%; 95% confidence interval: 35.3–

47.9%), they did so to a similar extent regardless of whether they reported to a machine or a person

(p=0.862). The results do not meaningfully change when we use alternative thresholds for credible

outcomes, as shown in columns (2) and (3) (p=0.092 and 0.241). Together, these results suggest that

subjects felt more comfortable to report suspicious success rates when they interacted with a machine

compared to a human—a finding that is consistent with the notion that human presence enhances

people’s desire to maintain a positive social image.

Alternative explanations

We now explore several alternative explanations for why subjects cheated less when they interacted

with a human rather than a machine. First, while the detection probability was effectively zero in all

conditions, it is nonetheless conceivable that some subjects erroneously thought that they could get

caught cheating and, consequently, that they would not get paid. If true, we should observe that our

results vary based on subjects’ risk attitudes. Specifically, we should see that more risk-averse subjects

(i) are generally less likely to cheat, and (ii) that they react more strongly to the presence of the

experimenter as they are presumably more concerned about getting caught when interacting with a

person.

To examine this, we elicited subjects’ risk attitudes using an experimentally validated survey question

developed by Dohmen et al. (2011) (see also Falk et al., 2018; Schürmann et al., 2018, for additional

validations of this questionnaire measure). Specifically, we asked subjects “How do you see yourself:

Are you generally a person who is fully prepared to take risks or do you try to avoid taking risks” using

an 11-point Likert scale ranging from “not at all willing to take risk” to “very willing to take risks.” For

ease of interpretation, we reverse-coded the answers and normalized the values to a mean of zero and

a standard deviation of one. The resulting variable can thus be interpreted as a proxy for risk aversion

in standard deviation units.

We then estimate a Probit model similar to (3) but with two changes: (i) the dependent variable

is whether subject i reported coin toss t as successful (yit = 1), and (ii) we add our measure of risk

aversion along with its interaction with the MACHINE dummy.16 The interaction term allows us to test

whether more risk-averse subjects are more sensitive to the presence of a person (i.e., the experimenter).

16Table B.4 in Online Appendix B suggests that our results do not change if we interact risk aversion with individual
treatment indicators instead of the MACHINE dummy.
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Table 4. Risk aversion and cheating

(1) (2) (3)

Dependent variable yit = 1: coin toss reported as successful

MACHINE 0.072*** 0.072*** 0.074***
(0.016) (0.016) (0.016)

Risk aversion -0.003 -0.018
(0.009) (0.013)

Risk aversion × MACHINE 0.031
(0.021)

Controls
Subject Characteristics yes yes yes
Experimenter FE yes yes yes

Wave 1&2 1&2 1&2

Observations 4,680 4,680 4,680

Subjects 468 468 468

Notes: Probit average marginal effects with robust standard errors, corrected for clustering at the individual
level, in parentheses. The dependent variable is a dummy indicating whether subjects reported a coin toss as
successful (10 observations per subject). The main independent variable MACHINE is a dummy which indicates
whether a subject reported to a machine (FORM or ROBOT). The two treatments with human interaction
(CALL and CHAT) serve as the reference category. Risk aversion is based on subjects’ response to the question
“How do you see yourself: Are you generally a person who is fully prepared to take risks or do you try to avoid
taking risks” using an 11-point Likert scale ranging from “not at all willing to take risk” to “very willing to take
risks.” We recoded this measure such that larger values indicate higher risk aversion and then normalized it so
that the variable “Risk aversion” has a mean of zero and a standard deviation of one. Control variables include
subjects’ age in years and dummies for gender, Swiss citizenship, fields of study, and experimenters. Data from
Wave 1 and Wave 2 are pooled. Significance levels: * p<0.10, ** p<0.05, *** p<0.01.

Table 4 presents the results in three steps. Column (1), which does not control for subjects’

risk aversion, shows that subjects were about 7.2 percentage points more likely to report a successful

outcome when the reporting was made to a machine rather than a person (p<0.001). Column (2)

indicates that across conditions, subjects’ risk aversion does not significantly predict their likelihood of

reporting a successful outcome (p=0.756). This suggests subjects were not worried about punishment

for misreporting their outcomes. Moreover, controlling for risk aversion does not change the coefficient

of MACHINE.

Column (3) reports the results when we additionally include the interaction between risk aversion

and MACHINE. This allows us to estimate the slope of the risk aversion coefficient separately for the

MACHINE and HUMAN conditions. If subjects thought that the chance of getting caught and punished

was smaller when reporting to a machine, we should see that more risk-averse subjects felt significantly

more comfortable cheating in the machine conditions. However, we find that the coefficient of risk
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aversion remains small and insignificant in either the MACHINE or HUMAN conditions (p=0.172 and

p=0.339). Also, the difference between the two coefficients is not significant (p=0.138). Overall,

the results do not support the conjecture that punishment concerns drive the difference between the

MACHINE and HUMAN conditions.

Second, we investigate whether our findings can be explained by differences in time pressure across

conditions. Perhaps subjects felt more pressure when they reported their outcomes to the experimenter

and, consequently, cheated less (see Capraro, 2017; Lohse et al., 2018). Yet, our design minimized this

possibility in two ways. We informed subjects that they will not be asked any follow-up questions about

what they report. Moreover, we separated the coin tossing and reporting stage to give subjects enough

time to think about what they want to report. To further investigate the plausibility of this explanation,

we directly analyze subjects’ perceived time pressure using responses to the question “To what extent

did you feel under time pressure when reporting the outcomes of your coin tosses?”. Answers were

elicited on a 7-point Likert scale ranging from “not at all” (=0) to “very much” (=6). We find that

78.4% of the subjects reported a zero or one on this scale, indicating that a majority of the subjects did

not feel any pressure when they reported their outcomes. Perceived time pressure is not only low across

all conditions, but also almost identical between the HUMAN and MACHINE conditions (0.90 vs. 0.91,

p=0.625, rank-sum test).17 Thus, it is unlikely that subjects cheated less in the HUMAN conditions

due to higher time pressure.

Finally, a large literature suggests that increased social distance has a negative impact on prosocial

and cooperative behavior.18 This literature encompasses two distinct conceptualizations of social dis-

tance: (i) the degree of subject anonymity (e.g., Hoffman et al., 1996; Bohnet and Frey, 1999; Andreoni

and Petrie, 2004; Charness and Gneezy, 2008)19 and (ii) the extent to which people are similar and

share the same social identity (e.g., Akerlof, 1997; Glaeser et al., 2000; Buchan et al., 2006; Charness

et al., 2007; Goeree et al., 2010). However, both notions of social distance are distinct from what we

consider as human presence (i.e., the feeling of closeness in terms of socially interacting with another

17The corresponding p-values for the individual treatment comparisons are: p=0.861 for FORM vs. CALL, p=0.148 for
FORM vs. CHAT, p=0.660 for ROBOT vs. CALL, and p=0.351 for ROBOT vs. CHAT (rank-sum tests).

18Two recent studies also examined the influence of social distance on cheating (see Hermann and Ostermaier, 2018;
Heymann and Rey Biel, 2018).

19It is not without controversy whether subject anonymity is an appropriate proxy for social distance. For example,
Dufwenberg and Muren (2006) argue on p. 46 that “[...] it is problematic to organize experimental data in terms of
social distance if this notion is taken to vary one-to-one with anonymity. As anonymity changes other things may change
alongside so that confounding factors may inadvertently be introduced.”
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person). As described in more detail below, we find no indication that our results are driven by social

distance, neither in terms of anonymity nor in terms of similarity.

Subject anonymity: The experimenters knew subjects’ names, email addresses, and their Skype names

in all treatments. Thus, since there is no variation in subject anonymity across conditions, it cannot

explain why subjects were more likely to cheat when interacting with a machine.

Similarity: It is conceivable that hearing the experimenter’s voice in treatment CALL revealed additional

information about their social identity. For example, subjects might have learned that they share the

same gender or cultural background as the experimenter.20 However, since in all treatments of Wave

1 the experimenters first contacted the subjects by calling them on Skype, subjects had exactly the

same information about the experimenters’ background in each condition. Only in Wave 2, where

subjects were welcomed via text messages in Skype chat, subjects might have had different information

about the experimenters’ background and, thus, also different perceptions of their similarity or social

distance. We examine this possibility in Table B.6 in the Online Appendix, where we restrict the

sample to treatments CALL and FORM of Wave 2. Specifically, we interact treatment CALL with three

dummy variables for whether a subject and the experimenter had the same gender, native language, or

both. If social distance drives our treatment effects, we should observe that subjects with lower social

distance to the experimenter (i.e., those who had more in common with the experimenter) reacted more

strongly to the presence of the experimenter in CALL. However, we find that none of the corresponding

interaction effects are significant (p=0.665, p=0.102, and p=0.579), and the coefficients also do not

have the expected sign. We further examine whether, in general, similarities between a subject and

the experimenter influenced cheating using data from all treatments where subjects could hear the

experimenter’s voice (either during the welcome stage or the reporting stage). Table B.7 in the Online

Appendix shows that none of the social distance proxies (same gender, same native language, or both

same gender and same language) are significantly related to subjects’ reporting behavior (p=0.511,

p=0.285, and p=0.314).

20The experimenters were all Swiss-German and, thus, speak German with a distinctive accent. Swiss-German is also
the native language of 66.7% of our subjects.
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Experiment 2 – Do dishonest people prefer machine interaction?

The results of the first experiment suggest that individuals behave more dishonestly when they interact

with a machine compared to a human being. Could self-selection into communication channels be used

as a device to screen for dishonest people? To find out, we conducted a second experiment in which

subjects could choose between reporting their coin flips to the experimenter or a machine. If dishonest

individuals anticipate that they will feel less comfortable misreporting unsuccessful coin flips to a person,

they should prefer to report their outcomes to a machine.

Design and procedures

We recruited a new sample of subjects (i.e., subjects who had not participated in Experiment 1) for

the second experiment using a similar procedure as for the first experiment. In the invitation email, we

additionally explained that the study consists of two parts, taking place roughly one week apart. While

subjects completed the first part (Part A) independently, they had to indicate their availability for the

second part (Part B) so that we could schedule individual sessions with an experimenter at the time

when they signed up for the study. We further told them that, although they had to sign up and commit

to participate in both parts, only every fourth subject, selected at random, would eventually participate

in Part B.21 Those selected to participate in both parts were paid according to their responses in one

of the two parts, which was randomly determined at the end of the study. We chose this procedure to

prevent carry-over effects between the two parts. Subjects selected to participate only in Part A were

paid based on their responses in that part. We explained the payment procedure to the participants

and assured them, before obtaining their informed consent, that their data will be anonymized for the

analysis and treated confidentially.

For Part A, subjects received an email on a pre-announced date which asked them to complete a

short online survey by the end of the day. The survey began with the same filler questions about life

satisfaction and subjective well-being as in Experiment 1. And just like in treatment FORM, subjects

were subsequently instructed to perform ten coin tosses and to report the outcomes online using a

non-interactive form. Each coin toss could yield a payoff of 2 Swiss Francs. Because higher earnings are

less likely to be the result of chance, we can use subjects’ earnings from the initial coin tossing task as

a proxy for their tendency to cheat. At the end of the survey, subjects were instructed to toss the coin

21We limited the number of participants for Part B because our main focus are choices of the communication channel
in Part A.
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another ten times and note the outcomes on paper. Then, they were asked to choose how to report the

outcomes of the second coin tossing task in Part B of the study. They could choose between reporting

their results to the experimenter via a Skype call (without video) or they could use the online form. The

two options were presented in randomized order.

Subjects who were selected to participate in Part B received a Skype call from the experimenter

a few days later at the agreed date and time. Thus, Part B always started with a quick Skype call,

regardless of whether subjects chose to report their coin flips using the online form (and subjects knew

this at the time of their choice). They were then either sent a link to the online form or reported their

outcomes to the experimenter, depending on the choice they made in Part A (see instructions in Online

Appendix C). A total of 380 subjects participated in Experiment 2 (88 subjects in Part B of Experiment

2, respectively). They were 23 years old, on average, and 47.4% were male (see Table A.4 in Online

Appendix A). We employed one experimenter for Part B.

Results

The results from Part A reveal that subjects cheated to some extent. They reported, on average, 58.4%

successful coin flips (95% confidence interval: 56.6—60.3%). The simulation analysis reported in Online

Appendix C suggest that this result is inconsistent with completely truthful reporting (p<0.0001).

For Part B we find that 50.5% of the subjects chose to call the experimenter on Skype to report their

outcomes of the second coin tossing task, and 49.5% of them chose the online form. The binned scatter

plot in Figure 4 (following the procedure of Chetty et al., 2014) shows that subjects who reported a

higher number of successful coin flips in Part A of the experiment (i.e., those who presumably cheated)

were also more likely to choose the online form for Part B.

We corroborate these results by estimating a Probit model of the following form:

Pr
(
ci = FORM | yAi ,xi

)
= Φ

(
α+ β1y

A
i + γ ′xi

)
(4)

where Pr(·) denotes the probability that subject i selected the online form for reporting the second set

of coin tosses, yAi is the number of successful coin flips from the first coin tossing task, and xi is our

standard set of control variables for subjects’ background characteristics. We report average marginal

effects with robust standard errors.

Table 5 presents the estimation results. For every successful coin flip in Part A, subjects were 3.8

percentage points more likely to select the online form for Part B (p=0.005). The results remain the
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Figure 4. Screening for dishonest people
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Notes: Binned scatter plot (following the procedure of Chetty et al. 2014) illustrat-
ing the relationship between the number of successful coin tosses in Part A and the
likelihood of choosing the online form to report outcomes in Part B. We regress both
the choice to use the online form (y-axis variable) and the number of successful coin
flips (x-axis variable) on our standard set of controls using OLS. We then group the
residuals of the x-axis variable into fifteen equally-sized bins. Within each bin, we
compute the mean of the x- and y-axis’ residuals and add the respective variable’s
unconditional sample mean to create a scatterplot of these data points. The solid line
represents the OLS regression line based on the underlying individual data.
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Table 5. Selection into machine reporting

(1) (2) (3)

Dependent variable ci = Form: choice to report to a machine

Successful coin tosses in Part A 0.038*** 0.039***
(0.013) (0.013)

Successful coin tosses in Part A (>5) 0.059***
(0.017)

Controls:

Age (years) 0.011 0.012
(0.007) (0.007)

Male subject -0.084 -0.082
(0.053) (0.053)

Swiss nationality 0.036 0.041
(0.058) (0.058)

Field of study: Law -0.005 -0.018
(0.109) (0.107)

Field of study: Economics/Business -0.094 -0.092
(0.097) (0.098)

Field of study: Medicine 0.148 0.146
(0.097) (0.097)

Field of study: Social Sciences 0.212* 0.219*
(0.120) (0.119)

Field of study: Natural Sciences 0.007 0.006
(0.060) (0.059)

Observations 380 380 380

Notes: Probit average marginal effects with robust standard errors in parentheses. The dependent variable is
a dummy variable indicating whether a subject chose to report to a machine in Part B of Experiment 2. In
columns (1) and (2), the main independent variable is the number of successful coin tosses reported in Part
A. In column (3), this variable indicates how many coin tosses are in excess of 5 (i.e., the variable is zero for
outcomes of 5 or less). Significance levels: * p<0.10, ** p<0.05, *** p<0.01.

same when we control for subjects’ background characteristics, as shown in column 2 (p=0.003). By

contrast, none of subjects’ background characteristics (i.e., age, gender, nationality, and fields of study)

predicts their choices of the reporting channel significantly at the 5% level. In column (3) we replaced

the number of successful coin flips with a variable indicating how many successful coin tosses subjects

reported in excess of 5 (the variable has a value of zero if the outcome is five or below). The results

suggest that for every successful coin flip above 5 in Part A, the likelihood that a subject prefers to

report through the online form in Part B increases by 5.9 percentage points (p=0.001). In sum, when

given the choice, alleged cheaters prefer to avoid human interaction.

Note that dishonest people might avoid human interactions for reasons other than their increased

propensity to cheat. For example, it could be that dishonest people are more likely to be introverted and
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that they prefer to avoid human interactions because of their introversion rather than their disposition

to lie. Thus, failing to control for such personality traits may lead to a biased interpretation of the

results. Yet, even if people avoid human interactions because of some unobserved personality traits,

offering the choice between human and machine interaction could still be an effective tool to screen for

dishonest people to the extent that the personality traits correlate with people’s tendency to cheat.

We examine the possibility of omitted variable bias using a method proposed by Oster (2019). The

approach is based on the assumption that the relationship between the independent variable of interest

(in our case, it is the number of successful outcomes reported in Part A) and unobservables can be

recovered from the relationship between the variable of interest and observables. More specifically,

the extent of omitted variables bias can be assessed by estimating the sensitivity of the coefficient

of interest to the inclusion of observed controls, relative to the change in the R-squared when the

controls are included. Applying this method, we find that the relationship between unobservables and

the outcome (i.e., subjects’ choice of communication channel) would need to be about 35 times stronger

(and exhibit the opposite sign) than the relationship between observables and the outcome in order to

drive our estimated coefficient of interest from 5.9 percentage points down to zero.22

While cheating behavior in Part B was not the focus of Experiment 2, we nonetheless report the

results for completeness (see Figure B.1 in the Online Appendix for the full distributions of reported

outcomes in Part A and B). Note that the sample size in Part B is substantially smaller than in Part

A because only a quarter of subjects were invited at random for Part B and 12% of those invited did

not show up. The following results should therefore be interpreted with caution. We find that subjects

who chose to call the experimenter in Part B reported 59.7% successful coin flips on average (95%

confidence interval: 55.5—64.0%; p=0.0001, simulation in Online Appendix), and those who chose the

online form reported 65.9% successes (95% confidence interval: 60.6—71.1%; p<0.0001, simulation

analysis).23 The difference in reporting behavior between subjects who chose CALL and those who

chose FORM is marginally significant based on non-parametric tests (p=0.085, rank-sum test; p=0.0726

22Specifically, we estimate a linear probability model using the same specification as in Table 5. To account for
measurement error, we follow the recommendation of Oster (2019) and multiply the obtained R-squared obtained from
that regression with 1.3 to get an estimate for the R-squared from a (hypothetical) regression that includes both the
observed and unobserved control variables.

23The Spearman’s ρ for the correlation of success rates between Part A and B is 0.388 (p<0.001), providing additional
evidence that subjects cheated. Success rates in Part B were higher than those we find in Experiment 1 and Part A of
Experiment 2. This could be due to disproportionate attrition of honest subjects (as they will earn less in expectation)
or experience effects (see also Fischbacher and Föllmi-Heusi, 2013, for evidence that repeated participation in cheating
experiments increases cheating).
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simulation analysis). However, when we use regression to control for background characteristics we find

that subjects in Part B were significantly more likely (by 8.4 percentage points) to report a successful

outcome when they chose to report via the online form as opposed to calling the experimenter on Skype

(p=0.012; see Table B.8).

Conclusion

The digital age has radically changed the way we communicate and interact with each other. For

example, 50 years ago we walked over to the local branch of the insurance company to report a stolen

bicycle, 20 years ago we called a representative of the insurance company, and today we can just fill

out an online form or chat with a bot. Are we more likely to misrepresent information when we submit

an insurance claim online rather than in person or over the phone? In this paper, we examine the

importance of human interaction in digital communication when individuals have an incentive to exploit

informational asymmetries to their advantage. Our experimental paradigm for measuring dishonest

behavior is a coin tossing task in which subjects are asked to privately flip a coin multiple times, report

the outcomes of their coin flips, and then receive a payment depending on the outcomes they report.

In the first experiment, we varied the communication channel through which subjects had to report

their coin flip outcomes and found that they cheated substantially less when they interacted with a

person rather than a machine.24 Human presence appears to be essential for honest reporting because

adding human features (i.e., a human voice) to a machine does not encourage more honest behavior.25

Further analysis and an additional survey experiment suggests that human presence enhances social

image concerns, i.e., individuals’ desire to maintain an honest appearance even if they will never meet

the other person again. Our findings suggest that interaction with humans is key to reducing fraudulent

behavior, which is relevant to any organization that relies on customers’ or employees’ willingness to

behave honestly. But, of course, employing people is costly and may not necessarily offset the benefits

of reduced fraud. Nonetheless, our study ascribes a powerful role to human presence in mitigating

dishonest behavior and therefore speaks to growing concerns that robots and other computer-assisted

24Using observational data, Laudenbach et al. (2018) provide recent evidence corroborating the importance of human
interaction for honest behavior. They find that bank customers who receive a personal call from their bank agent are less
likely to default on their loans than those who only get a letter.

25An interesting avenue for future research is to explore other ways of humanizing robots, such as language style and
appearance (Araujo, 2018; Siebenaler et al., 2019), and test how these human features affect cheating in human-robot
interaction. We thank an anonymous reviewer for pointing this out.
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technologies might render many of today’s workers obsolete (e.g., Autor, 2015; Acemoglu and Restrepo,

2017).

We conducted a second experiment to examine whether individuals with a greater tendency to cheat

are also more likely to avoid communication channels that require them to interact with a real person.

We indeed find that subjects who are more likely to cheat prefer to report their coin flip outcomes to

a machine. This finding raises the possibility for organizations to screen for customers or employees

with an increased propensity to engage in fraudulent behavior. For example, firms could interact with

their customers via multiple communication channels that differ by whether customers interact with a

real agent, and then focus on suspicious cases where the customers choose to avoid human interaction.

Thus, offering the option of machine-based customer service has the potential to reduce personnel and

antifraud investigation costs.26 However, it may also introduce the risk of attracting new customers

who are particularly dishonest, which can ultimately hurt companies that provide such multi-platform

customer service.27 Future research is needed to determine the long-run consequences of impersonal

customer and employee interaction.

26Of course, the effectiveness of such a screening approach will depend on how predictive people’s choices of commu-
nication channels are for their tendency to cheat and this may vary across contexts.

27The possibility of self-selection of individuals into different institutional environments can have important general
equilibrium effects (see, e.g., Gürerk et al., 2006 for an application in the context of public goods, and Houdek, 2017 for
a discussion specific to dishonest behavior).
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