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1. Introduction 

 

Effective economic policy in any country is conditioned by the availability of timely and accurate 

economic data and forecasts of them (Banbura et al., 2013; Giannone et al., 2008; Jansen et al., 

2016). A typical case is represented by central banks, in which policy makers, as a rule, have to 

make decisions in real time with incomplete information on current economic conditions. The 

issue is even more important in emerging economies, where variation in economic activity is often 

high, and data availability might be less than perfect (Bragoli and Fosten, 2018; Bragoli et al., 

2015; Giannone et al., 2013; Luciani et al., 2018). Typically, the data are not available in the 

required time or are incomplete, and the resulting accuracy of forecasts might be plagued by 

volatility in the input data. We explore the issue of forecast accuracy with a set of old and new 

member countries of the European Union (EU) for which a comparable set of identical data is 

available. Specifically, we compare the forecast accuracy of nowcasting1 and forecasting 

algorithms based on the use of data on the real economy from eighteen European countries 

characterized by different output volatility regimes.2 Our goal is to show which algorithm delivers 

the most accurate short-term forecasts of the growth in the real gross domestic product (GDP) and 

how the results differ between old and new EU members. 

 

Our analysis specifically assesses GDP growth forecasts because GDP is one of the most 

comprehensive macroeconomic indicators of economic activity. Thus, GDP growth is the target 

for providing important information in the policy-making process. However, for most EU 

members, GDP data are available roughly 45 days (1.5 months) after the end of a reference quarter. 

However, many different higher-frequency economic indicators are available between the 

beginning of the quarter and the publication of official figures on real GDP. This information 

includes data on industrial production, prices and exchange rates, external sector indices, financial 

variables, money aggregates, business surveys, and confidence indicators. This type of data is not 

often structured and covered in the same way for both emerging and developed economies. 

However, the set of the EU members represents such an opportunity and various types of high-

frequency data could be quite useful for predicting and understanding the dynamics of real GDP 

in two groups of countries in a single economic region. For this type of data, nowcasting is a 

suitable tool whose basic principle is to use early published information in order to obtain an early 

estimate of real GDP growth before the official figure becomes available (Giannone et al., 2008).  

 

The forecasting literature has recently developed different algorithms for extracting useful 

information from large datasets to improve the assessment of real GDP growth in a current quarter 

(Camacho et al., 2013). They include dynamic factor models that provide a framework for the 

integration of a large number of economic series with mixed frequencies, missing data, and 

publication lags to exploit all useful information to forecast real GDP growth in a current quarter. 

 
1 Nowcasting is the prediction of the present, the very near future and the very recent past in economics to monitor 

the state of the economy in real time. 
2 Our motivation is further supported by findings of Benczúr and Rátfai (2014) who cover a large sample of countries 

prior to 2008, that includes also those analyzed by us, and show existence of strong degree of heterogeneity in 

macroeconomic behavior both across and within groups of emerging and developed countries. Further, they document 

differences in the volatility of the cyclical component of output. In general, they show that output is about twice as 

volatile in emerging market countries as in industrial countries. 
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Our analysis uses a dynamic factor model proposed by Giannone et al. (2008), who generated a 

real GDP growth nowcast for the US economy using around 200 macroeconomic indicators. We 

use twenty-five macroeconomic indicators (ten hard/coincident and fifteen soft/leading indicators) 

because Barhoumi et al. (2010) and Alvares et al. (2016) have shown that a small dataset (with ten 

to thirty variables) suffice to estimate common factors. Օur goal is to use a relatively small number 

of indicators to compare this nowcasting algorithm to alternative short-term forecasting algorithms 

to see which algorithm delivers the most accurate short-term forecasts of real GDP growth.3  

 

In this paper, we compare a broad range of linear statistical models—nine models in all—that have 

recently been applied for short-term forecasting. In most recent empirical work, nowcasting is 

considered only for a single country and with a limited number of models (Aastveit et al., 2012; 

D’Agostino et al., 2012; Kuzin et al., 2013; Marcellino and Schumacher, 2010; Yiu and Chow, 

2010). Therefore, we adopt a comprehensive approach and consider nowcasting for a large number 

of countries: eighteen European countries (twelve old and six new EU economies) that are also 

members of the Organization for Economic Cooperation and Development (OECD) whose data 

we study. For all models with additional factors, we use static and dynamic approaches to extract 

unobserved components (factors). We also conduct an out-of-sample forecast evaluation for 

different lag lengths and different combinations of static and dynamic factors. Finally, we analyze 

the performance of nowcasting and short-term forecasting models, when the variability of real 

GDP growth changes over time and across countries. For that, our sample includes episodes of 

volatility in the 2008 financial crisis and its aftermath.  

 

We use the same unified dataset for all countries, comprising twenty-five variables (ten hard and 

fifteen soft indicators). The hard data include an industrial production index, production of total 

construction, total retail trade, passenger car registration, housing permits issued, import and 

export growth rates (Table 1). However, hard data are published with a certain delay. For the 

majority of countries in our analysis, the hard data are published at least forty to forty-five days 

after the end of the reference month. The soft data mainly include business tendency surveys and 

consumer confidence indicators for different economic sectors (industry, construction, trade, and 

services). The soft data are presented in Table 1. In contrast, soft data for a given month become 

available much earlier than many hard indicators. These data are direct related to current conditions 

in real economy.  

<Insert Table 1> 

 

In this paper, we contribute to the existing literature in two ways. First, we provide a 

comprehensive comparison of the nowcasting and short-term forecasting methods on a solid set of 

twelve old and six new EU economies, along with a broad range of statistical models over the pre-

crisis and post-crisis period. Second, we show that nowcasting based on a small number of 

indicators is an efficient tool for a current quarter, forecasting when variation in real GDP growth 

increases over time and across countries. Specifically, we show that nowcasting works well in the 

new EU countries, and although the variation in their GDP growth data is larger than it is in the 

old EU economies, the economic effect of nowcasting results is on average comparable between 

the two groups. The outcome of our analysis could be useful for practitioners at central banks, 

 
3 Alternative short-term forecasting algorithms include the traditional autoregression (AR) model, factor-augmented 

autoregression (FAAR) model, unrestricted vector autoregressive (VAR) model, small-scale Bayesian VAR (BVAR), 

unrestricted factor augmented VAR (FAVAR), and Bayesian factor augmented VAR (BFAVAR). 
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especially those in new EU countries, as we show that nowcasting performs well when uncertainty 

in real GDP growth is relatively high. 

 

The remainder of the paper is organized as follows. In section 2, we briefly review the literature 

related to the topic researched. In section 3, we present the methodological details on nowcasting 

and short-term forecasting models. In section 4, we present the dynamics of real GDP growth and 

some important descriptive statistics for the countries selected. In this section, we also give a short 

description of additional explanatory variables that serve as initial variables for extracting the 

dynamics of unobservable factors. In section 5, we present a recursive regression scheme for our 

experimental design. In section 6, we present the out-of-sample evaluation results. Section 7 

concludes. 

 

2. Literature Review 

In the following literature review, we cover relevant information on methodologies as well as on 

selected empirical contributions. The literature offers several approaches in terms of nowcasting 

models: bridge equations, mixed-data sampling (MIDAS) regressions, mixed-frequency VARs, 

and mixed-frequency dynamic factor models.4 

 

Forecasting with a bridge equation is performed in two steps: in the first step, we forecast each 

high-frequency indicator (e.g., using ARIMA) to deal with ragged ends; in the next step, monthly 

indicators are averaged (with equal weights) to quarterly frequency and used to forecast GDP 

growth or its subcomponents via simple bivariate regression. An example of an application related 

to the European context is in Baffigi et al. (2004), who estimated bridge models for aggregate GDP 

and components in the euro area. The results show that the performance of a bridge model is always 

better than that of standard univariate or multivariate benchmark models. 

 

The MIDAS regression represents alternative benchmark model (Ghysels et al., 2007). MIDAS 

deals with mixed frequencies by employing a polynomial weighting function to link high-

frequency and low-frequency data. The main difference between MIDAS and bridge model is that 

the MIDAS regression is a direct forecasting tool, while in bridge regression, we model the 

dynamics of each indicators separately and then use expanded indicators to nowcast real GDP 

growth. Clements and Galvao (2008) used MIDAS regressions to forecast US real GDP growth 

and show that, compared to standard alternative methods, it is an effective way to exploit monthly 

data. 

 

In contrast to the MIDAS approach and consistent with a conventional VAR model based on 

single-frequency data, the mixed-frequency (MF-VAR) model specifies the joint dynamics of 

monthly GDP, which are obtained from quarterly GDP by time disaggregation, and the monthly 

indicator. An example of an application related to the European context is in Kuzin et al. (2011), 

 
4 In our analysis, we use a nowcasting algorithm proposed by Giannone at al. (2008) because a large number of 

central banks have adopted it successfully. Further, our aim is to compare the most popular nowcasting method with 

other short-term forecasting algorithms, not with alternative nowcasting algorithms, such as MIDAS or mixed-

frequency VAR. A comparison of various nowcasting algorithms is a topic for future research. 
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who compare MIDAS and MF-VAR for nowcasting and forecasting quarterly GDP growth in the 

euro area. Their results show that the two approaches are more complementary than substitutive: 

MIDAS tends to perform better for shorter horizons, whereas MF-VAR is better for longer 

horizons. 

 

The large-scale dynamic factor models’ approach to nowcasting was proposed by Giannone et al. 

(2008). Their methodology combines principal components analysis and a Kalman filter. First, 

they obtain the common factors from a large set of macroeconomic indicators. In the second step, 

they smooth these common factors using a Kalman filter. Afterward, they use smoothed common 

factors as explanatory variables in a simple ordinary least squares (OLS) regression to produce 

nowcasts of GDP growth.  

 

The mixed-frequency dynamic factor model has been adopted by a number of central banks. and 

it has nowcasted real GDP growth in different countries. For example, real GDP growth was 

nowcasted with a dynamic factor model for France (Barhoumi et al., 2010), Germany (Marcellino 

and Schumacher, 2010), Ireland (D’Agostino et al., 2012; Liebermann, 2012), Norway (Aastveit 

et al., 2012), and Japan (Bragoli, 2017). More recently, nowcasting studies have been published 

on emerging market economies, including large countries, such as China (Giannone et al., 2013; 

Yiu and Chow, 2011), Indonesia (Luciani et al., 2018), Argentina (Camacho et al., 2015), Brazil 

(Bragoli et al., 2015), India (Bragoli and Fosten, 2018), and Russia (Porshakov et al., 2016), and 

small European economies such as the Czech Republic (Rusnák, 2016). To date, no multi-country 

analysis of the European countries has been conducted. 

 

The recent literature uses a dynamic factor model approach, but much of the work is focused on a 

single country or a few countries, employs only a handful of models, and covers relatively short 

periods, in which variations in GDP were not a significant issue. However, multiple countries are 

analyzed by Jansen et al. (2016), and five euro-area countries are analyzed by Angelini et al. 

(2011). 

 

Our paper accounts for the limitations mentioned above and extends the literature on the 

nowcasting and short-term forecasting methodology in the following ways. We assess nowcasting 

and short-term forecasting models when the variation in each country’s GDP increases over time; 

our sample includes the period of volatility in the 2008 financial crisis. Further, we assess whether 

nowcasting outperforms all other models with statistical significance under higher-amplitude 

volatility in GDP growth. For that, we use data on actual GDP growth for a broad range of old and 

new EU countries with different levels of variation in GDP growth. As a result, we offer a 

comprehensive and comparative analysis targeting European economies. 

 

3. Methodology 

One of the major advantages of nowcasting is its ability to use high-frequency data to estimate 

quarterly macroeconomic variables, particularly growth in real GDP in real time. We now present 

the methodology for extraction of the dynamic factors via an algorithm proposed by Giannone et 

al. (2008). This methodology relies on the two-step estimator proposed by Doz et al. (2011). 
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According to Doz et al. (2011), the dynamic factor model in the state-space form can be presented 

as: 

𝑥𝑡𝑚
=  Λ𝑓𝑡𝑚

+ 𝜉𝑡𝑚
, 𝜉𝑡𝑚

~ 𝑁(0, Σ𝜉)     (1) 

𝑓𝑡𝑚
=  ∑ 𝐴𝑖𝑓𝑡𝑚−𝑖

+ 𝐵𝜂𝑡𝑚
, 𝜂𝑡𝑚

 ~ 𝑁(0, 𝐼𝑞)𝑝
𝑖=1      (2) 

Equation 1 depicts the N monthly series 𝑥𝑡𝑚
 to an (𝑟 × 1) vector of latent factors 𝑓𝑡𝑚

, through the 

matrix of factor loadings Λ, plus an idiosyncratic component 𝜉𝑡𝑚
, assumed to be a multivariate 

with noise in diagonal covariance matrix Σ𝜉. Equation 2 describes the law of motion in the latent 

factors, which are driven by a q-dimensional standardized white noise 𝜂𝑡𝑚
, where B is an (𝑟 × 𝑞) 

matrix. 

 

To deal with missing observations at the end of the sample, the authors use a two-step estimator. 

In the first step, the parameters of the model are estimated consistently through principal 

components on a balanced panel, created by truncating the dataset by the date of the least timely 

release. In the second step, Kalman smoothing is applied to update the estimates of the factor and 

the forecast on the basis of the entire unbalanced dataset.5  

 

We use calculated common factors in a bridge equation as explanatory variables in simple OLS to 

produce a nowcast for GDP. 

�̂�𝑡𝑞
=  𝛼 +  𝛽𝑓𝑡𝑞

 (3) 

where 𝑓𝑡𝑞
 is the quarterly aggregated correspondent of 𝑓𝑡𝑚

. 

 

As an alternative to nowcasting, we also assess the performance of nine widely used short-term 

forecasting models. In both nowcasting and forecasting models, the target time is the same: the 

current quarter. To estimate real GDP growth in real time, additional high-frequency data are used 

that are available in time to be employed by a nowcasting algorithm. Forecasting uses only past 

information and does not take into account data that are available in the current quarter (Jansen et 

al., 2016). Finally, a nowcasting model exploits data in a mixed-frequency domain (including 

monthly data), while alternative models use only quarterly variables.  

 

In the current paper, we use both univariate and multivariate models. As a univariate model, we 

use the AR(p) model. Adding unobservable factors to the AR(p) process, we obtain a so-called 

factor augmented AR(p) model. In a multivariate setting, we use a traditional unrestricted VAR(p) 

model as well as untraditional and more advanced models such as Bayesian VAR, factor 

augmented VAR, and Bayesian factor augmented VAR. We now briefly present the main idea and 

computational characteristics of those models. 

 

We begin with an unrestricted VAR model (4), which can be presented as follows: 

 

 
5 The MATLAB codes for nowcasting are available at 

https://www.newyorkfed.org/research/economists/giannone/pub/, which presents the computational steps of the 

nowcasting algorithms proposed by Giannone et al. (2008) in full detail. 

https://www.newyorkfed.org/research/economists/giannone/pub
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TtyAyAyAAy tptpttt ,...,1   ,...22110 =+++++= −−−    (4) 

in which 
ty is an ( )1n  vector of variables to be forecasted, 

0A  is a ( )1n  vector of constant 

terms, 
pAAA ,...,, 21

is an ( )nn  matrix of estimated parameters for different lag lengths 

( )pl ,...,2,1= , and 
t  is an ( )1n  vector of error terms. We assume that ( )),0(~ 2

nnt IN  , 

where 
nnI 
 is an ( )nn  identity matrix.6 The parameters of the unrestricted VAR models can be 

consistently estimated by using an OLS algorithm. But, because in the VAR model we often need 

to estimate many parameters, this over-parametrization could cause inefficient estimates and large 

out-of-sample forecast errors. The Bayesian estimation approach is a viable alternative to 

overcome this over-parametrization problem (Banbura et al., 2010). 

 

In this paper, we use a standard Bayesian VAR model with well-known Minnesota-style priors. 

According to these priors, the restrictions are imposed by specifying normal prior distributions 

with zero mean and small standard deviations that decrease as the number of lags increases. The 

exception to this is that the coefficient on the first lag of a variable has a mean of 1.7 Thus, 

according to the Minnesota-type priors, the prior mean and standard deviation can be set as 

follows: the parameters of the first lag of the dependent variables follow an AR(1) process while 

parameters for other lags equal zero, and the variance in the priors can be specified as follows: 

 

( ) ermconstant t for the      , if      , if   
2

41

2

21

2
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in which i  is the dependent variable in the i-th equation and j  is the independent variable in that 

equation,  and  i j   are standard errors from the AR regressions estimated via OLS. The ratio of 

 and  i j   controls for the possibility that variables i  and j  may have different scales ( l  is the lag 

length). The parameters s'  are set by a researcher to control for the tightness of the prior. After 

setting the values of the priors, we can calculate the posterior parameters using a Bayesian 

approach.  

 

It is well known that a traditional VAR model cannot accommodate a large number of variables, 

as they can cause serious problems in the forecasting accuracy of the model. Thus, in addition to 

small-scale unrestricted VAR and Bayesian VAR models, we also use factor augmented VAR 

(FAVAR) and Bayesian factor augmented VAR (BFAVAR) models. Following Bernanke et al. 

(2005), we present the FAVAR and BFAVAR models (6) as follows: 

 

 
6 We assume that no structural relationship exists among endogenous variables and the existence of a left-hand side 

unity matrix (1 on the diagonal and 0 otherwise).  
7 Following Blake and Mumtaz (2012), we use the Minnesota-type prior representing the belief that endogenous 

variables in a VAR model follow an AR(1) process or a random walk.  
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in which 
tY is the vector of observable variables, 

tF  is the vector of unobservable variables 

estimated via a static principal component or two-step Kalman filter algorithm, 
pAAA ,...,, 21

are 

( )rr   matrices of estimated parameters, and vt and ut are the error terms with zero mean and 

diagonal variance-covariance matrices, Q and V. In the model presented, the parameters can be 

estimated by either OLS or the Bayesian estimation approach.  

 

As a rule, FAVAR and BFAVAR models can be estimated in two steps: in the first step, we 

estimate the dynamics of principal components, and in the second step, we estimate the model 

parameters and conduct forecasts. The unobservable factors can be estimated via three popular 

approaches: the Stock-Watson static principal component approach (Stock and Watson, 2002), 

time domain (Doz et al. 2011, 2012), and frequency domain (Forni et al., 2005). In this paper, as 

mentioned, above we follow the approach suggested by Doz et al. (2011).8 After estimating the 

factor dynamics, the FAVAR and BFAVAR models can be estimated in a traditional manner using 

OLS. In other words, we use a small-scale VAR model with variables of interest augmented by 

extracted factors. 

 

4. Data and Selection of Indicators 

We employ 25 types of data series to nowcast GDP growth. We sort the variables used into two 

groups: hard indicators (based on production and sales data) and soft indicators (based on survey 

data). When forming an appropriate dataset, we closely follow approach of Camacho and Pérez-

Quirós (2010), who divide the variables into three groups: GDP revisions (flash, first, and second 

revisions), hard indicators (based on economic activity data), and soft indicators (based on survey 

data).9 In our analysis, we follow these classifications with minor exceptions. We use only the 

second GDP revision (because we do not have information on flash and first GDP revisions), and 

for hard and soft indicators, we use almost the same variables but with more disaggregation, shown 

in Table 1. Our selected dataset includes ten hard and fifteen soft variables. Hard indicators have 

a direct link with real economic activity, but they have one important disadvantage of being 

published with at least 45 days delay.10 For this reason, we also include soft indicators, as they are 

available on a timely basis. Specifically, the soft indicator, which refers to a given month, is 

 
8 The MATLAB codes for two-step dynamic factor model is available at 

https://www.newyorkfed.org/research/economists/giannone/pub/, which presents the computational steps of the time 

domain algorithm proposed by Doz et al. (2011) in full detail. 
9 Camacho and Pérez-Quirós (2010) use five hard indicators (Euro area industrial production index, excluding 

construction; Euro area total retail sales volume; industrial new orders index; total manufacturing orders; extra-Euro 

area exports) and five soft indicators (Belgium overall business indicator, Euro-zone economic sentiment indicator, 

Germany IFO business climate index, Euro area manufacturing purchasing managers index, Euro area services 

purchasing managers index). 
10 Specifically, for our set of countries, the industrial production and retail trade indices are available at least four to 

seven weeks after the end of the current month (1-1.5 months). Similar lags are also present for imports and exports 

indices (3-5 weeks). 

https://www.newyorkfed.org/research/economists/giannone/pub
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available before the end of that month. Further, Banbura and Rünstler (2011) have shown that the 

inclusion of soft indicators in a nowcasting model can substantially improve nowcasting 

performance, and Karasoy Can and Yüncüler (2018) show that soft indicators such as consumer 

confidence help to better predict future private consumption growth. The monthly data are 

available on a seasonally adjusted basis from the source. 

 

The second set of data we use are the yearly real GDP growth rates for eighteen European countries 

listed in Table 2.11 Further, we calculated the coefficient of percentage variability 𝐶𝜈 defined as: 

𝐶𝜈 = 𝜎𝑦 × 100/�̅�, where y is average value of GDP growth. The variation in GDP growth (
y ) 

is defined as: 𝜎𝑦 = √∑ (𝑦𝑡 − �̂�𝑡)2/(𝑛 − 𝑝)𝑇
𝑡=1 , where 

ty is GDP growth at time t, ˆ
ty  is a fitted 

value of GDP growth at time t calculated by a trend-line equation, n is the number of observations 

in the sample, and p is the number of parameters in the trend-line equation (p = 2). In essence, the 

variation formula is an unbiased standard deviation adjusted for the number of parameters in a 

model.  

<Insert Table 2> 

 

To clarify how variation in real GDP growth changes, we divide the full period into two 

subperiods: before and after the global financial crisis. Then, we compute the actual values of the 

coefficient of variation for two subperiods: 2000Q1–2007Q4 and 2008Q1–2018Q4 (see Table 2). 

Table 2 shows that the coefficient of variation increased during the post-crisis period in all the 

countries in our dataset. We assume that an increase in the coefficient of variation might be caused 

by the global financial crisis at the end of 2008. Further, we can compare the minimum and 

maximum values of the coefficient of variation in various countries and two subperiods separately. 

For example, the minimum value of the coefficient of variation in the pre-crisis period is observed 

in the United Kingdom (0.42%), while the maximum value is observed in Slovakia (2.95%). 

Hence, the amplitude of variation during the pre-crisis period is 2.53 percentage points (2.95 – 

0.42). During the post-crisis period, the minimum value of the coefficient of variation is observed 

in Belgium (1.14%), while the maximum value is observed in Estonia (5.44%). Hence the 

amplitude of variation during the post-crisis period is 4.30 percentage points (5.44 – 1.14). Thus, 

during the post-crisis period, the amplitude of the coefficient of variation among countries nearly 

doubled. Our observations about differences in output volatility are consistent with those by 

Benczúr and Rátfai (2014) for the period prior to the global financial crisis in 2008. 

 

5. Experimental Design 

We employ a recursive regression scheme to analyze the relative performance of nowcasting 

versus short-term forecasting models (AR, VAR, BVAR, FAAR_SW, FAAR_TS, FAVAR_SW, 

FAVAR_TS, BFAVAR_SW, and BFAVAR_TS) when the coefficient of variation in real GDP is 

changing (increasing and decreasing) both over time and across countries. Based on the out-of-

 
11 The countries are members of the OECD. We do not use the full OECD membership (36 countries) because of 

inconsistencies in data availability for the rest of the countries and because we are concentrating here on European 

countries. 
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sample RMSE criterion, we assess the performance of the nowcasting versus alternative short-

term forecasting models.  

 

Under the optimal scenario, we work with real-time data, as suggested by Croushore and Stark 

(2001). However, we do not have a real-time dataset. Therefore, we perform a simulated real-time 

analysis using revised data instead. For all countries in our dataset, we simulate a nowcasting 

exercise at the end of the third month of the current quarter. At this time, for most countries we 

have hard data for the first month of the current quarter, and for all countries we have soft data for 

all three months. Then we conduct out-of-sample nowcasting experiments with this available set 

of hard and soft data and the methodology mentioned earlier.12 To conduct these experiments, we 

divide the full data sample into in-sample and out-of-sample groups. Considering the length of the 

real GDP quarterly data for each country, we use 70% of the observations as our in-sample group 

and the remaining 30% as our out-of-sample group (see Table A1).13 Given the data length, our 

forecast horizon for each country is different, and the horizon consists of more than one period. 

 
<Insert Table A1> 

 

For a out-of-sample forecast comparison, we use a recursive regression scheme. A forecasting 

model with a recursive window assumes that the initial estimation period is fixed, and additional 

observations are added to the estimation period one at a time. In the nowcasting model, we perform 

a recursive simulation experiment. The main difference in the experiment design is that in the 

nowcasting model, we take into account all information available in the current quarter, whereas 

in the short-term forecasting model, we ignore the information available in the current quarter, as 

it would not be available in the real world. The main task is to describe whether the information 

available in the current quarter significantly helps to improve the accuracy of the forecast for the 

target variable. A detailed description of the out-of-sample design for both nowcasting and 

forecasting is in Appendix 1. 

 

After obtaining all the forecast points for all available models, we compare nowcasting and 

different short-term forecasting models to determine which is better. To do that, we use out-of-

sample nowcasts and short-term forecasts from the recursive regression scheme to verify the 

forecast accuracy produced by different models for different countries. Like Banbura et al. (2013), 

Barhoum et al. (2010), Jansen et al. (2016), and Pirschel et al. (2014), we assess the forecast 

accuracy with the standard root mean squared forecast error (RMSE) measure (6), defined as: 

 

𝑅𝑀𝑆𝐸𝑔𝑑𝑝
𝑖 =  √

1

𝑇𝑖
∗−1

∑ (�̂�𝑖,𝑡 − 𝑦𝑖,𝑡)
2𝑇𝑖

∗−1

𝑡=1     (6) 

 
12 We do not conduct a backcast because we do not have flash and first-revision GDP data. That is why we can 

generate a nowcast with revised data. Further, we do not perform one- or two-quarter-ahead forecasts because our 

target is to compare nowcasting and short-term forecasting algorithms for the current quarter. 
13 This strategy is a good compromise among the standard in-sample and out-of-sample proportions of 50/50, 70/30, 

and 90/10 employed in modern machine learning modeling (see, e.g., https://machinelearningmastery.com/backtest-

machine-learning-models-time-series-forecasting/). 
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where 𝑅𝑀𝑆𝐸𝑔𝑑𝑝
𝑖  is the calculated root mean squared forecast error for the i-th country, 𝑦𝑖,𝑡 is the 

actual value of the GDP growth rate for the i-th country, �̂�𝑖,𝑡is the estimated value of the GDP 

growth rate for the i-th country, and 𝑇𝑖
∗ denotes the out-of-sample period for the i-th country. 

 

6. Empirical Results 

In this section, we present estimation results for ten models: namely, one nowcasting model and 

nine alternative models for short-term forecasting. We test a nowcasting model so as to use 

available information in the current quarter. In contrast, the short-term forecasting models generate 

forecasts based only on the past information set. At the same time, we also want to check the 

behavior of the nowcasting model versus short-term forecasting models when the coefficient of 

variation in real GDP is changing (increasing or decreasing) both in time and across countries—

this is an important issue with respect to old and new EU members in our sample. 

 

For our analysis to be robust, we use different lag lengths to estimate the parameters in short-term 

forecasting models, particularly from one lag to four lags, as in Pirschel and Wolters (2014). In 

addition to selecting the lag length, we also determine the optimal combination of static and 

dynamic factors, in a way that is similar to Poghosyan (2016); the technical presentation of factor 

selection is in Appendix 2. Finally, we compare a variety of different specifications for each model 

and choose the one that yields the best ex-post forecasting performance. 

 

Our key empirical out-of-sample evaluation results (in absolute terms) are in Table 3 for new EU 

markets and in Table 4 for the old EU economies. Table 3 shows that in five out of six new EU 

markets, the nowcasting model outperforms all the short-term forecasting models considered; the 

exception is Slovakia. Recall that in Table 2 the new EU economies are characterized by relatively 

high variation in output, especially after the global financial crisis. Hence, even when variation is 

relatively high, the nowcasting model helps to reduce the errors and produces more accurate one-

step-ahead forecasts than the short-term forecasting models. 

 
<Insert Table 3> 

 

In Slovakia, the majority of short-term forecasting models considered are still beaten by the 

nowcasting model. At the same time, Bayesian VAR and FAVAR models perform better than the 

nowcasting model. That could be due to the increased volatility in 2008-2009 but relative stability 

of GDP growth rates in the rest of the evaluation period, because the two Bayesian models take 

the persistence of GDP growth rates into account by imposing a prior in the estimation procedure 

(for more details, see Adam and Novotný, 2018). 

 

Further, in Table 4, the out-of-sample evaluation results for old EU countries show that, for eight 

of the twelve countries, the nowcasting model outperforms all the short-term forecasting models 

considered. The exceptions are Belgium, the Netherlands, Portugal, and Spain, but even for these 

countries, many of the short-term forecasting models considered are still beaten by the nowcasting 

model, as with Slovakia. The coefficient of variation, in particular, after the post-crisis period is 

lower in the old EU economies than in the new EU economies (see Table 2). Hence, and less 
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surprisingly, with a low level of variation, nowcasting has the power to reduce errors and produce 

more accurate one-step-ahead forecasts than the short-term forecasting models. 

 
<Insert Table 4> 

 

To show our key out-of-sample evaluation results from a directly comparative perspective, we 

present normalized RMSE values in Tables 5 and 6. The normalized RMSE values for each country 

are calculated as the absolute RMSE values divided by the corresponding standard deviation of 

the GDP growth rate during the out-of-sample evaluation period. In the new EU markets (Table 

5), nowcasting again outperforms the short-term forecasting models for five out of six countries. 

Similarly, for the old EU economies (Table 6), nowcasting has better performance than the short-

term forecasting models in eight of the twelve countries. 

 
<Insert Table 5> 

<Insert Table 6> 

 

These results enable us to quantify the economic significance (or effect) of the nowcasting model 

in terms of the reduction in forecast variation compared to the naïve forecast (average 

decrease/increase over a testing period) and to provide a comparison among countries. Table 5 

shows that nowcasting has the highest reduction in variation GDP growth forecasts for Slovenia 

(by 32.8%; [0.672*100 - 100]) and Estonia (by 26.6 %; [0.734*100-100]); both countries also have 

the highest variation in GDP growth. During the post-crisis period, the average reduction in the 

forecast variation is about 25.0 % for five new EU economies. Further, Table 6 enables us to 

deduce that nowcasting brings the highest reduction in variation in GDP growth forecasts for 

France and Sweden (19% and 18%, respectively). Unlike in the new EU markets, for Finland, 

which has the most-volatile GDP growth among the old EU economies, the reduction in forecast 

variation is less than 11%. For eight old EU countries, where nowcasting outperforms the short-

term forecasting models, the average reduction in forecast accuracy is about 15%.  

 

The results in Tables 5 and 6 can be summarized as follows. The average lower values in the 

normalized RMSE indicate a somewhat greater reduction in nowcasting and forecast variation in 

the new EU markets than in old EU economies. The difference in reduction is about 10%, though 

this should not be overplayed. Somewhat less reduction in forecast variation in the old EU 

economies might be intuitively due to their lower variation in GDP growth. Hence, the dynamics 

of GDP growth can be forecasted more accurately in the old EU economies with the trivial models, 

and the inclusion of other explanatory variables could actually lead to an increase in out-of-sample 

forecast error. In addition, Table 2 shows that after the global financial crisis, the ratio between 

the maximum and minimum values of variation in GDP was almost 4.8 (5.44/1.14), whereas the 

ratio between average normalized RMSE values calculated for nowcasting was almost 1.14 

(0.853/0.750). This means that the nowcasting algorithm is a useful tool for the new EU economies 

in terms of achieving results that are comparable to those for the old EU economies, despite 

significant differences in GDP variation between the two groups. 

 

We also compare the normalized RMSE values in Tables 5 and 6 across models, showing that 

when nowcasting outperforms other competing models, the outcomes differ between country 

groups only slightly. In the new EU markets, the minimum improvement between nowcasting and 
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the second-best alternative forecast model ranges from less than 2% between nowcasting and 

FAAR_SW model in the Czech Republic to about 35% in Hungary (various FAVAR models). In 

the old EU economies, the situation is similar: the minimum improvement between nowcasting 

and the second-best alternative is from a mere 2% (nowcasting vs. FAAR_SW for Italy) to about 

28% (nowcasting vs. FAAR_SW for the UK). Hence, the differences in economic significance 

between the two EU groups in terms of improvement from using nowcasts versus forecasts are 

negligible. 

 

To verify whether the results obtained for RMSE are significantly different statistically among 

models, we perform further cross-model tests to differentiate between nowcasting and nine short-

term forecasting models. The cross-model test is based on a statistic proposed by Diebold and 

Mariano (1995). We calculate the Diebold-Mariano (hereafter DM) statistic by regressing the loss 

differential on an intercept, using heteroscedasticity autocorrelation (HAC) robust standard errors 

in the following way. nc

t denotes the forecast errors in the nowcasting model, and i

t  denotes the 

forecast errors in the alternative short-term forecasting models. Then, the loss differential lt can be 

calculated as ( ) ( )
2 2

nc i

t t tl  = − . The null hypothesis is that the loss differential equals zero 

(𝐻0: 𝑙𝑡 = 0). The results of t-statistics obtained from regressing the loss differential on the intercept 

are presented separately for the new and old EU economies in panels A and B of Table 7.  

 
<Insert Table 7> 

 

First, recall that nowcasting outperforms the short-term competing models for thirteen out of 

eighteen countries (based on the results in Tables 3 and 4). In the remaining five countries 

(Slovakia, Belgium, the Netherlands, Portugal, and Spain), short-term forecasting models 

outperform the nowcasting model; these five countries are listed in boldface in Table 7. The 

information in Table 7 indicates whether the performance results of the nowcasting and forecasting 

models in Tables 3 and 4 are significantly different statistically. The main importance of Table 7 

is that the results related to better performance in the short-term forecasting models (BFAVAR_TS 

and FAAR_SW) than in nowcasting are statistically supported in two countries (Slovakia and 

Spain). In the other countries marked in boldface (Belgium, the Netherlands, and Portugal), the 

differences are not statistically significant. 

 

We now consider the reverse view: the results in which nowcasting (statistically significantly) 

outperforms the short-term statistical models; again, the results in Table 7 are based on those in 

Tables 3 and 4. When we compare nowcasting results with those for the short-term forecasting 

models (BVAR, FAVAR, and BFAVAR), for most countries the nowcasting significantly 

outperforms the short-term forecasting models. For example, BVAR is outperformed by 

nowcasting for eight out of thirteen countries, the FAVAR model for seven out of thirteen 

countries, and the BFAVAR model for eight out of thirteen countries. However, when we compare 

nowcasting to the AR, VAR, and FAAR models, for most countries, the differences are not 

statistically significant (e.g., the AR model is outperformed for only three out of thirteen countries, 

VAR is outperformed for only five, and FAAR is outperformed for three). The overall results are 

further detailed in the notes to Table 5 separately for the new and old EU economies. 
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In general, the results in Table 7 show that nowcasting significantly outperforms large-scale 

models such as FAVAR and BFAVAR for both EU groups. But when we compare nowcasting 

with the benchmark models, such as AR or VAR, then the differences between procedures are not 

statistically significant for most countries. This means that the results obtained by the benchmark 

models might be just as good as the results obtained with the nowcasting model. In other words, 

there is no sufficient evidence for preferring nowcasting over small-scale AR or VAR benchmark 

models, but there is strong evidence for preferring nowcasting over large-scale models such as 

FAVAR and BFAVAR. Finally, despite the statistical evidence, we should not overlook the 

economic significance of the nowcasting results. In particular, in the new EU markets with greater 

variation in output, nowcasting should be considered an efficient tool with clear predictive power. 

 

7. Conclusions 

We analyze the performance of a broad range of nowcasting and short-term forecasting models for 

a representative set of six new and twelve old EU members that are characterized by substantial 

differences in aggregate output variation. In our analysis, we generate ex-post out-of-sample 

nowcasts and forecasts based on hard and soft indicators from a comparable set of identical data.  

 

Based on our results, we conclude that for most countries, the nowcasting algorithm outperforms 

the short-term forecasting models in terms of root mean squared errors. Our result show that 

nowcasting reduces forecasting errors and increases the accuracy of a one-step ahead forecast 

compared to the short-term forecasting models, even when the variation in GDP growth is 

relatively large. When we apply the DM statistic, we see that the nowcasting model significantly 

outperforms statistical models such as BVAR, FAVAR, and BFAVAR. However, when we 

compare nowcasting with the AR, VAR, and FAAR models, we conclude that the differences are 

not statistically significant for most countries. 

 

Thus, using actual data, we observe that the nowcasting algorithm outperforms large-scale short-

term forecasting models for most European countries in our sample. This is true even when the 

coefficient of variation in real GDP substantially changes over time and across countries. Further, 

nowcasting works well for new EU countries because, even though that variation in GDP growth 

data is larger than that of the old EU economies, the economic significance of nowcasting on 

average is somewhat greater than in old EU economies. 

 

These results offer straightforward implications for policy makers, financial analysts, and 

economic actors: considering timely signals on the state of the economy improves the assessment 

of its current state even in times of economic fluctuation or distress. Thus, the nowcasting 

algorithm based on a dynamic factor model is a suitable candidate for generating an accurate one-

period-ahead forecast of real GDP growth under uncertainty.  
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Appendix 1 

 

In section 5, we discuss that, for out-of-sample forecast comparison, we use a recursive regression 

scheme. A forecasting model with a recursive window assumes that the initial estimation period is 

fixed, and additional observations are added to the estimation period one at a time. For the 

nowcasting model, we perform a recursive simulation experiment. Let us consider Germany as an 

example to explain the steps of experiments. 

Table A1 shows that the available time period for Germany is from 1995Q1 to 2018Q4 (96 

observations). Hence, according to the 70/30 rule, we have 67 observations for the in-sample 

period and 29 observations for the out-of-sample period. In monthly terms, it means that we have 

201 (67*3) observations for the in-sample period and 87 (288-201) observations for the out-of-

sample period. Therefore, the out-of-sample nowcast should start in 2011Q4 (or, in monthly terms, 

the starting date is 2011M10). As mentioned above, we do not have the actual data, so we use only 

revised data. We also mentioned that, at the end of current quarter, the hard data are available only 

for the first month (i.e., for 2011M10). Thus, for two remaining months, 2011M11 and 2011M12, 

we have missing values and deal with a ragged ends problem. However, the soft data are available 

for all three months, and their values are subject to minor or no revisions. Thus, using the method 

proposed by Giannone et al. (2008), we have to extract the unobservable factors. As mentioned 

above, this method allows us to deal with missing data and ragged ends—therefore, we can 

compute the dynamics of unobservable factors until 2011M12. According to Giannone et al. 

(2008), in the first step the principal components are estimated with using a balanced panel. Before 

applying the Kalman smoothing filter, the missing values are assigned arbitrary values. Then, the 

Kalman filter is applied to update the estimates of the factors. After estimating the monthly factors 

until 2011M12, we select only quarterly values, because real GDP growth is reported on a quarterly 

basis. Our goal is to forecast real GDP growth for 2011Q4, because we assume that for this quarter, 

we do not yet have its final value. To do so, we skip the quarter 2011Q4 and estimate the OLS 

regression for the period 1995Q1-2011Q3 (which coincides with the in-sample period with 67 

observations), where the dependent variable is real GDP growth, and the independent variables are 

extracted factors. Then, with estimated coefficients for the regression model along with the actual 

value of the extracted factors for 2011Q4, we can compute the value of real GDP for the fourth 

quarter of 2011. Afterward, we increase our sample by one observation (i.e., 1997Q1–2012Q1 or 

the months 2012M1, 2012M2, and 2012M3) and then we re-estimate the dynamic factors in the 

same way. Then again, we skip the most recent quarter (2012Q1) and estimate the regression 

model for the period 1997Q1-2011Q4 (which coincides with the in-sample period with 68 

observations, because we have added one additional observation). After obtaining actual values of 

the dynamic factors for 2012Q1 we calculate the value of real GDP growth for 2012Q1. Continuing 

in this manner, we obtain 29 points one-step-ahead nowcasts for the German real GDP growth 

rate. In the same way, we conduct out-of-sample nowcasting experiments for the other countries 

in our analysis. 

A slightly different experiment design is used for the short-term forecasting models (VAR, 

BVAR, FAVAR, and BFAVAR). For these models, the out-of-sample recursive experiments 

proceed as follows. Let us again consider the case of Germany. First, we estimate the factors for 

1995Q1-2011Q3 (or, in monthly terms, 1995M1–2011M9), because we assume in this case that 

the actual values of the additional variables are unknown. Using a broad range of statistical models, 
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we estimate the unknown parameters and generate a one-step-ahead forecast. Then, we increase 

the sample size by one (68 observations) and regenerate the one-step-ahead forecast. Continuing 

in this manner, we obtain 29 points for one-step-ahead forecasts. 

 

Appendix 2 

In addition to selecting the lag length, we also determine the optimal combination of static and 

dynamic factors. First, we determine the appropriate number of static factors. In doing so, we retain 

factors with eigenvalues of more than 1.14 For example, Table A1 presents the number of additional 

explanatory variables (column 5), the number of extracted static factors (column 6), and the total 

variance explained by the extracted factors (column 7). Column 5 in Table A1 shows that the 

minimum number of additional variables used is 16 (Slovenia) and the maximum is 24 (France). 

The number of extracted static factors with eigenvalues of more than 1 is 5 or 6. The variance 

explained by the extracted static factors fluctuates between 68.30% and 80.49%. Thus, we see that 

most of the variance in the initial variables can be explained by only a few static factors.  

Second, we select the number of dynamic factors. The number of dynamic factors cannot 

exceed the number of static factors (Forni et al., 2005). Therefore, we can restrict the number of 

dynamic factors to the maximum number of static factors. For example, we have 6 static factors 

for Germany (Table A1). Therefore, the maximum number of dynamic factors can be less or equal 

to 6. Then we chose different combinations of dynamic and static factors to obtain the maximum 

number of all possible combinations.15 In our sample country (Germany), the maximum equals 21. 

The best of all possible combinations of static and dynamic factors is chosen based on the RMSE 

criterion.16  

In Tables 3 and 4 for the AR model, we report the RMSE indices. To select the appropriate lag 

length, we run the AR model separately for 1, 2, 3, and 4 lags and select those that have lower 

RMSE values. We proceed in the same way for the unrestricted VAR, but, in contrast to the AR 

model, we run the model for four key macroeconomic variables, namely, the GDP growth rate, 

inflation, the nominal short-term interest rate, and the harmonized unemployment rate, as in 

Pirschel and Wolters (2014). Again, as with AR, we run VAR models separately for 1, 2, 3, and 4 

lags and choose those lags based on the lowest RMSE value. 

To run a small-scale Bayesian VAR, we go through the same steps as in the case of VAR. The 

difference is that, with Bayesian VAR, we must use two additional parameters: overall tightness 

and lag decay. Overall tightness is set at 0.1-0.3, with increments of 0.1. The decay factor takes 

values of 1 and 2. Thus we run a grid search over all possible combinations of hyper-parameters 

 
14 An alternative is to use formal statistical tests. For example, the Bai and Ng (2002) information criterion can be 

used to determine the number of common factors. In addition, it is possible to implement the recently proposed 

criterion by Alessi et al. (2010). An alternative approach yields results that are not materially different.  
15 Thus, we can conduct experiments for different combinations of dynamic and static factors: for example, one 

dynamic and one static factor. Then if we select two static factors, then we can have one dynamic and two static or 

two dynamic and two static factors. Then if we select three static factors, then the possible combinations can be one 

dynamic and three static, two dynamic and three static, and  three dynamic and three static factors. Finally, if we select 

six static factors, then the possible combinations are one dynamic and six static, two dynamic and six static, three 

dynamic and six static, four dynamic and six static, and six dynamic and six static factors.  
16 We should mention that all the necessary procedures for nowcasting and short-term forecasting were performed 

with software specially created for this purpose. This software is written in C#.NET and VBA (Visual Basic for 

Applications), which are powerful object-oriented programming languages. This software works directly in MS Excel 

2010, 2013, and 2016 spreadsheets and can be downloaded from https://github.com/KarenPoghos/ForecastXL/. 

https://github.com/KarenPoghos/ForecastXL
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and lag lengths. In our case, the lag length equals 1, 2, 3, and 4, overall tightness is 0.1, 0.2, and 

0.3, and lag decay takes values of 1 and 2. Thus all possible combinations of hyper-parameters 

(overall tightness and lag decay) and lag length yield 24 BVAR models (for nineteen countries, it 

yields 24 x 19 = 456 models). As in the case of AR and VAR, the out-of-sample forecast accuracy 

is measured in terms of RMSE. We select the hyper-parameters and lag length by inspecting the 

pseudo out-of-sample forecast performance; the model with the minimum RMSE is selected as the 

best model, and its results are reported in Tables 3 and 4. 

To estimate the FAAR model, we repeat the same steps as for the AR model. The main 

difference is that here we use additional factors. In Tables 3 and 4 we report the results for two 

FAAR models: the FAAR model with static factors and the FAAR model with dynamic factors. 

To select the appropriate combination of dynamic and static factors as well as the lag lengths, we 

go through all the possible combinations of dynamic and static factors.17 Afterward, we select the 

appropriate number of static and dynamic factors and lag length by assessing the out-of-sample 

forecast performance: the FAAR model with the minimum RMSE is selected as the best model. 

In a similar manner, we select an appropriate model for the FAVAR and BFVAR models. The 

only difference is that here we use four target variables: GDP growth rate, inflation, nominal short-

term interest rate, and unemployment rate. 

  

 
17 We illustrate the issue with the following example. For Germany, we extracted 6 static factors and therefore have 

a total of 21 combinations. Considering that we run models for 4 different lag lengths, we have 84 scenarios in total 

(21 x 4). Then we recursively estimate each model and construct a one-step-ahead forecast. 
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Table 1. Dataset description 

Hard Indicators  

Total industrial production s.a., Index, 2015 = 100 

Total manufacturing production s.a., Index, 2015 = 100 

Production of electricity, gas, steam, and air conditioning supply s.a., index, 2015 = 100 

Total construction production s.a., Index, 2015 = 100 

Total retail trade (Volume), s.a., Index, 2010 = 100 

Passenger car registrations s.a., Index, 2010 = 100 

Housing permits issued s.a., Index, 2010 = 100 

Housing construction starts s.a., Index, 2010 = 100 

Imports of goods, s.a., growth previous period 

Exports of goods, s.a., growth previous period 

Soft Indicators 

Manufacturing, production trend, balance s.a., percentage 

Manufacturing, production future trend, balance s.a., percentage 

Manufacturing production employment, future trend, balance s.a., percentage 

Manufacturing production confidence indicators, balance s.a., percentage 

Construction, business activity, tendency, balance s.a., percentage 

Construction confidence indicators, balance s.a., percentage 

Construction employment, future trend, balance s.a., percentage 

Real trade, business situation activity trend, balance s.a., percentage 

Real trade, business situation activity future trend, balance s.a., percentage 

Real trade, confidence indicators, balance s.a., percentage 

Retail trade employment, future trend, balance s.a., percentage 

Services (excluding retail trade), business situation, activity, trend, balance s.a., percentage 

Services (excluding retail trade), confidence indicators, balance s.a., percentage 

Services (excluding retail trade), employment, trend, balance s.a., percentage 

Services (excluding retail trade), employment, future trend, balance s.a., percentage 

Source: OECD (http://stats.oecd.org).  

Note: Data are seasonally adjusted. The soft indicators are collected by OECD member 

countries separately with the help of surveys.  
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Table 2. Real GDP growth rate and coefficient of variability (in %) 

  2000 2005 2010 2015 2016 2017 2018 Coefficient 

of 

variation, 

2000-2007 

% 

Coefficient 

of 

variation, 

2008-

2018, % 

Austria 3.40 2.20 1.80 1.10 2.00 2.60 2.70 1.25 1.61 

Belgium 3.63  2.09  2.74  1.74 1.45  1.73 1.44 1.00 1.14 

Czech 

Republic 

4.27  6.53  2.27  5.31  2.45  4.35  2.96 2.33 3.68 

Denmark 3.75  2.34  1.87  2.34  2.40  2.26  1.49 1.36 2.27 

Estonia 10.57  9.37  2.26  1.90  3.49  4.86  3.87 2.55 5.44 

Finland 5.63  2.78  2.99  0.50  2.77 3.04  1.66 1.45 3.00 

France 3.92  1.66  1.95  1.11  1.10  2.26  1.72  0.68 1.19 

Germany 2.90  0.73  4.18  1.74  2.23  2.47  1.52  1.66 1.86 

Hungary 4.21  4.39  0.66  3.54  2.28  4.14  4.94  0.98 4.26 

Italy 3.71  0.95  1.69  0.92  1.12  1.68  0.86  0.79 2.32 

Netherlands 4.20  2.05  1.34  1.96  2.19  2.91  2.60  1.53 2.38 

Poland 4.56  3.49  3.61  3.84  3.06  4.94  5.15  1.98 2.00 

Portugal 3.79  0.77  1.90  1.82  1.93  2.80  2.14  0.97 3.21 

Slovakia  1.21  6.75  5.04  4.17  3.13  3.19  4.11  2.95 3.18 

Slovenia 4.16  4.00  1.24  2.30  3.07  4.88  4.49  1.95 5.00 

Spain 5.29  3.72  0.01  3.64  3.17  2.98  2.58  0.57 4.14 

Sweden 4.75  2.82  5.99  4.46  2.68  2.10  2.36  1.22 2.31 

United 

Kingdom 

3.45  3.15  1.71  2.35  1.79  1.82  1.40  0.42 2.02 

Source: OECD (http://stats.oecd.org). 

Note: The last two columns list the values of the coefficient of variation. The coefficients of 

variation are calculated for two subperiods, particularly before and after the global crisis. The 

coefficient of variation is always positive; if the value is larger, then, we conclude that during the 

post-crisis subperiod the variation in real GDP growth was higher than before the crisis. It is 

evidenced that in all countries the variation in real GDP growth is higher in the post-crisis period 

than in the pre-crisis period.  

  

http://stats.oecd.org/
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Table 3. Out-of-sample RMSE indices for real GDP growth (New EU markets) 

Note: The RMSE results are presented for six new EU economies. The best-performing models 

are in boldface. 

Table 4. Out-of-sample RMSE indices for real GDP growth (Old EU economies) 

Note: The RMSE results are presented for the twelve old EU economies. The best-performing models are 
in boldface. From table we see that the nowcasting model outperforms the short-term forecasting models 
for 8 countries out of twelve. Only for four countries (Belgium, Netherlands, Portugal and Spain) the short-
term forecasting models outperform nowcasting results. 

 

 Nowcasting AR VAR BVAR FAAR_SW FAAR_TS FAVAR_SW FAVAR_TS BFAVAR_SW BFAVAR_TS 

Czech 

Republic 

0.575 0.591 0.627 0.626 0.583 0.588 0.585 0.597 0.625 0.625 

Estonia 0.562 0.647 1.032 0.885 0.718 0.724 1.040 0.984 0.994 0.967 

Hungary 0.371 0.581 0.626 0.645 0.557 0.555 0.604 0.602 0.656 0.653 

Poland 0.456 0.578 0.653 0.639 0.578 0.576 0.632 0.632 0.637 0.635 

Slovak 

Republic 

0.294 0.343 0.514 0.223 0.382 0.461 0.474 0.546 0.205 0.204 

Slovenia 0.347 0.530 0.621 0.5960 0.566 0.567 0.607 0.635 0.593 0.588 

 Nowcasting AR VAR BVAR FAAR_SW FAAR_TS FAVAR_SW FAVAR_TS BFAVAR_SW BFAVAR_TS 

Austria 0.289 0.328 0.336 0.384 0.311 0.312 0.315 0.317 0.384 0.384 
Belgium 0.275 0.282 0.278 0.310 0.278 0.277 0.255 0.267 0.321 0.317 
Denmark 0.724 0.754 0.814 0.895 0.776 0.756 0.816 0.821 0.894 0.895 
Finland 0.532 0.556 0.673 0.634 0.645 0.650 0.692 0.692 0.637 0.624 
France 0.250 0.333 0.351 0.393 0.294 0.298 0.318 0.323 0.393 0.393 
Germany 0.302 0.419 0.534 0.499 0.369 0.381 0.475 0.478 0.477 0.475 
Italy 0.268 0.278 0.304 0.299 0.273 0.277 0.330 0.341 0.299 0.299 
Netherlands 0.386 0.396 0.402 0.481 0.366 0.367 0.374 0.387 0.480 0.484 
Portugal 0.614 0.514 0.589 0.585 0.555 0.554 0.671 0.677 0.582 0.578 
Spain 0.345 0.204 0.237 0.250 0.204 0.205 0.224 0.226 0.242 0.241 
Sweden 0.434 0.532 0.606 0.670 0.556 0.553 0.581 0.591 0.684 0.685 
United 

Kingdom 
0.246 0.352 0.366 0.406 0.343 0.344 0.360 0.362 0.406 0.406 
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Table 5. Out-of-sample normalized RMSE indices for real GDP growth (New EU markets) 

 Nowcasting AR VAR BVAR FAAR_SW FAAR_TS FAVAR_SW FAVAR_TS BFAVAR_SW BFAVAR_TS 

Czech 

Republic 
0.809 0.832 0.882 0.881 0.821 0.827 0.823 0.840 0.879 0.880 

Estonia 0.734 0.844 1.347 1.156 0.937 0.945 1.358 1.285 1.297 1.263 

Hungary 0.749 1.175 1.266 1.303 1.126 1.121 1.221 1.216 1.326 1.321 

Poland 0.788 0.999 1.128 1.104 0.998 0.995 1.092 1.091 1.101 1.097 

Slovak 

Republic 

0.999 1.167 1.750 0.759 1.301 1.568 1.612 1.857 0.696 0.692 

Slovenia 0.672 1.025 1.202 1.153 1.096 1.098 1.175 1.228 1.146 1.138 

Note: The normalized RMSE results are presented for the six new EU economies. The normalized RMSE is 
calculated by dividing RMSE in Table 3 by the standard deviation of GDP growth in the out-of-sample 
period. The best-performing models are in boldface.  

Table 6. Out-of-sample normalized RMSE indices for real GDP growth (Old EU economies) 

 Nowcasting AR VAR BVAR FAAR_SW FAAR_TS FAVAR_SW FAVAR_TS BFAVAR_SW BFAVAR_TS 

Austria 0.841 0.955 0.977 1.118 0.906 0.907 0.918 0.922 1.117 1.117 

Belgium 1.082 1.107 1.091 1.217 1.094 1.089 1.003 1.050 1.261 1.246 

Denmark 1.011 1.053 1.138 1.250 1.083 1.056 1.140 1.146 1.249 1.250 

Finland 0.892 0.931 1.127 1.061 1.081 1.089 1.160 1.160 1.067 1.045 

France 0.810 1.077 1.135 1.271 0.950 0.962 1.028 1.043 1.271 1.271 

Germany 0.752 1.043 1.329 1.241 0.919 0.948 1.181 1.191 1.188 1.182 

Italy 0.726 0.754 0.824 0.811 0.740 0.750 0.896 0.926 0.811 0.811 

Netherlands 0.890 0.911 0.926 1.108 0.844 0.844 0.861 0.892 1.106 1.115 

Portugal 1.030 0.862 0.988 0.982 0.931 0.929 1.125 1.136 0.976 0.970 

Spain 0.657 0.389 0.451 0.476 0.388 0.390 0.427 0.430 0.460 0.459 

Sweden 0.816 0.999 1.139 1.259 1.044 1.040 1.091 1.111 1.285 1.286 

United 

Kingdom 

0.979 1.400 1.455 1.617 1.366 1.371 1.435 1.443 1.617 1.617 

Note: The RMSE results are presented for the twelve old EU economies. The normalized RMSE is 
calculated by dividing RMSE in Table 4 by the standard deviation of GDP growth in the out-of-sample 
period. The best performing models are in boldface.  
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Table 7: Diebold-Mariano test 

 NOWCASTING VS. 

 AR VAR BVAR FAAR_SW FAAR_TS FAVAR_SW FAVAR_TS BFAVAR_SW BFAVAR_TS 

Panel A: New EU markets 

Czech 

Republic 

-0.21 -0.58 -0.49 -0.13 -0.20 -0.15 -0.32 -0.48 -0.48 

Estonia -0.82 3.23*** -2.53** -1.35 -1.37 -2.62** -1.97* -2.86*** -2.89*** 

Hungary -1.79* -2.52** -1.72* -1.56 -1.52 -1.98* -1.95* -1.77* -1.76* 

Poland -1.43 -1.61 -2.11** -1.51 -1.48 -1.72* -1.70* -1.97* -1.94* 

Slovak 

Republic 

-0.67 -2.08* 1.28 -2.87*** -2.73*** -2.79*** -3.37*** 1.58 1.69* 

Slovenia -1.62 -1.90* -2.01* -3.20*** -3.45*** -1.85* -2.83*** -2.04* -2.01* 

Panel B: Old EU markets 

Austria -1.11 -1.12 -1.78* -0.71 -0.53 -0.69 -0.71 -1.78* -1.78* 

Belgium -0.18 -0.06 -0.80 -0.08 -0.05 0.42 0.18 -1.10 -1.01 

Denmark -0.69 -1.65 -1.58 -1.46 -0.85 -1.82* -1.91* -1.57 -1.57 

Finland -0.29 -1.27 -1.03 -1.12 -1.09 -1.40 -1.45 -1.12 -1.00 

France -2.76*** -3.26*** -3.14*** -1.95* -1.84* -2.17** -2.19** -3.14*** -3.14*** 

Germany -2.73** -4.31*** -3.41*** -1.92* -2.29** -3.75*** -3.22*** -3.13*** -3.17*** 

Italy -0.35 -0.68 -0.57 -0.16 -0.24 -1.19 -1.37 -0.57 -0.57 

Netherlands -0.24 -0.38 -1.64 0.78 0.81 0.25 -0.02 -1.70* -1.70* 

Portugal 1.01 0.26 0.29 0.99 0.97 -0.62 -0.64 0.32 0.36 

Spain 2.68** 2.17** 2.30** 2.38** 2.37** 1.97* 1.96* 2.20** 2.20** 

Sweden -1.27 -1.33 -1.78* -1.49 -1.32 -1.45 -1.52 -1.84* -1.85* 

United 

Kingdom 

-1.46 -1.39 -1.50 -1.62 -1.65 -1.61 -1.62 -1.50 -1.50 

Note: ***, **, and * indicate 1%, 5%, and 10% level of significance. The null hypothesis is whether the loss 
differential is zero (𝐻0: 𝑙𝑡 = 0). 
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Table A1. The appropriate number of static factors 

Country Sample period 

No. 

observations 

for in-

sample 

period 

No. 

observations 

for out-of-

sample 

period 

No. 

additional 

explanatory 

variables 

No. extracted 

factors with 

eigenvalues 

more than 1 

Total 

variance 

explained, 

% 

1 2 3 4 5 6 7 

Austria 
1997Q1 – 

2018Q4 

62 26 
21 5 73.07 

Belgium 
1995Q1 – 

2018Q4 

67 29 
21 6 76.44 

Czech 

Republic 

1996Q1 – 

2018Q4 

65 27 
18 6 74.18 

Denmark 
1998Q1 – 

2018Q4 

59 25 
17 6 77.20 

Estonia 
2000Q1 – 

2018Q4 

53 23 
17 5 78.13 

Finland 
1997Q1 – 

2018Q4 

62 26 
22 6 68.30 

France 
1991Q1 – 

2018Q4 

79 33 
24 6 71.89 

Germany 
1995Q1 – 

2018Q4 

67 29 
23 6 75.06 

Hungary 
1998Q1 – 

2018Q4 

59 25 
20 5 73.30 

Italy 
1998Q1 – 

2018Q4 

59 25 
22 6 75.58 

Netherlands 
1996Q1 – 

2018Q4 

65 27 
20 6 75.14 

Poland 
1998Q1 – 

2018Q4 

59 25 
17 5 79.89 

Portugal 
1997Q1 – 

2018Q4 

62 26 
20 6 72.34 

Slovakia  
1996Q1 – 

2018Q4 

65 27 
18 6 74.56 

Slovenia 
1999Q1 – 

2018Q4 

56 24 
16 5 76.22 

Spain 
1997Q1 – 

2018Q4 

62 26 
23 6 73.73 

Sweden 
1997Q1 – 

2018Q4 

62 26 
21 6 80.49 

United 

Kingdom 

1998Q1 – 

2018Q4 

59 25 
22 6 75.99 

Note: characteristics for selecting the appropriate number of factors are indicated in parentheses - time 
spans used for unobservable factor extraction (2); number of observations for in-sample (3) and out-of-
sample (4) periods; number of available additional explanatory variables (5); number of extracted factors 
with eigenvalues greater than 1 (6); total variance explained (7). 
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