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Boosting Classifiers for Drifting

Concepts

Martin Scholz and Ralf Klinkenberg

Artificial Intelligence Group, University of Dortmund, 44221 Dortmund, Germany,
{scholz,klinkenberg}@ls8.cs.uni-dortmund.de,
http://www-ai.cs.uni-dortmund.de/

Abstract. This paper proposes a boosting-like method to train a classifier ensem-
ble from data streams. It naturally adapts to concept drift and allows to quantify
the drift in terms of its base learners. The algorithm is empirically shown to out-
perform learning algorithms that ignore concept drift. It performs no worse than
advanced adaptive time window and example selection strategies that store all the
data and are thus not suited for mining massive streams.

1 Introduction

Machine learning methods are often applied to problems, where
data is collected over an extended period of time. In many real-
world applications this introduces the problem that the distribu-
tion underlying the data is likely to change over time. Knowledge
discovery and data mining from time-changing data streams and
concept drift handling on data streams have become important
topics in the machine learning community and have gained in-
creased attention recently as illustrated by numerous conference
tracks and workshops on these topics as well as specially dedicated
journal issues (see e.g. [38,30,1,15,3,2]).

For example, companies collect an increasing amount of data
like sales figures and customer data to find patterns in the cus-
tomer behavior and to predict future sales. As the customer be-
havior tends to change over time, the model underlying success-
ful predictions should be adapted accordingly. The same problem
occurs in information filtering, i.e. the adaptive classification of
documents with respect to a particular user interest. With the
amount of online information and communication growing rapidly,
there is an increasing need for automatic information filtering. In-
formation filtering techniques are used e.g. to build personalized
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news filters, which learn about the news-reading preferences of a
user [33,53], to filter e-mail [9], or to guide a user’s search on the
World Wide Web [21]. The interest of the user, i.e. the concept
underlying the classification of the texts, changes over time. A
filtering system should be able to adapt to such concept changes.
Machine learning approaches handling this type of concept drift
have been shown to outperform more static approaches ignoring
it [26].

After formalizing the concept drift problem in Sec. 2.1, pre-
vious approaches handling it are reviewed in Sec. 2.2. Sec. 3 dis-
cusses related work on ensemble methods for data streams and
introduces a boosting-like algorithm for data streams that natu-
rally adapts to concept drift1. In Sec. 4 the approach is evaluated
on two real-world datasets with different simulated concept drift
scenarios, and on one economic dataset exhibiting real concept
drift. Sec. 5 summarizes the results and provides an outlook on
future work.

2 Concept Drift

2.1 Problem Definition

Throughout this paper, we study the problem of concept drift
for the pattern recognition problem in the following framework
[26,28,24,25]. Each example z = (x, y) consists of a feature vec-
tor x ∈ X and a label y ∈ {−1, +1} indicating its classification.
Data arrives over time in batches. Without loss of generality these
batches are assumed to be of equal size, each containing m exam-
ples.

z(1,1), ..., z(1,m)
︸ ︷︷ ︸

batch 1

, z(2,1), ..., z(2,m)
︸ ︷︷ ︸

batch 2

, · · · , z(t,1), ..., z(t,m)
︸ ︷︷ ︸

batch t

, z(t+1,1), ..., z(t+1,m)
︸ ︷︷ ︸

batch t+1

z(i,j) denotes the j-th example of batch i. For each batch i the data
is independently identically distributed with respect to a distribu-
tion Pi(x, y). Depending on the amount and type of concept drift,

1 A preliminary short version of this paper was presented at the ECML/PKDD-
2005 Workshop on Knowledge Discovery from Data Streams [47].
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Fig. 1. Example of a sliding time window on a stream of text documents: The texts
to be classified are assumed to arrive in batches. At time point t, a classification
model is learned from the data in a window consisting of the h most recent batches.
Its performance is estimated on the last available batch only.

the example distribution Pi(x, y) and Pi+1(x, y) between batches
will differ. The learner aims to sequentially predict the labels of
the next batch and to minimize the cumulated number of predic-
tion errors. E.g., after batch t the learner can use any subset of
the training examples from batches 1 to t to predict the labels of
batch t + 1.

Fig. 1 illustrates this for the example application of infor-
mation filtering, were incoming text documents form a stream
of documents have to be classified, e.g. into interesting or non-
interesting with regard to the interest of a particular user. The
documents are assumed to arrive in batches and the correct clas-
sification labels for the documents in the batches 1 to t are known
to the system. Here a sliding time window consisting of the last
h batches, i.e. the batches t−h to t, are used to train a classifier,
which is then applied to classify the documents in the newly ar-
rived batch t + 1, whose labels are not known to the system yet.
The most recently received labeled data, batch t, is assumed to
most closely resemble the current true concept. Hence adaptive
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time window approaches automatically optimizing the size h of
the sliding time window dependent on the current amount of drift
and other model selection approaches adaptive to the amount of
drift use this last labeled batch t for estimating the performance
(prediction error) of their learned models on newly received data
(see Sec. 2.3 and Sec. 2.4 for more details.).

2.2 Related Work on Concept Drift

In machine learning, changing or drifting concepts are often han-
dled by time windows of fixed or adaptive size on the training data
[36,55,34,23,27,19] or by weighting data or parts of the hypothe-
sis according to their age and/or utility for the classification task
[32,50]. The latter approach of weighting examples has already
been used for information filtering in the incremental relevance
feedback approaches of [4] and [5].

For windows of fixed size, the choice of a “good” window size
is a compromise between fast adaptability (small window) and
good generalization in phases without concept change (large win-
dow). A fixed window size makes strong assumptions about how
quickly the concept changes. The basic idea of adaptive window
management is to adjust the window size to the current extent of
concept drift. While heuristics can adapt to different speed and
amount of drift, they involve many parameters that are difficult
to tune.

The task of learning drifting or time-varying concepts has also
been studied in computational learning theory. Learning a chang-
ing concept is infeasible, if no restrictions are imposed on the type
of admissible concept changes2, but drifting concepts are provably
efficiently learnable (at least for certain concept classes), if the
rate or the extent of drift is limited in particular ways.

Helmbold and Long [17,18] assume a possibly permanent but
slow concept drift and define the extent of drift as the probabil-
ity that two subsequent concepts disagree on a randomly drawn
example. Their results include an upper bound for the extend

2 E.g. a function randomly jumping between the values one and zero cannot be
predicted by any learner with more than 50% accuracy.
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of drift maximally tolerable by any learner and algorithms that
can learn concepts that do not drift more than a certain constant
extent of drift. Furthermore they show that it is sufficient for a
learner to see a fixed number of the most recent examples. Hence
a window of a certain minimal fixed size allows to learn concepts
for which the extent of drift is appropriately limited.

While Helmbold and Long restrict the extend of drift, Kuh,
Petsche, and Rivest [31] determine a maximal rate of drift that is
acceptable by any learner, i.e. a maximally acceptable frequency
of concept changes, which implies a lower bound for the size of a
fixed window for a time-varying concept to be learnable, which is
similar to the lower bound of Helmbold and Long.

In practice, however, it usually cannot be guaranteed that the
application at hand obeys these restrictions, e.g. a reader of elec-
tronic news may change his interests (almost) arbitrarily often
and radically. Furthermore the large time window sizes, for which
the theoretical results hold, would be impractical. Hence more ap-
plication oriented approaches rely on far smaller windows of fixed
size or on window adjustment heuristics that allow far smaller
window sizes and usually perform better than fixed and/or larger
windows (see e.g. [55,34,27]). While these heuristics are intuitive
and work well in their particular application domain, they usu-
ally require tuning their parameters, are often not transferable to
other domains, and lack a proper theoretical foundation.

Drifting concepts can also be learned effectively and efficiently
with little parameterization by an error minimization framework
for adaptive time windows [26] and example weighting or selection
[28,25]. This framework makes use of support vector machines
(SVMs) and their special properties, which allow an efficient and
reliable error estimation after a single training run [20].

The methods of the framework either maintain an adaptive
time window on the training data [26], select representative train-
ing examples, or weight the training examples [28,25]. The key
idea is to automatically adjust the window size, the example se-
lection, and the example weighting, respectively, so that the esti-
mated generalization error is minimized. These approaches do not
require complicated parameterization and are both, theoretically
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well-founded as well as effective and efficient in practice. They are
described in more detail in Sec. 2.3 and Sec. 2.4 and used in the
experiment reported in this paper for comparative purposes. Fur-
ther related work on concept drift, i.e. approaches using ensemble
learners, are described in Sec. 3.1.

2.3 Adaptive Time Windows

The adaptive time window approach [26,25] used in the experi-
ments reported in this paper as state-of-the-art method for com-
parisons automatically adjusts the window size to the current ex-
tent of concept drift by selecting the window size that minimizes
the expected classification error on new examples. This approach
follows the idea shown in Fig. 1 in Sec. 2.1. A sliding time win-
dow consisting of the last h batches is used to train a classifier
for newly arriving unclassified examples. For each point in time
(new batch of examples) t + 1, the best window size h is deter-
mined and a new classifier is learned from the examples in that
window. Among all candidate time window sizes h = 1 . . . t, the
one minimizing the expected error is chosen by training a classi-
fier for each candidate window size and estimating the error rate
of the resulting classifiers on most recently received labeled data,
i.e. the examples of the last batch t, which is assumed to most
closely resemble the current true concept.

For a simple concept drift scenario with a single abrupt con-
cept shift (at batch t1), Fig. 2 illustrates the selected best expected
window size at each point in time (current batch) t. First, as long
as the concept remains stable (from batch t0 to batch t1), the
time window grows. When the drift occurs at batch t1, the old
data no longer representative for the new concept is dropped and
the window size reduced to one batch only. Afterwards the target
concept remains stable again (after t1) and hence the time win-
dow keeps on growing. Since the window adjustments are only
based on the error estimation and minimization, no complicated
or domain-dependent parameter tuning is necessary.

6



Fig. 2. Adaptive Time Window: The sliding time window grows in phases with a
stable target concept (batches t0 to t1 and after t1) and is cut off at an abrupt
concept shift (at batch t1).

2.4 Batch Selection

While the previously described adaptive time window approach
can only select a set of connected, i.e. consecutive batches as train-
ing set at each point in time, the batch selection strategy [28,25]
selects all batches sufficiently matching the most recent labeled
batch individually and hence is more flexible. At each point in
time (batch) t + 1, this second state-of-the-art method for hand-
ling concept drift used for comparisons in the experiment section
of this paper first trains a classifier on batch t only, i.e. on the
newest labeled data available, and applies this classifier to the
data in each previous batch 1 . . . t − 1. Each batch, where this
classifier produces an error δ times as high as or higher than that
produced by this classifier on its training batch t, is discarded
from the training set, because its data is considered to be not
close enough to the current target concept. All other batches to-
gether with the batch t form the final training set, based on which
the final classifier for the new batch t + 1 is learned.

Fig. 3 shows the batches selected for training the final classifier
for each point in time (current batch) for a drift scenario, where
the target concept starts as one concept c1, then abruptly shifts to
another concept c2 at batch t1, and later at batch t2 abruptly shifts
back to concept c1 again. The illustration demonstrates that the
batch selection strategy selects and discards batches not fitting to
the current target concept individually and can for example re-

7



Fig. 3. Batch Selection: All batches fitting to the current target concept can be
selected individually.

use old data from the time before the concept change in t1 after
the second change in t2, where the current target concept is the
same as before the first change.

Like the adaptive time window approach, the batch selection
strategy is based on error minimization only and not on domain-
dependent heuristics. For all experiments reported here and in
previous work, the factor δ for the acceptable error range was
simply set to 2, and no optimization of this parameter was per-
formed on any of the data sets used.

For the results for the adaptive time window and batch selec-
tion approaches reported in this paper, SVMs were used as base
learner in these frameworks, because of their good performance
and the availability of efficient error estimators [20,26]. But since
the performance of any classification learner can be estimated
by e.g. cross-validation or leave-one-out error estimation, these
frameworks are not restricted to the use of SVMs as base learner,
but can be applied with any other classification learner.

3 Adapting Ensemble Methods to Drifting

Streams

This section presents a novel ensemble method for data streams,
which has some appealing properties in the presence of concept
drift. Subsection 3.1 motivates the use of ensembles methods for
streaming data, and it briefly reviews existing approaches. The
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idea behind the ensemble method presented here is sketched in
subsection 3.2. In 3.3 the ensemble algorithm is adapted to a
streaming scenario with concept drift.

3.1 Ensemble Methods for Data Stream Mining

In the recent years many algorithms specifically tailored towards
mining from data streams have been proposed. The goals of the
algorithms vary, depending on the assumed scenarios. Apart from
being able to cope with concept drift, scalability is one of the most
important issues. For very large datasets, the induction of classi-
fiers like decision trees is very efficiently possible: Using a sampling
strategy based on Hoeffding bounds, the VFDT algorithm effi-
ciently induces a decision tree in constant time [10]. An extended
version of this algorithm updates the tree based on a time window
of fixed length, which allows to compensate concept drift up to a
certain degree [19]. By combining several trees to an ensemble of
classifiers, techniques like bagging [7] and boosting [13] have been
shown to significantly improve predictions for many datasets. For
some of these ensemble algorithms corresponding online variants
for data streams have been suggested, see e.g. [39,35].

The SEA algorithm [49] induces an ensemble of decision trees
from data streams and explicitly addresses concept drift. It splits
the data into batches and fits one decision tree per batch. To
predict a label, the base models are combined by an unweighted
majority-vote, similar to bagging. As soon as the number of base
models exceeds a user specified constant, models are discarded
using a heuristic approach. The authors do not report an increase
in classification performance compared to a single decision tree
learner, but state that the ensemble recovers from concept drifts.
The recovery time of this approach seems unnecessarily long, as it
only exchanges one model in each iteration and uses no confidence
weights.

Another interesting approach [11] is based on unweighted base
learners similar to Random Forests [8]. It exploits example selec-
tion to include only useful older data into the training set. Exam-
ples from earlier batches are only included if predicted correctly
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by both, the latest model and a recent (assumed optimal) one.
Cross-validation experiments may still cause the learner to dis-
card all old examples and to rely on a new model that has been
learned from scratch. This allows to adapt more quickly to sud-
den drift than possible with SEA. However, as the author points
out, it is a heuristic selection strategy. Further disadvantages are
the required assumption of a fixed marginal distribution, that is
a fixed probability to observe a specific instance, regardless of its
label, and high computational costs if a different base learner is
used.

A recent theoretical analysis suggests, that weighted base lear-
ners are a preferable alternative in domains with concept drift [29].
The analyzed AddExp algorithm steadily updates the weights of
experts (base models in an ensemble), and adds a new expert
each time the ensemble misclassifies an example. The new ex-
perts start to learn from scratch, using a weight that reflects the
loss suffered by the ensemble for the current example. All experts
are continuously trained on all new examples. The main results
reported for AddExp are more of theoretical interest, because
the original version requires to maintain an unreasonably large
number of experts, and more efficient variants rely on heuristics.

More practically oriented work that addresses learning from
data streams in a similar fashion is described in [48] and [54]. The
former of these approaches trains a weighted fixed-size committee
of incremental decision trees, all of which are updated whenever
a new example arrives. At each point in time the performance
of all base models is estimated based on a window of fixed size.
Poorly performing models are discarded and replaced by a new
decision tree, trained from all subsequently read examples. A dis-
advantage of this fixed number of base classifier approach is that
it does not induce ensembles of diverse base models, like boost-
ing algorithms do by appropriately re-weighting examples. The
approach rather leads to redundant ensembles, because the ex-
amples are not weighted individually for different base learners,
and the most recent parts of the training sets are identical. Up-
dating all incremental decision trees simultaneously may turn out
to be expensive during concept drifts. It still cannot be expected
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to outperform adapting time window approaches, as it implicitly
maintains heuristically derived weights for the most recent exam-
ples.

The approach presented in [54] reads training data in batches,
and it trains one classifier per batch. Even during stationary
phases without drift, no classifier is ever trained from more than
a single batch. Consequently, large batch sizes are required. The
performance of each classifier is estimated based on just the most
recent classified batch in each iteration, and the inverse (esti-
mated) error rate is used to weight the model. The authors prove
that – given that the estimates are precise – this weighting scheme
outperforms a single classifier trained from all the data during
concept drift. This result is not surprising, especially if compared
to boosting, where an improvement in accuracy is expected for
each additional base model, given that exact estimates are pro-
vided. However, the presented approach does not weight examples
as done by boosting procedures. As a consequence, introducing
diversity into ensembles is possible only by applying heuristics
during a pruning procedure, an aspect that is similar to SEA.

Sec. 3.3 extends the efficient boosting procedure presented in
Sec. 3.2 to streams. It trades off predictive performance versus
scalability. To this end, the online algorithm reads examples ag-
gregated to batches and decides for each batch, whether to add
a new expert to the ensemble or not. Unlike in SEA and simi-
lar algorithms, the base models of the ensemble are combined by
a weighted majority vote. Subsequent models are trained after
re-weighting the examples of the new batch, and each new base
classifier model is assigned a weight that depends on both, its
own performance and the performance of the remaining ensemble.
Adaptation to concept drift works by continuously re-estimating
the weights of all ensemble members, similar to the procedure
presented in [54], but with each weight fit to the residuals of the
(already) weighted ensemble of previous base models. This last
aspect is very similar to logistic regression, with the predictions
of the base models acting as constructed features.
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3.2 Ensemble Generation by Knowledge-Based

Sampling

As a motivation for the subsequently presented knowledge-based
sampling (or example weighting) technique, Fig. 4 illustrates the
main idea for a simplified concept drift scenario. The underly-
ing assumption is, that during a concept drift all examples are
sampled from a mixture distribution, which can be thought of as
a weighted combination of two pure distributions characterizing
the target concepts before and after the drift. In the figure the
initial target concept is simply referred to as Concept 1. Exam-
ples are sampled from a corresponding stationary distribution up
to the first dotted vertical line. A learning algorithm may simply
induce a model from all the data, which will predict Concept 1.
Now, as the drift starts and a Concept 2 overlaps Concept 1, this
model will show a decreasing accuracy. Please note, that in the
intermediate batches the label can best be described as a prob-
abilistic combination of different concepts. Even if for the pure
concepts the label depends on the features deterministically, the
perfect model in between the two concepts can only be derived in
terms of Bayes’ optimal decision rule. For simplicity we assume
diametral concepts in the figure, and a correctly trained model
for Concept 1 when the drift starts. In this situation there is a
point in time (a batch), up to which the Bayes’ optimal classi-
fier predicts Concept 1. This can be concluded from the assumed
generative model, because whenever there is a conflict between
both concepts, then Concept 1 is more likely to be correct. The
point up to which knowing about Concept 2 is useless for making
predictions is shown as a thick dotted vertical line in Fig. 4. After
that point it is optimal to purely predict Concept 2. However,
it just is not clear how to induce an appropriate model without
seeing a few batches sampled from a pure corresponding distri-
bution. Such batches are available to the learner only after the
last dotted vertical line, but between the second and last line we
would already like to predict Concept 2.

One of the main motivations for the boosting-like algorithm
presented in this work is that, given an accurate model for Con-
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Fig. 4. Continuous concept drift, starting with a pure Concept 1 and ending with
a pure Concept 2. In between, the target distribution is a probabilistic mixture. It
is optimal to predict Concept 1 before the dotted line, and Concept 2, afterwards.

cept 1, it allows to decompose the mixture distribution during
the concept drift. Thus, it is possible to construct a sample with
respect to Concept 2 as soon as the drift starts (first dotted
line). This look-ahead strategy is inherently different from all ap-
proaches discussed in Sec. 3.1, and it allows to adapt to drift very
quickly. The main reason is that it exploits more of the informa-
tion encoded in the stream. Please note, that even between the
thick and the final dotted lines the model for Concept 1 is not
useless, because it still helps to “purify” subsequent batches by
subtracting the deprecated Concept 1. The resulting model is a
probabilistic ensemble classifier, for which Bayes’ optimal decision
rule can explicitly be applied when crisp predictions are required.

The algorithm introduced in this paper is based on the sam-
pling strategy suggested in [45]. Patterns are discovered itera-
tively. A pattern that is found in one iteration extends the user’s
prior knowledge in the next one. In each iteration the sampling
procedure produces training sets that are “orthogonal” to the
combined probability estimate corresponding to the prior know-
ledge. This aspect is very close to boosting classifiers. The idea
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of removing prior knowledge by biased sampling is formulated in
terms of constraints. Formally, this step defines a new distribu-
tion, as close to the original function as possible, but orthogonal to
the estimates produced by available prior knowledge. Technically
this step can be realized by introducing example weights. As a
result of switching distributions, the evaluation metrics for model
candidates – when applied to these kinds of training sets – are
“blinded” regarding the parts of the data that can be concluded
from prior knowledge. All that is accounted for in the next itera-
tion is the unexpected component of each model. In the scope of
this paper the only kind of “prior” knowledge are the base models
yielded by preceding iterations.

For a given instance space X and nominal class attribute Y
examples are expected to be sampled i.i.d. from an initial distri-
bution D : X ,Y → IR+. Let h : X → Y denote a base model from
hypothesis space H, predicting a class.

As a first constraint, the new distribution D′ to be constructed
should no longer support the knowledge encoded in the hypothesis
h. This means that, with respect to D′, the observation of any
fixed label y∗ should be independent of all possible predictions
h(x) = y′:

(∀y∗, y′ ∈ Y) : Px,y∼D′ [y = y∗ | h(x) = y′] = Px,y∼D′ [y = y∗] (1)

If eq. (1) did not hold, then the same hypothesis would allow
to derive further information about the true label’s conditional
distribution given the prediction of h.

As a second constraint, the probability of observing a specific
class y∗ ∈ Y and the probability of a specific prediction y′ ∈
Y should not change from D to D′; it is sufficient and possible
to remove only the correlation between the true label and the
predicted label:

(∀y∗ ∈ Y) : Px,y∼D′ [y = y∗] = Px,y∼D [y = y∗] (2)

(∀y′ ∈ Y) : Px,y∼D′ [h(x) = y′] = Px,y∼D [h(x) = y′] (3)

Eq. (2) ensures that the class skew does not change, which would
result in an implicitly altered cost model for misclassifying exam-
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ples [14]. Eq. (3) avoids to skew the marginal distribution unne-
cessarily.

Finally, within each partition sharing the same predicted label
y′ and true class y∗, the new distribution is defined proportionally
to the initial one; having a hypothesis h as prior knowledge, all
instances within such a partition are indistinguishable. Changes
to the conditional probabilities within one partition prefer some
instance over the others, despite their equivalence with respect to
the available prior knowledge. This translates into the following
constraint:

(∀x, x′ ∈ X )(∀y∗, y′ ∈ Y) : Px,y∼D′(x = x′ | h(x) = y′, y = y∗)

= Px,y∼D(x = x′ | h(x) = y′, y = y∗) (4)

Constraints (1)-(4) induce a unique target distribution. The fol-
lowing definition eases notation.

Definition 1. The Lift for a given hypothesis h : X → Y, pre-
dicted class y′ ∈ Y, and true class label y∗ ∈ Y is defined as

Lift
(h)
D (y′ → y∗) :=

Px,y∼D [h(x) = y′, y = y∗]

Px,y∼D [h(x) = y′] · Px,y∼D [y = y∗]

Similar to precision, Lift measures the correlation between a spe-
cific prediction and a specified true label. A value larger than 1
indicates a positive correlation.

Theorem 1. For any initial distribution D and hypothesis h ∈
H, constraints (1)-(4) are equivalent to

∀〈x, y〉 ∈ X × Y : PD′(x, y) = PD(x, y) ·
(

Lift
(h)
D (h(x) → y)

)−1

.

A proof is given in [45]. Theorem 1 defines a new distribution to
sample from, given a hypothesis h as prior knowledge. Assuming
a single hypothesis is not very restrictive, since it is possible to
directly incorporate each new base model into a single ensemble
classifier. In a classical learning scenario without concept drift, the
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1. Initialize D1 with the uniform distribution over the example set
E = 〈x1, y1〉, . . . , 〈xm, ym〉.

2. For i = 1 to n do // n: user given number of iterations
(a) Call BaseLearner(Di, E) to find an accurate model hi : X → Y.

(b) Compute Lift
(hi)
Di

(y′ → y∗) applying definition 1.

(c) Di+1(xj , yj)← Di(xj , yj) ·
“

Lift
(hi)
Di

(h(xj)→ yj)
”−1

for all 〈xj , yj〉 ∈ E .

3. Output {h1, . . . , hn} and the Lift values. Predict P (y | x) with eq. (5).

Fig. 5. Algorithm KBS (Knowledge-Based Sampling)

theorem can directly be applied iteratively [46,44]: Base model hi

is selected based on distribution Di. Distribution Di+1 is defined
by applying theorem 1 to Di and hi. A corresponding knowledge-
based sampling algorithm (KBS) which is not tailored towards
learning from streams is depicted in Fig. 5. It boosts weak base
learners and has empirically been shown to be competitive to
AdaBoost and LogitBoost [44].

The inverse of the re-weighting strategy allows to approxi-
mately reconstruct the original distribution D1 as a combination
of the single hypotheses. The following formula estimates the odds
β(x) based on {h1, . . . , hn}, a sequence of n hypotheses, each of
which is the result of a separate iteration of learning:

β(x) :=
P (y = +1)

P (y = −1)
·

n∏

i=1

Lift
(hi)
Di

(hi(x) → y = +1)

Lift
(hi)
Di

(hi(x) → y = −1)
(5)

This allows to compute estimates of the conditional probabilities
as

P (y = +1 | x) ≈
β(x)

1 + β(x)
. (6)

The re-weighting scheme used by KBS makes base classifiers
rank models according to their contribution to the overall accu-
racy: After KBS “samples out” a model h, the accuracy of all
overlapping (correlated) models with respect to the new distri-
bution is reduced according to the degree of overlap. Because of
constraint (1), the Lift of the subset with a common prediction
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h(x) is 1. For a given model h : X → Y predictive accuracy (Acc)
can be rewritten as

Acc(h) =
∑

y∗∈Y

P (h(x) = y∗)P (y = y∗)Lift
(h)(h(x) → y∗), (7)

which is a linear combination of the corresponding Lift values
of the covered subsets. Using examples that were re-weighted
with respect to a given model h, the base classifier favors mo-
dels according to their independent contributions [14,46]. Similar
to other boosting approaches, the example weights anticipate the
expectation given the previously trained models. As motivated be-
fore, this is especially useful for handling smooth concept drifts.
While sudden drifts require a quick detection and a way to rapidly
adjust the working hypothesis, for smooth drifts it is better to col-
lect information on the new target concept over a period of time.
Especially if the preceding concept has been identified accurately
at the point in time when a drift starts, removing the knowledge
about the current concept from the data allows to decompose
mixture distributions as required.

3.3 A KBS-strategy to learn drifting concepts from

data streams

The original KBS-algorithm (Fig. 5) assumes that the complete
training set is available in main memory. The first step to adopt
to data streams is to read and classify examples iteratively. For
subsequent learning steps the re-weighting strategy of KBS allows
to compute example weights very efficiently. The data is assumed
to arrive in batches, each large enough to train an initial version
of a base classifier.

The sizes of the training sets that are effectively used for each
model are determined dynamically by the algorithm. Processing a
new batch yields two ensemble variants. The first variant appends
the current batch to the cache used for training in the last itera-
tion, and it refines the latest base model accordingly. The second
variant adds a new model, which is trained using the latest batch,
only. Only the ensemble variant performing better on the next
batch is kept.
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Initialize empty ensemble M := ∅.
While not end of stream, do

1. Read next batch Ek in iteration k.
2. Predict P (y | x) for all x ∈ Ek with current ensemble M (eq. (5)).
3. Read true labels of Ek.
4. If alternative ensemble M∗ exists:

(a) Compare accuracy of M and M∗ wrt. Ek.
(b) M← better ensemble, discard worse ensemble.
(c) If M∗ is discarded: E∗ ← Ek−1 (shrink cache to one batch).

5. Initialize D1: Uniform distribution over Ek.
6. For i ∈ {1, . . . , |M|}, do:

(a) Apply hi to make predictions for Ek.

(b) Recompute Lift
(hi)
Di

(y′ → y∗) based on Ek (Def. 1).
(c) Update the Lifts of hi in M.

(d) Di+1(xj , yj)← Di(xj , yj) ·
“

Lift
(hi)
Di

(h(xj)→ yj)
”−1

for all 〈xj , yj〉 ∈ Ek.

7. Call BaseLearner(D|M|+1, Ek), get new model h|M|+1 : X → Y.

8. Compute Lift
(h|M|+1)

D|M|+1
(y′ → y∗) (Def. 1).

9. Add model h|M|+1 (and its Lifts) to ensemble M.
10. If this is the first batch, then E∗ = Ek (no alternative ensemble).
11. Else

(a) E∗ ← E∗ ∪ Ek, (extend cache by last batch)
(b) M∗ ← clone(M)
(c) discard last base model of M∗

(d) repeat steps 5-9 for E∗ and M∗ instead of for Ek and M

Fig. 6. Algorithm KBS-Stream

The strategy serves two purposes. First, for stationary distri-
butions a new model is trained only, if there is empirical evidence
that this increases the accuracy of the resulting ensemble. This
will generally happen if the learning curve of the latest model
has leveled off, see e.g. [22], and the data set is well suited for
boosting. Second, if sudden concept drift (concept shift) occurs,
the same estimation procedure instantly suggests to add a new
model, which will help to overcome the drift.

The second step of adopting KBS to data streams is to fore-
see a re-computation phase in which base model performances are
updated with respect to the current distribution. In fact, we be-
lieve that this is a main advantage of using weighted ensembles in
a concept drift scenario. For stationary distributions the weights
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vary marginally, while for smoothly drifting scenarios they are sys-
tematically shifted and even allow to quantify and interpret the
drift in terms of previously found patterns or models. This will be
discussed in Sec. 3.4. Even sudden drifts do not pose a problem, as
they automatically result in radically reduced weights of previous-
ly trained models, and in high weights of subsequently trained
models, if these parameters are re-estimated from new data. The
response time to drifts is very short. Since the streaming variant of
KBS is closely coupled to the accurate KBS boosting algorithm,
the predictive performance is expected to outperform those of
single base models for many datasets. Pruning of ensembles can
efficiently be addressed during weight re-computation; whenever
a model does not reach a fixed minimum advantage over random
guessing on the latest batch, it is discarded. This is a natural and
common pruning strategy for boosting algorithms, e.g. also found
in the Weka implementation [56] of AdaBoost [13].

The algorithm is depicted in Fig. 6. It loops until the stream
ends. Lines 1-2 apply the current ensemble to the new batch with-
out knowing the correct labels. Lines 3-4 check whether continuing
the training of the latest model with the latest batch outperforms
adding a new model trained on that batch3. Only the better of
these two ensembles is kept. Lines 5 and 6 recompute the Lift pa-
rameters of all base models. To this end, the models are iteratively
applied to the new batch, and the weights are adjusted similarly
to the learning phase. Finally, lines 8-11 train two variants of the
ensemble again, M∗ being the one extending the cache and up-
dating the newest model appropriately, and M being the one that
adds a new model, which is trained using only the newest data.

One degree of freedom is left in line 2: The algorithm may
use M or M∗ to classify the new batch, as the performance of
both is unknown at that time. For the experiments two variants
have been implemented. The first one (KBSstream) always uses
ensemble M∗, since models trained from larger batches are gene-
rally more reliable. The second variant (KBShold out) uses a hold
out set of 30% from the last batch to decide which ensemble to

3 The pseudocode does not assume an incremental base learner, but trains new
models on cached data. For incremental base learners no cache is required.
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use. Alternatively, one could perform more reliable (but also more
costly) cross-validation experiments, or apply the ξα-estimator for
support vector machines [26], which is as efficient as the valida-
tion approach suggested in [11]. However, in our experiments we
found errors due to the hold-out estimation negligible4 compared
to the systematic one-batch-delay between the distributions for
training and application. For this reason we currently do not fur-
ther address this kind of validation.

If incremental base learners are used, then only the latest batch
needs to be stored. The runtime is dominated by adjusting the
most recent model to this data, and by applying all base models
to it. This avoids the combinatorial explosion and memory re-
quirements of advanced time windowing and batch selection tech-
niques, respectively (see Sec. 4.1). Incremental variants exist for
many popular learning algorithms, in particular for decision trees
[52] and support vector machines [42].

3.4 Quantifying Concept Drift

An appropriate combination of several base classifiers often allows
to increase predictive accuracy over that achieved by an average
single classifier. As a disadvantage, the results lose interpretability
to a certain extent. In principle a similar argument also applies in
the context of concept drift, but it is interesting to see, that the
proposed technique allows to extract a different kind of informa-
tion in this setting: It allows to track the kind of drift underlying
the data stream by analyzing the weights of individual base learn-
ers.

Please recall, that unlike methods that continuously retrain
all models [48,29], the KBS algorithm “freezes” all models but
the latest one. The weights of all frozen models are re-estimated
continuously, by applying them in chronological order to the cur-
rent batch, weighting examples accordingly, and by estimating
the Lift values of all models based on these weighted examples.
This is exactly the same procedure as during the training phase,

4 There is one exception that will be reported in Sec. 4.4. It is an extreme case in
which the batch size has been chosen much too small for the algorithm.
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so any significant deviation from the initial model weights indi-
cates a corresponding change of the underlying distribution. An
advantage of using the Lifts as performance estimates is that the
corresponding weight vectors have a clear semantics at different
points in time, and are thus comparable without any additional
artificial normalization. Only the weight of the latest model is
not yet comparable between different iterations, because it is still
continuously refined by the boosting procedure. As model weights
are re-estimated in chronological order, this has no effects on the
remaining ensemble.

The idea of drift quantification is illustrated for the scenario
sketched in Fig. 4, which was discussed in Sec. 3.2 as a moti-
vation for the knowledge-based sampling approach to overcome
concept drift. For simplicity we assume a base learner like a sup-
port vector machine, that continuously improves with additional
training data and does not benefit much from boosting. During
the stationary distribution before the drift, the KBS algorithm
fits a single model to the training data. Let this model capture
the deterministic relation between features and label well. It may
perform differently well when predicting a positive or a negative
label, but the Lifts will vary just marginally from batch to batch,
since the underlying distribution does not change. When the drift
starts, a significant change in the distribution makes the model
perform worse, and the Lift ratios (positive to negative) slowly
approach 1. More interestingly, the re-weighted batch suddenly al-
lows to fit a separate model, which, together with the first model,
has a higher estimated accuracy. The first model is frozen, but
its estimates are continuously updated. The drift takes several
batches, so the new model will first reflect minor effects on the
data. The small Lifts of the second model – estimated on the
re-weighted batch – cause an unbalanced ensemble of these two
models, with the first one having a much higher overall impact.
The second model is now refined throughout the drift and reflects
an increasingly important aspect of the data, while the first model
loses accuracy from batch to batch. Consequently, the Lift ra-
tios and hence the importance of the first model are decreased by
the KBS algorithm, in favor of the second one. If the first model
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Concept Drift

Weight model 1

Weight model 2

Fig. 7. An idealistic change of model weights over time. The solid line depicts a
drift from an initial to a new target concept. The dotted lines show how the base
learner weights reflect the presence of their represented target concepts.

has become useless after the drift, it has no significant advantage
over random guessing (Lift ≈ 1), so it is discarded automatically.
This is not always the case, because different target concepts often
overlap.

Fig. 7 depicts an ideal change of ensemble weights over time
for the described scenario. Until the drift starts, the first base
model is the only one, assumed to be accurate, and it consequently
receives a high weight. This weight is continuously changed based
on estimates of the current accuracy. As this weight decreases,
the importance and weight of model two increases. In this ideal
situation the accuracy is reflected by the maximum of the two
dotted lines, which is optimal with respect to Bayes’ rule. Sec. 4.4
reports corresponding results of experiments with real-world data.

4 Experiments

4.1 Experimental Setup and Evaluation Scheme

In order to evaluate the KBS learning approach for drifting con-
cepts, it is compared to the adaptive time window approach, to
the batch selection strategy, and to three simple non-adaptive
data management approaches.
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Full Memory: The learner generates its classification model from
all previously seen examples, i.e. it cannot “forget” old exam-
ples.

No Memory: The learner induces its hypothesis only from the
most recent batch. This corresponds to using a window of the
fixed size of one batch.

Window of “Fixed Size”: A time window of a fixed size of n =
3 batches is used on the training data.

Adaptive Window: A window adjustment algorithm adapts the
window size to the current concept drift situation (see Sec. 2.3
and [26,25]).

Batch Selection: Batches producing an error less than twice the
estimated error of the newest batch, when applied to a model
learned on the newest batch only, are selected for the final
training set. All other examples are deselected (see Sec. 2.4
and [28,25]).

The performance of the classifiers is measured by prediction er-
ror. All results reported in Sec. 4.2 and 4.3 using three simulated
concept drift scenarios on real-world data are averaged over four
runs, each based on a different random ordering of the examples
into a stream. The results reported in Sec. 4.4 are from a single
run only, because the examples are taken in their real order and
no artificial concept drift is simulated or imposed, but there is a
real concept drift inheret to this real-world data set. The expe-
riments were conducted with the machine learning environment
Yale [12,40], the SVM implementation mySVM [41], and two
learners from the Weka toolbox [56], namely a support vector
machine (SMO-SVM) and a decision tree learner (J48), as well as
the meta-learner AdaBoost provided by Weka.

4.2 Evaluation on Simulated Concept Drifts with

TREC Data

The first set of experiments is performed in an information fil-
tering domain, a typical application area for machine learning me-
thods able to handle drifting concepts [23,27,26]. Text documents
are represented as attribute-value vectors (bag of words model),
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Fig. 8. Relevance of the first topic/concept over time in the concept change scena-
rios A, B, and C, respectively. The relevance of the second relevant topic/concept
is 1.0 - relevance of topic 1.

where each distinct word corresponds to a feature whose value
is the “ltc”-TF/IDF-weight [43] of that word in that document.
The experiments use a subset of 2608 documents of the data set
of the Text REtrieval Conference (TREC). Each of the real-world
business news texts is assigned to one or several categories, five
of which are considered here.

Three concept change scenarios are simulated following the
experimental set-up in [26,28,25]. The texts are randomly ordered
into a stream and split into 20 batches of equal size containing
130 documents each. In all scenarios, a document is considered
relevant at a certain point in time, if it matches the interest of
the simulated user at that time. The user interest changes between
two of the topics, while documents of the remaining three topics
are never relevant. Fig. 8 shows the probability of being relevant
for a document of the first category at each batch for each of
the three scenarios; this also implies the probability of the second
(sometimes) relevant topic. Scenario A is an abrupt concept shift
from the first to the second topic in batch 10. In Scenario B the
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Full No Fixed Adaptive Batch KBS KBS

Memory Memory Size Size Selection stream hold out

Scen. A 21.11% 11.16% 9.03% 6.65% 6.15% 6.89% 5.88%

Scen. B 21.30% 12.64% 9.76% 9.06% 9.33% 8.64% 9.50%

Scen. C 8.60% 12.73% 11.19% 8.56% 7.55% 10.11% 8.27%

Table 1. Error of all time window and example selection methods vs. KBS.

user interest changes slowly from batch 8 to batch 12. Scenario
C simulates an abrupt concept shift in the user interest from
the first to the second topic in batch 9 and back to the first in
batch 11. Tab. 1 compares the results of all static and adaptive
time window and batch selection approaches on all scenarios in
terms of prediction error [26,28,25] to the two variants of KBS.
The results are averaged over four runs with different random
orderings of the examples. In all cases the learning algorithm was
a support vector machine (SVM) with linear kernel.

The KBS algorithm manages well to adapt to all three kinds of
concept drift. Tracking the ensembles revealed, that during stati-
tionary distributions the current model was continuously refined.
After a concept shift (scenario A) a new model was trained, and
the old model received a significantly lower weight. It was not dis-
carded, however, since it still helped to identify the three topics
which are always irrelevant. The hold out set helped to identify
the better of the two ensembles reliably at classification time.
In scenario B five or more models were trained. The ensemble
accurately adopted to the drift, but at classification time the sys-
tematic one-batch-delay of the hold out estimate was sometimes
misleading. In scenario C the full memory approach is already
competitive to all but the batch selection scenario. Without the
hold out set KBS applies the depreciated model one iteration too
long for each concept shift. This delay increases the error rate
by about 2%. This problem is circumvented by using a hold out
set. In essence the KBS algorithm performed very well on this
domain, and it even outperformed computationally more expen-
sive approaches. Only in scenario C the batch selection method
is clearly superior, probably because it is the only method able to
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Fig. 9. TREC data, scenario A: Error rate over time for the non-adaptive methods
versus the adaptive time window approach.

concatenate the data before the first and after the second concept
shift to a single training set.

While Tab. 1 lists the error rates of the different learning
strategies averaged over time, i.e. over all batches, and over all
four repeated runs of the experiments, figures 9 to 12 show the
error rates of the different learning strategies over time, i.e. at
each batch, also averaged over all runs.

Fig. 9 compares the non-adaptive methods to the adaptive
time window approach in concept drift scenario A. Always learn-
ing on all available labeled data ignoring any possible concept drift
that may have happened (Full Memory) leads to good generaliza-
tion and consequently low error rates as long as no concept drift
occurs. But as soon as a concept drift occurs, the error rate goes
up and only very slowly decreases again, because all the old data,
which is no longer representative for the current target concept,
still is part of the training set and hinders effective learning.

The opposite approach of not storing any old data except for
the last labeled batch (No Memory) allows a maximally fast adap-
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Fig. 10. TREC data, scenario A: Error rate over time for the adaptive time window
and batch selection techniques versus the two KBS variants.

tation to concept drift and a correspondingly quick recovery of
the error rate. However, the baseline error of this second simple
strategy in phases without concept drift is comparatively high,
i.e. more than twice as high as that of the other strategies, and
hence the overall averaged error rate listed in Tab. 1 is also not
so favorable.

Using a sliding time window of Fixed Size means a compro-
mise between these two extremes, i.e. an acceptable baseline error
and a better recovery speed than the full memory method, but the
comparison with the two extremes shows, that the performance of
such a static window approach is only a compromise and trade-off
between adaptability in phases with concept drift and low error
rate in stable phases and hence still leaves a lot of potential for im-
provements for more adaptive strategies. The described behavior
of the non-adaptive methods also explains their high error rates in
Tab. 1 and motivates the use of adaptive approaches to handling
concept drift.
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Fig. 11. TREC data, scenario B: Error rate over time for the adaptive time window
and batch selection techniques versus the two KBS variants.

The Adaptive Window approach is able to combine the good
generalization performance of the full memory method in stable
phases without concept drift by keeping as much still representa-
tive data as possible with the fast adaptability of the no memory
method by dropping all misleading old data immediately when
the drift occurs. Hence the adaptive time window manages to
combine the advantages of the two static extremes by adapting
to the current extent of drift.

Fig. 10 compares the adaptive time window and batch selec-
tion strategies to the two variants of KBS in the same concept
drift scenario A. Like adaptive time window and batch selection,
both KBS variants achieve low baseline error rates and adapt
quickly to the concept drift. Using a hold-out set allows KBS to
quicker adapt to the drift and consequently a quicker recovery of
the error rate.

Also in concept drift scenario B, as Fig. 11 shows, the two
variants of KBS exhibit a similar behavior in terms of error rate
over time to the adaptive time window and batch selection strate-

28



0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

1 2 4 6 8 10 12 14 16 18 19

E
rr

or
 R

at
e

Batch

Adaptive Window
Batch Selection

KBS stream
KBS hold out

Fig. 12. TREC data, scenario C: Error rate over time for the adaptive time window
and batch selection techniques versus the two KBS variants.

gies as far as the low base line error and the adaptability to the
drift are concerned. In concept drift scenario C depicted in Fig. 12
applies the same, if KBS uses a hold-out set, but KBS does not
adapt as quickly without the hold-out set. In this scenario with a
re-occurring target concept, the batch selection strategy has the
advantage of being able to re-use old data from before previous
concept drifts and to do so quickly and thereby slightly outper-
forms the other approaches. However, even in this scenario and
even more so in the other scenarios, KBS performs competitively
well or even better as shown by the behavior over time in the
plots and the overall average error rate in Tab. 1.

4.3 Evaluation on Simulated Drifts with Satellite

Image Data

The second set of experiments used the satellite image dataset
from the UCI library [6], a real-world dataset for classification.
It contains no (known) drift over time, so we simulated concept
drifts with the same technique as described in Sec. 4.2: The data
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J48 J48 AdaBoost+J48 KBS KBS

Fixed Memory Full Memory Full Memory stream hold out

Scen. A 11.06% 21.65% 20.51% 9.50% 9.43%

Scen. B 11.25% 21.22% 19.93% 11.60% 10.92%

Scen. C 12.70% 10.83% 9.50% 11.55% 10.45%

Table 2. Averaged prediction errors for satellite image dataset.

set was randomly ordered into a stream and split into 20 batches
of equal size (321 examples per batch) and only two (grey soil and
very damp grey soil) of the six classes were selected to be relevant.
The same three drift scenarios A-C as in Sec. 4.2 were simulated,
where the two selected classes corresponded to the two selected
topics in the TREC experiments. The results are averaged over
four runs with different random orderings of the examples.

Since decision trees are a more typical base learner for ensem-
ble methods, we chose the J48 algorithm from the Weka toolbox
as base learner for the experiments on this data set. We compared
KBS to the non-adaptive fixed size window (of 3 batches) and
full memory strategies. In addition to running J48 stand-alone,
we also run AdaBoost on top of J48. For all runs the default
settings of the learners were used. The results are listed in Tab. 2.
Unlike for the experiments on the TREC data, the results of KBS

could always be improved by using a hold out set. As before, Sce-
nario C can well be tackled by a full memory approach, which is
exploited by AdaBoost. For the other scenarios KBS is better
than the fixed size window learner, and much better than the full
memory approach.

4.4 Handling Real Drift in Economic Real-World Data:

Predicting Phases in Business Cycles

The third evaluation domain is a task from economics based on
real-world data exhibiting real concept drift. The quarterly data
describes the West German business cycles from 1954 to 1994 [16].
Each of the 158 examples is described by 13 indicator variables.
The task is to predict the current phase of the business cycle of the
West German economy. In accordance to findings from Theis and

30



Full No Fixed Adaptive Batch KBS KBS

Memory Memory Size Size Selection stream hold out

5 batches 32.80% 27.20% 24.00% 24.80% 24.80% 24.60% 17.46%

15 batches 28.08% 28.77% 20.55% 24.80% 23.29% 26.03% 28.77%

Table 3. Prediction error for business cycle data.

Weihs [51], we use two phases instead of four for the description
of the business data, as described in [37].

The following experiments compare the performance of the
KBS data stream algorithm to previously reported results [24],
so the same number of batches (5 and 15) were used. The timely
order of the examples (quarters) was preserved and no artificial
concept drift was simulated. Hence the results are from a single
run only and not averaged over several runs like in the previous
sections, because the examples are taken in their real order and
no artificial concept drift is imposed, but there is a real concept
drift inheret to this real-world data set as demonstrated by pre-
vious experiments [24]. All approaches compared here use support
vector machines (SVMs) as their base learners.

The results of these two evaluations are shown in Tab. 3. The
column for the fixed time window approach lists the results for
the fixed size that performed best. The fact that this approach
performs well may be due to the cyclic nature of the domain. How-
ever, the size is generally not known in advance, and as shown in
[24] using other fixed window sizes, leads to significant drops in
performance. The results for 15 batches shows that KBS does not
perform well, if each batch consists of less than a dozen examples.
The reason is that it is not possible to get reliable probability
estimates from such small data sets. The algorithm could cache
older data in such cases, but it is more reasonable to choose larger
batch sizes. Using just 5 batches (31 examples) already improves
the situation, so KBS performs similar to the fixed size, adaptive
size, and to the batch selection approach. The hold out set turns
out to be surprisingly effective for larger batches. This result pro-
vides first evidence that KBS is able to adapt classifier ensembles
to different kinds of concept drift found in real-world datasets.
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4.5 Empirical drift quantification

The final experiments of this article investigate whether the claims
made in Sec. 3.4 are realistic in practice. Two examples extracted
during real experiments with the TREC data are presented to
illustrate, how KBS base model weights allow to characterize kind
and intensity of concept drifts in practice. No sophisticated me-
thods for pruning or model evaluation during learning are applied,
in order not to falsify any results. In the experiments the four
Lift values of models making boolean predictions are reduced
to a single weight per model. For Y = {−1, +1} a model that
estimates odds ratios as described by eq. (5) is transformed into
a classifier of the form

ŷ := sign

(

w0 +
n∑

i=1

wihi(x)

)

,

with offset weight w0 and model weights w1, . . . , wn ∈ IR. Weight
vectors could be re-weighted, but are not in the following figures,
in order to ease the comparison of model impacts from one itera-
tion to the next. The transformation works by (i) considering only
the Lift and prior ratios, which results in two weights per model
and one “offset” term, (ii) transforming the corresponding Bayes
optimal decision function by applying the logarithm, which results
in a linear model, and (iii) centering the two weights per model
by shifting offsets to the constant model-independent term w0, so
that a single weight suffices.

Fig. 13 exemplarily shows the weights of the base classifiers for
a KBS application over time. As before, the algorithm is applied
to the TREC dataset with a simulated concept shift (scenario
A), using a support vector machine with linear kernel as the base
learner. The base models are all trained over a period of time,
and afterwards only their weights are adjusted. The performance
of the initial model is directly estimated from the (unweighted)
most recent batch. Model weights are upper-bounded artificially
in the figure to ease visualization. Until the concept shift occurs
in the middle of the figure, the first model is refined by extending
the training set batch by batch. That way, the model reaches high
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confidence, which varies a bit due to estimates based on small
batches (130 examples). The first batch sampled from the new
distribution already decreases the weight of the initial classifier
rapidly. The classifier is “frozen”, and KBS introduces a second
classifier, which is now refined for several iterations. The first
model still turns out to be useful, but with a negative weight,
which indicates that the opposite of the initial target concept is
correlated to the new target concept. The precise weights of both
models vary a bit, but converge after a while. Refining the second
model by further examples does no longer improve the overall
accuracy, so at this point the KBS estimates freeze the second
model as well, and it introduces a third one. This step allows
to increase the expressiveness of the underlying model language
wherever this seems promising.

The second experiment provides a realistic counterpart to the
motivating example with slow concept drift (scenario B), which
has been presented in Sec. 3.1. Fig. 14 shows how the weights
of all involved base models change over time. Just one “outlier
model”, which is directly removed from the ensemble by the KBS

algorithm after induction, has been removed from the figure, in
order not to overload the figure. The initial model reaches a high
weight during the first stationary phase, which reflects highly con-
fident predictions. The confidence decreases rapidly during the
drift, and after only a few batches sampled from a new station-
ary target distribution, the initial model is even discarded by the
learner (batch 16). Two new models are introduced during the
drift, which both quickly lose weight as the first target concept
diminishes. Please recall, that KBS re-weights the batches as if
they were sampled from the pure target distribution of the new
concept. In this sense, the early batches during the drift can be
considered to have a higher noise level than later ones, which
explains the decreasing weights. The learner still fits each clas-
sifier based on a couple of consecutive batches during the drift.
Reaching the new stationary distribution, the weights of both in-
termediate models converge, because they contain a fixed amount
of information about the new target concept. The final model is
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Fig. 13. Base model weights of a KBS ensemble for the simulated scenario A on
the TREC data. Only the most recent model is refined, the others are frozen and
just continuously re-weighted with respect to the latest batch. The concept shift
occurs where the weight of the initial model drops drastically (batch 10).

induced after the drift ends, at a point where the previous model
weights have almost converged.

Although the curves are not as simple as in the ideal case
sketched earlier, the example illustrates how the weights of base
learners can be used to identify the kind and degree of a concept
drift underlying a data stream. We expect a higher robustness of
the sketched quantification property as the batch size for estima-
ting base model performances increases.

5 Conclusion and Future Work

This paper presents a new ensemble method for learning from
data streams. At each iteration, base models are induced and
re-weighted continuously, considering the latest batch of exam-
ples, only. Unlike other ensemble methods, the proposed strategy
adapts very early and quickly to different kinds of concept drift.
The algorithm has low computational costs. It has empirically
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Fig. 14. Base model weights for another KBS ensemble trained for the simulated
concept drift scenario B on the TREC data.

been shown to be competitive to, and often to even outperform
sophisticated adaptive window and batch selection strategies. As
a further advantage, it allows to track the kind and extent of
concept drift.

Interesting directions for future work are evaluations of more
precise and robust strategies to estimate model weights and com-
parisons of different pruning techniques. In addition to the pre-
sented alternatives, to either refine the latest model or to add a
new one to the ensemble, other variants like learning from scratch
or from up to a few batches could continuously be evaluated in
parallel. This would allow to replace a complex ensemble by a sin-
gle, equally well performing base model during stationary phases.
Based on more precise model weights gained by cross-validation
or similar techniques, the drift quantification property of KBS

could be extended to predict the kind of drift to be expected
in the near future. Approaches like linearly extrapolating the re-
cently observed drift should be compared to more complex ones,
like meta-learning. Finally, a comparison of all recently proposed
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techniques for classifier induction in the presence of concept drift
on standardized simulated drift scenarios would be desirable.
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