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Abstract. A common problem in linear regression is that largely aberrant values can strongly influence the results. The least quartile difference (LQD) regression estimator is highly robust, since it can resist up to almost 50\% largely deviant data values without becoming extremely biased. Additionally, it shows good behavior on Gaussian data – in contrast to many other robust regression methods. However, the LQD is not widely used yet due to the high computational effort needed when using common algorithms, e.g. the subset algorithm of Rousseeuw and Leroy. For computing the LQD estimator for \( n \) data points in the plane, we propose a randomized algorithm with expected running time \( O(n^2 \log^2 n) \) and an approximation algorithm with a running time of roughly \( O(n^2 \log n) \). It can be expected that the practical relevance of the LQD estimator will strongly increase thereby.

1 Introduction

Finding relationships between different variables is a common and multidisciplinary problem. Assuming a linear dependence between two variables, this relationship can be estimated by applying linear regression methods. Least squares (LS) is one of the most popular regression methods since it is computationally simple and it has minimal variance for Gaussian distributed data. However, the LS estimator can be strongly influenced by outlying values. The aim of robust regression in the plane is to fit a straight line through a set of two-dimensional points in such a way that outliers do not affect the fit.

To quantify the robustness of an estimator, Donoho and Huber \cite{4} define the \textit{(finite sample) breakdown point} as the smallest fraction of data points that needs to be changed to have an unbounded effect on the estimate. Thus here, the term 'robust' stands for a high breakdown value. The LS estimator is not robust, as its breakdown value is \( 1/n \), i.e. a single outlier can have arbitrarily large effects on the estimation.

The least quartile difference (LQD) estimator, introduced by Croux, Rousseuw and Hössjer \cite{3}, has a breakdown point of \( [n/2]/n \) if the data fulfill certain requirements. This means, that up to 50\% of the data can be contaminated without ruining the fit. Also, 50\% represents an upper bound for the breakdown point in the class of regression-equivariant estimators. An example for the importance of a high breakdown point is given in Fig. 1.

\textsuperscript{*} The financial support of the Deutsche Forschungsgemeinschaft (SFB 475, Reduction of complexity in multivariate data structures) is gratefully acknowledged.
Further, the LQD estimator shows a much better performance at Gaussian distributed errors than other maximum breakdown methods such as least median of squares (LMS) [9] or least trimmed squares (LTS) regression [11]. Deepest regression (DR) [10] shows similar behaviour as the LQD for normally distributed samples but does not have a maximum breakdown value. As a drawback, robust regression methods generally need more computation time than non-robust methods. To make the above mentioned methods feasible for practical applications, some research has been carried out for enhancing their computational speed and for geometrical interpretations of the regression problem (see e.g. [6] and [8] for LMS, [12] for LTS, and [7] for DR).

For the definition of the LQD estimator, consider a line $L : y = \beta x + \alpha$ with slope $\beta$ and intercept $\alpha$, and let

$$r_i(L) = y_i - \beta x_i - \alpha$$

denote the residual of the point $p_i = (x_i, y_i)$ with respect to the line $L$. Further, denote the residual difference of the points $p_i$ and $p_j$ by

$$r_{i,j}(L) = r_i(L) - r_j(L) = (y_i - y_j) - \beta (x_i - x_j).$$

For data in the plane, the least quartile difference (LQD) estimator, introduced by Croux, Rousseeuw and H"{o}ssjer [3], is defined as follows:

**Definition 1.** Consider $n$ points $p_i = (x_i, y_i) \in \mathbb{R}^2$, and let $h = \lfloor (n + 3)/2 \rfloor$. The LQD solution to the regression problem is given by the slope of the line $L$ which minimizes the $\binom{n}{2}$th order statistic of $\{|r_{i,j}(L)| \mid 1 \leq i < j \leq n\}$.

The intercept of the LQD regression fit with slope $\hat{\beta}$ has to be estimated afterwards, e.g. by $med\{y_i - \hat{\beta} x_i \mid 1 \leq i \leq n\}$. The exact algorithm Croux, Rousseeuw and H"{o}ssjer propose needs time $O(n^5 \log n)$. Another possibility to
compute the LQD regression fit is to adapt LMS or least quantile of squares (LQS) algorithms. The adaption proposed by Croux, Rousseeuw and Hössjer leads to a running time of $O(n^4)$, if the algorithm of Edelsbrunner and Souvaine [6] for LMS is used. Agulló [1] proposes an approximation algorithm for LQD, but only gives empirical running time results.

Due to the high computational effort needed when using common algorithms, the LQD is not widely used, yet. However, Dryden and Walker [5] propose to use it for object matching in biology and Mebane, Sekhon and Wand [13] use the LQD fit to detect outliers in vote counts.

A presentation of the LQD problem from the geometric point of view is stated in Sect. 2 while Sect. 3 and Sect. 4 give a more detailed description of the single steps of the algorithms. Finally, Sect. 5 compares the running times of the described algorithms.

2 Solving the LQD geometrically

In their article, introducing the LQD estimator, Croux, Rousseeuw and Hössjer [3] propose to use the subset algorithm developed by Rousseeuw and Leroy [11]. This algorithm is based on examining subsets of the data points that determine local solutions. The $(\frac{h}{2})$th order statistic of the absolute residual differences of a local solution can be computed in time $O(n \log n)$. Croux, Rousseeuw and Hössjer propose to examine all $O(n^2)$ or alternatively just $O(n)$ randomly chosen 2-subsets of the data points which needs overall time $O(n^3 \log n)$ or $O(n^2 \log n)$, respectively. However, the resulting algorithm is not exact because the global solution is not necessarily determined by a 2-subset. The exact algorithm they propose needs time $O(n^5 \log n)$.

In contrast, we use the concept of geometric duality which Chazelle, Guibas and Lee [2] propose for solving geometrical problems. Hence, we obtain an expected running time of $O(n^2 \log^2 n)$ for our exact algorithm and a running time of roughly $O(n^2 \log n)$ for our approximation algorithm.

In order to solve the LQD problem geometrically, we redefine it:

**Definition 2 (LQD$^{geom}$ problem).** Consider an input consisting of $n$ points $(x_1, y_1), \ldots, (x_n, y_n)$ in the plane and a positive integer $h$. Transforming the points for $1 \leq i < j \leq n$ to $2\binom{n}{2}$ lines

$$L_{i,j}^+: v = + (x_i - x_j)u - (y_i - y_j)$$

$$L_{i,j}^-: v = -(x_i - x_j)u + (y_i - y_j),$$

leads to a new space with axes $u$ and $v$, which we call modified dual space. Now, the LQD$^{geom}$ problem consists of finding a point $(\beta, r)$, such that $r \geq 0$ is minimal and $\binom{n}{2} + \binom{h}{2}$ lines are below (in relation to the $v$-axis) or intersecting it.

**Definition 3.** Each point on a line with $k$ lines below or intersecting it, is called a point on the $k$-level. If $k = \binom{h}{2} + \binom{n}{2}$, such a point is also called a local solution. Thus, the global solution of LQD$^{geom}$ is the local solution with the minimum $v$-value in modified dual space.
We will show in the next lemma, that an optimal LQD solution is obtained by solving the LQD$^\text{geom}$ problem. An example is given in Fig. 2.

**Fig. 2.** An example for the mapping of the points \{(0, 0.15), (1, 0.8), (3, 2.7), (7, 7.4)\} to the corresponding 12 lines in the modified dual space. The LQD solution for $h = 3$ is determined by the lowest point with nine lines below or intersecting, here: (0.85, 0.2) (marked with ⋄). The bold lines show local solutions. The LQD regression line for a zero-intercept model in primal space is therefore $uy = 0.85x$, and the corresponding third order statistic of the absolute residual differences takes on its minimal value of 0.2.

**Lemma 1.** Let $h = \lfloor (n + 3)/2 \rfloor$. If $(\beta, r)$ is an optimal solution of LQD$^\text{geom}$, then the LQD regression fit has slope $\beta$ and the minimal \(\binom{n}{2}\)th order statistic of \(\{|r_{i,j}(\beta x + \alpha)| | 1 \leq i < j \leq n\}\) is $r$ for arbitrary intercept $\alpha$.

**Proof.** Let $(\beta, r)$ be an optimal solution of LQD$^\text{geom}$ and consider arbitrary $i$ and $j$ with $1 \leq i < j \leq n$ and the corresponding lines $L_{i,j}^+$ and $L_{i,j}^-$. Now, consider the following three cases:

1. $L_{i,j}^+$ and $L_{i,j}^-$ are below or intersecting $(\beta, r)$.
2. One line of $L_{i,j}^+$ and $L_{i,j}^-$ is above $(\beta, r)$ and the other line is below or intersecting $(\beta, r)$.
3. $L_{i,j}^+$ and $L_{i,j}^-$ are above $(\beta, r)$.

The third case does not occur, since $r \geq 0$ and $L_{i,j}^+$ and $L_{i,j}^-$ intersect on the $u$-axis. Recall, that a line $v = au + b$ is below or intersecting a point $(\beta, r)$, iff $a\beta + b \leq r$. In the first case, the stated relations translate to the original problem as follows:

\[
\begin{align*}
L_{i,j}^+ \text{ and } L_{i,j}^- \text{ are below or intersecting } (\beta, r) \iff (x_i - x_j)\beta - (y_i - y_j) \leq r \text{ and } -(x_i - x_j)\beta + (y_i - y_j) \leq r \\
&\iff |(x_i - x_j)\beta - (y_i - y_j)| \leq r \\
&\iff \text{For all intercepts } \alpha : |r_{i,j}(\beta x + \alpha)| \leq r.
\end{align*}
\]
Now, recall that there are \( \binom{n}{2} + \binom{k}{2} \) lines below or intersecting \((\beta, r)\). Because of counting arguments, there are at least \( \binom{k}{2} \) pairs \((i, j)\) such that both lines \(L_{i,j}^+\) and \(L_{i,j}^-\) are below or intersecting \((\beta, r)\). Due to Equation 1, we obtain at least \( \binom{k}{2} \) absolute residual differences smaller than or equal to \(r\) with respect to an arbitrary line with slope \(\beta\). In addition, \(r \geq 0\) is the minimal value, such that \((\beta, r)\) has \(\binom{n}{2} + \binom{k}{2} \) lines below or intersecting it. Therefore, at most \(\binom{n}{2} + \binom{k}{2} - 1\) lines are strictly below \((\beta, r)\) \(((\beta, r)\) has to be located on a line) and due to counting arguments at most \(\binom{k}{2} - 1\) absolute residual differences are strictly smaller than \(r\). Hence, \(r\) is the \(\binom{k}{2}\)th order statistic of \(\{|r_{i,j}(\beta x + \alpha)| \mid 1 \leq i < j \leq n\}\).

We claim, that no other line \(y = \beta' x + \alpha\) leads to a smaller \(\binom{k}{2}\)th order statistic \(r'\). Assume for the sake of contradiction, that there is a slope \(\beta'\) leading to a smaller \(\binom{k}{2}\)th order statistic \(r'\). Due to Equation 1, there are \(2\binom{k}{2}\) lines \(L_{i,j}^+\) and \(L_{i,j}^-\) below or intersecting \((\beta', r')\). Of the remaining \(2\binom{n}{2} - 2\binom{k}{2}\) lines at least \((2\binom{n}{2} - 2\binom{k}{2})/2\) lines are also below or intersecting \((\beta', r')\) (recall, that case three does not occur). Thus, \((\beta', r')\) is a solution to \(\text{LQD}^{\text{geom}}\) with \(r' < r\), which is a contradiction, because \((\beta, r)\) is the global solution to \(\text{LQD}^{\text{geom}}\) (and therefore the local solution with the smallest \(v\)-coordinate). Hence, \(L : y = \beta x + \alpha\) minimizes the \(\binom{k}{2}\)th order statistic of \(\{|r_{i,j}(L)| \mid 1 \leq i < j \leq n\}\).

Note, that the transformation of the input in \(\text{LQD}^{\text{geom}}\) needs time \(O(n^2)\). The transformed data lie in the modified dual space where the LQD solution of the original regression problem is represented by a point. All local solutions with the same value \(r\) are located on a horizontal line. Using this fact, the transformation to the \(\text{LQD}^{\text{geom}}\) problem enables us to use a method that decides in time \(O(n^2 \log n)\) whether a given value \(r\) belongs to a local solution. This decision method is presented in the next section. Hereinafter, we refer to this method as \text{DECIDE}LQD and \text{DECIDE}LQD\((r)\) if \(r\) is the given value.

In a second step, we propose two algorithms that solve the \(\text{LQD}^{\text{geom}}\) problem using \text{DECIDE}LQD in Sect. 4.

### 3 Solving the Decision Problem

In the following, we give a more detailed description of the method \text{DECIDE}LQD, used in the next sections for solving the underlying decision problem. With the term ‘height’ we refer to the size of the \(v\)-coordinate in the modified dual space. Given a height \(r\), we need to decide whether there exists a point at this height with \(\binom{k}{2} + \binom{n}{2}\) lines below or intersecting it.

Let \(\mathcal{H}(r)\) denote the horizontal line at height \(r\). Computing all intersections of \(\mathcal{H}(r)\) with the lines in the modified dual space and sorting them, costs \(O(n^2 \log n)\) time. For the first intersection point in the sorted set of intersection points, the number of lines lying below or on it can be determined quickly: unless there are other horizontal lines - a horizontal line in our construction starts in level \(\binom{n}{2}\). If there are other horizontal lines, we have to add the number of horizontal lines below or on \(\mathcal{H}(r)\) to this level. This is possible in time \(O(n^2)\). We now sift through the intersection points from left to right.
increasing or decreasing the count of subjacent lines, depending on whether the intersecting line has negative or positive slope, in time $O(n^2)$. In this way, it is possible to decide whether a point with $\binom{k}{2} + \binom{n}{2}$ subjacent or incident lines exists for the given height, and, if it exists, to determine that point.

4 Searching for the Optimal Point

To search for the optimal point in the modified dual space we propose two methods, which lead to two different algorithms:

1. A deterministic search based on the geometric mean to get an approximative solution.
2. A randomized search.

In both proposed methods we denote the upper bound for the height of the optimal solution by $r_{\text{max}}$ and the lower bound by $r_{\text{min}}$.

We have shown in Sect. 3, that it is possible to decide with $\text{DECIDE}LQD$ whether a local solution exists at a given height and to determine this solution, if it exists, in time $O(n^2 \log n)$. If $\text{DECIDE}LQD$ decides for some height $r$ in $[r_{\text{min}}, r_{\text{max}}]$ that there is a local solution, we update $r_{\text{max}}$ to $r$. If $\text{DECIDE}LQD$ decides that there is no local solution at height $r$, we update $r_{\text{min}}$ to $r$.

First, it is tested with $\text{DECIDE}LQD(0)$ whether a trivial solution with residual difference 0 exists to assure that $r_{\text{min}} > 0$ when we first determine it. If a trivial solution exists, the algorithm stops and outputs the point determined in the test.

Otherwise, we continue to search for the optimal solution. We propose two algorithms for this, which are described in detail in the next two sections.

4.1 Approximative Search

For a solution with approximation ratio $1 + \varepsilon$ the inequation $r_{\text{max}}/r_{\text{min}} \leq 1 + \varepsilon$ has to hold. If such a solution is found, the approximation algorithm outputs the local solution determined by $\text{DECIDE}LQD(r_{\text{max}})$. Our method to achieve $r_{\text{max}}/r_{\text{min}} \leq 1 + \varepsilon$ is to iteratively calculate the geometric mean $\sqrt{r_{\text{max}}r_{\text{min}}}$, decide with $\text{DECIDE}LQD$ whether a local solution exists at this height in time $O(n^2 \log n)$, and change $r_{\text{min}}$ or $r_{\text{max}}$ to $\sqrt{r_{\text{max}}r_{\text{min}}}$, depending on the decision of $\text{DECIDE}LQD$ until $r_{\text{max}}/r_{\text{min}} \leq 1 + \varepsilon$. However, this is not possible as long as no values for $r_{\text{max}}$ and $r_{\text{min}}$ are known. To obtain an initial value for $r_{\text{min}} > 0$, we test with $\text{DECIDE}LQD$, whether a local solution at the heights $1/(1 + \varepsilon)$, 1 and $1 + \varepsilon$ exists. Therewith, we can decide, whether a solution in $[1/(1 + \varepsilon), 1]$ or $[1, 1 + \varepsilon]$ exists. In that case, we obtain a local solution at the height 1 or $1 + \varepsilon$ and the desired approximation ratio $r_{\text{max}}/r_{\text{min}} \leq 1 + \varepsilon$ is reached. Otherwise we either obtain an upper bound $r_{\text{max}} = 1/(1 + \varepsilon)$ or a lower bound $r_{\text{min}} = 1 + \varepsilon$.

We only consider the case $r_{\text{min}} = 1 + \varepsilon$, because the calculations for the other case are similar (mostly we have to use the reciprocals of the values in this case).

We determine $r_{\text{max}}$ by iteratively squaring $r_{\text{min}}$, testing for local solutions with $\text{DECIDE}LQD$, and updating $r_{\text{min}}$ until we find a height where a local solution exists.
Let \( r^* \) be the height of the optimal solution. After \( r_{\text{max}} \) is determined, \( r_{\text{max}} = r_{\text{min}}^2 \) and therefore \((r^*)^2 > r_{\text{max}} \). The maximum number of steps to obtain \( r_{\text{max}} \) is determined by the smallest integer \( k_1 \) that is a solution to \((1 + \varepsilon)^{2k_1} \geq (r^*)^2 \). Therefore, the maximum number of steps is \([2 \log \log r^* - \log \log (1 + \varepsilon)]\). Since \( r_{\text{max}} = r_{\text{min}}^2 \), we obtain \( r_{\text{max}}/r_{\text{min}} = r_{\text{min}} \). We now use the geometric mean as described above to determine better values for \( r_{\text{min}} \) and \( r_{\text{max}} \), respectively. In each step, we obtain new bounds \( r_{\text{max}} \) and \( r_{\text{min}} \). One is identical to the former bound, the other is the geometric mean of the former bounds. For the case that \( r_{\text{max}} \) is updated, the new ratio between \( r_{\text{max}} \) and \( r_{\text{min}} \) is

\[
\frac{r_{\text{max}}}{r_{\text{min}}} = \sqrt{\frac{r_{\text{max}}'}{r_{\text{min}}'}} = \sqrt{\frac{r_{\text{max}}}{r_{\text{min}}}},
\]

where \( r_{\text{min}}' \) and \( r_{\text{max}}' \) denote the old values of \( r_{\text{min}} \) and \( r_{\text{max}} \), respectively. The other case leads to the same ratio. Hence, the new ratio is the square root of the old ratio. Since the ratio we begin with is less than \( r^* \), the maximum number of steps to reach a ratio of \( 1 + \varepsilon \) is determined by the smallest integer \( k_2 \) that is a solution to \((r^*)^{(1/2)k_2} \leq 1 + \varepsilon \). Therefore, the maximum number of steps is \([\log \log r^* - \log \log (1 + \varepsilon)]\). All in all, the approximative search needs \( \mathcal{O}(\log \log r^* - \log \log (1 + \varepsilon)) \) steps in the considered case. As each of these steps takes time \( \mathcal{O}(n^2 \log n) \), we obtain the following:

**Theorem 1.** The approximation algorithm finds the LQD fit with approximation ratio \( 1 + \varepsilon \) (\( 0 < \varepsilon \leq 1 \)) on \( n \) points in the plane in worst case time

\[
\begin{cases}
\mathcal{O}(n^2 \log n) (\log \log r^* - \log \log (1 + \varepsilon)), & \text{whenever } r^* > 1 + \varepsilon \\
\mathcal{O}(n^2 \log n) (\log \log \frac{1}{r^*} - \log \log (1 + \varepsilon)), & \text{whenever } \frac{1}{r^*} > 1 + \varepsilon \\
\mathcal{O}(n^2 \log n), & \text{otherwise}
\end{cases}
\]

where \( r^* \) is the \((\frac{1}{2})\)th order statistic of the absolute residual differences of the LQD fit.

Additionally, it is useful to descend to a local solution after a new \( r_{\text{max}} \) is found. To this end, we store the line that reaches the highest level in \textsc{DecideLQD}. It is possible to compute the lowest local solution on this line in time \( \mathcal{O}(n^2 \log n) \). This descent method does not need much additional time and has the advantages that we may get faster over large gaps between local solutions and that we have a local solution that is an intersection of two lines (which increases the chance to reach the global solution).

### 4.2 Randomized Search

For the randomized search, we need initial values for \( r_{\text{max}} \) and \( r_{\text{min}} \). We set \( r_{\text{min}} \) to 0 and determine \( r_{\text{max}} \) by calculating a point on the \((\frac{1}{2}) + \frac{1}{n}\)-level in the transformed input for a randomly chosen fixed \( u \)-coordinate in time \( \mathcal{O}(n^2 \log n) \). To do this, we have to calculate all intersections of the lines with the chosen \( u \)-coordinate, sort them according to their \( v \)-coordinate, and sift through the intersection points increasing the count of lines below until we
reach an intersection with $\binom{n}{2}$ lines below or on it. It is convenient to restrict the choice of the u-coordinate to intersections of the lines in modified dual space with the u-axis.

We denote the horizontal lines that correspond to $r_{\text{max}}$ and $r_{\text{min}}$ by $\mathcal{H}(r_{\text{max}})$ and $\mathcal{H}(r_{\text{min}})$. After determining $r_{\text{max}}$ and $r_{\text{min}}$ we calculate all intersections of the lines in modified dual space with the two horizontal lines $\mathcal{H}(r_{\text{max}})$ and $\mathcal{H}(r_{\text{min}})$. Assuming that no two lines in modified dual space intersect $\mathcal{H}(r_{\text{max}})$ or $\mathcal{H}(r_{\text{min}})$ in the same point, we sort the intersections on $\mathcal{H}(r_{\text{max}})$ according to their horizontal position. Afterwards, we label the intersections from left to right with $\{1, \ldots, \binom{n}{2}\}$. If there are intersections in the same point, they get the same label. Intersection points on $\mathcal{H}(r_{\text{min}})$ get the label $\ell$, if they are located on the same line as the intersection point on $\mathcal{H}(r_{\text{max}})$ labelled with $\ell$.

We now randomly choose a number $k$ between 1 and the number of intersections between $\mathcal{H}(r_{\text{max}})$ and $\mathcal{H}(r_{\text{min}})$. We determine the “kth intersection” between $\mathcal{H}(r_{\text{max}})$ and $\mathcal{H}(r_{\text{min}})$ by finding that label $\ell$ where the sum of intersections of all smaller labels $s$ is less than $k$ and greater or equal to $k$ if we add the intersections of $\ell$ between $\mathcal{H}(r_{\text{max}})$ and $\mathcal{H}(r_{\text{min}})$. Afterwards, we determine the $i$th intersection on $\ell$ between $\mathcal{H}(r_{\text{max}})$ and $\mathcal{H}(r_{\text{min}})$ such that $s + i = k$ and denote the height of this intersection by $r_{\text{mid}}$. Afterwards, we use \textsc{decideLQD}(r_{\text{mid}}) and obtain a new value for $r_{\text{min}}$ or $r_{\text{max}}$ (depending on the decision of \textsc{decideLQD}) in time $O(n^2 \log n)$.

**Lemma 2.** The application of the above-described method assures

$$E(|\mathcal{I}(\mathcal{H}(r_{\text{min}}), \mathcal{H}(r_{\text{mid}}))|) = E(|\mathcal{I}(\mathcal{H}(r_{\text{mid}}), \mathcal{H}(r_{\text{max}}))|) \leq \frac{1}{2} (|\mathcal{I}(\mathcal{H}(r_{\text{min}}), \mathcal{H}(r_{\text{max}}))| - 1) .$$

**Proof.** Let $m$ be the number of intersections between $\mathcal{H}(r_{\text{max}})$ and $\mathcal{H}(r_{\text{min}})$.

Each of these intersections is chosen with the same probability. Assume that no two intersections have the same $v$-coordinate. Then

$$E(|\mathcal{I}(\mathcal{H}(r_{\text{min}}), \mathcal{H}(r_{\text{mid}}))|) = \sum_{i=0}^{m-1} \frac{1}{m} i = \frac{1}{2} (m - 1) .$$

Intersections with the same $v$-coordinate can only lead to a smaller value. \qed

Due to Lemma 2, we expect to have no intersection points between $\mathcal{H}(r_{\text{max}})$ and $\mathcal{H}(r_{\text{min}})$ after $O(\log n)$ steps and therefore the optimal solution determined by
\text{DECIDELQD}(r_{\text{max}}). As each of these steps takes time $O(n^2 \log n)$, we obtain the following result:

**Theorem 2.** The randomized algorithm finds the LQD fit on $n$ points in the plane in expected running time of $O(n^2 \log^2 n)$.

## 5 Experimental Results

While it is theoretically possible to choose $\varepsilon$ in such a way, that the approximation algorithm is slower than the randomized algorithm, the approximative version is generally faster in practice. For the conducted experiments, we used 64 bit floating point numbers according to IEEE 754-1985. If we choose $\varepsilon$ sufficiently small and wait until $r_{\text{min}}$ and $r_{\text{max}}$ are indistinguishable from their geometric mean the approximative version computes the same results as the randomized version (except for possible rounding errors).

The experiments show that even with such a precision, the approximative version is faster than the randomized one. However, for greater $\varepsilon$ it is of course much faster. We compare the approximative version with maximal precision for 64 bit floating point numbers to the approximative version with $\varepsilon = 0.01$ and to the randomized version on two types of data sets with $n$ points. The first type of data set is

$$\{(x_i, y_i) \mid x_i = \frac{2(i-1)}{n-1}; y_i = -x_i + 1.2 + e_1; 1 \leq i \leq n\}$$

and the second is

$$\begin{cases} 
\{(x_i, y_i) \mid x_i = \frac{2(i-1)}{n-1}; y_i = e_2; 1 \leq i \leq n\}, & \text{whenever } i \leq \left\lfloor \frac{n}{2} \right\rfloor + 1 \\
\{(x_i, y_i) \mid x_i = \frac{2(i-1)}{n-1}; y_i = -\frac{1}{10}x_i + \frac{3}{2} + e_2; 1 \leq i \leq n\}, & \text{otherwise}
\end{cases}$$

where $e_1$ is random noise from a normal distribution with mean 0 and standard deviation $10^{-2}$, and $e_2$ is random noise from a normal distribution with mean 0 and standard deviation $10^{-280}$. While the first type of data set represents uncontaminated normal data, the second type contains $\lceil n/2 \rceil - 1$ outliers. Thus, data set number two can result in local solutions that are far from the optimum. Below, computing times of these three versions of the algorithm are measured for each $n$ in \{101, 201, \ldots, 1001\} for 100 different data sets. The results for the first type of data set are shown in Fig. 3, the outcomes for the second type are shown in Fig. 4. The figures show boxplots of the running times for each $n$ and each algorithm. These boxplots illustrate, the minimal and maximal running time for each $n$ as well as the quartiles and the median of the running times. The medians are connected by additional lines.

It clearly shows, that the randomized version has a considerably larger variance in its computational time, and needs much more time than the approximative version. Another noticeable fact is that the two figures do not differ very much. The high number of outliers and local solutions in the second data set does not slow down the algorithms. On the contrary, the possibility to start at a local solution that is far below other local solutions leads to better performance.
Fig. 3. Running time in seconds on a Pentium 4 CPU with 2.56GHz and 1024MB of RAM for the first type of data set.

Fig. 4. Running time in seconds on a Pentium 4 CPU with 2.56GHz and 1024MB of RAM for the second type of data set.
This is also the reason for the long lower whiskers of the boxplots for the approximation algorithm with maximum precision.

In conclusion, the randomized version of the presented algorithms provides a large improvement in computational time on currently available LQD algorithms. However, the experiments show that the proposed approximation algorithm yields even better results. Therefore, these algorithms might increase the practical relevance of LQD regression in the future.
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