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Abstract 

Because the use of p-values in statistical inference often involves the rejection of a hypothesis on the 

basis of a number that itself assumes the hypothesis to be true, many in the scientific community argue 

that inference should instead be based on the hypothesis’ actual probability conditional on supporting 

data. In this study, therefore, we propose a non-Bayesian approach to achieving statistical inference 

independent of any prior beliefs about hypothesis probability, which are frequently subject to human bias. 

In doing so, we offer an important statistical tool to biology, medicine, and any other academic field that 

employs experimental methodology. 
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1. Introduction 

Scientific inquiry has traditionally relied heavily on statistical inference methodology, with 

biological, medical, and ecological sciences all overemphasizing the role of significance testing 

(Meehl 1967, Yoccoz 1991). Not only was such reliance criticized as “overused, misused, and 

often inappropriate” by a Biometrics Working Group at the Wildlife Society’s 1998 annual 

conference (Johnson 1999, p. 763), but many academic journals, particularly in psychology (e.g.  

Trafimow and Marks 2015), have recently banned the use of p-values. Many scholars, however, 

view these editorial policies as illegitimate censorship (Meehl 1997), and p-values remain the 

most widely reported measure in statistical inference across diverse fields of experimental 

sciences, including clinical trials. The central objection to their use is that, whereas science 

demands the probably that a hypothesis is true conditional on support from data, the p-value 

provides none of the probability information necessary to strongly reject the null hypothesis, 

conveying only the probability that the finding is valid if the null hypothesis holds. 

The resulting search for alternative methods of statistical inference is particularly 

important for the biological and medical sciences because of their core mission (among others) 

of measuring and comparing organism phenotypes (Nakagawa and Schielzeth 2010) relies 

heavily on scientific experimentation. Clinical experiments, for example, directly determine 

whether a new drug should be introduced to the market. Yet when biological applications need to 

combine results from independent tests whose raw data cannot be pooled (Rice 1990), a p-value 

cannot be a final verdict on whether or not to reject the null hypothesis. If, for example, a study 

achieves a p-value of 0.01, the probability that an exact replication will also produce a p-value of 

0.01 is only 50% and not 99% as many assume (Nuzzo 2014).1 Obviously, scientists should not 

 
1It should be noted that even Bonferroni p-value corrections do not fully address this problem.  
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rely on a process shown to be so blatantly invalid and incapable of accurately reflecting the 

quality of evidence, making it also prone to false positives. 

Nor is such criticism new: scholars have frequently expressed concerns about 

significance tests since at least the 1950s (e.g., Hogben 1957, Bakan 1966, Morrison and Henkel 

1970). Yet not until 2019 did the American Statistician dedicate an entire issue to encouraging 

the search for alternate measures beyond p-values (Wasserstein et al. 2019) to facilitate our 

investigation into realities that can often only be inferred. In this paper, we offer just such a 

powerful alternative by demonstrating that given any sample-size n and observed (treatment) 

effect-size t (i.e., Cohen’s d), the probability of the truthfulness of exactly one of the two 

competing (mutually exclusive and exhaustive) hypotheses has a lower bound given by  

𝜃𝐿𝐵 =
𝑡2𝑛 − 4

𝑡2𝑛
 

In other words, one of the two competing (null and alternate) hypotheses will have a probability 

of being true that always exceeds the above expression.  

 

2. Beyond a Bayesian Approach 

The battle between Bayesians and frequentists is an old and recurring one,2 with Fisher (1950)  

convinced that “the theory of inverse probability,” being based on an error, “must be wholly 

rejected” (p. 9) and Gigerenzer (1993) calling the inverse probability maneuver “Bayesian Id’s 

wishful thinking” (p. 330). Neyman (1957) also criticized 

“the dogmatism … occasionally apparent in the application of Bayes’ formula when the 

probabilities a priori are not implied by the problem treated and an author attempts to 

 
2For an excellent overview of the strongest non-Bayesian arguments, see Gelman (2008).  
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impose on the consumer of statistical methods the particular a priori probabilities 

invented by himself for this particular purpose.” (p. 19). 

Bayesians, however, stress the Bayesian test’s power to allow quantification of the evidence in 

favor of the null hypothesis (Wagenmakers et al. 2011, p. 429), believing Bayesian estimation to 

be richer, more informative, and meaningful than null hypothesis significance testing (Kruschke 

2013). Frequentist subjectivity, in contrast, is “hidden from view,” being “carefully locked up” in 

the minds of those who compiled the data set (Wagenmakers et al. 2008, p. 1999). Yet, 

according to Gigerenzer (1993), “Fisher both rejected the Bayesian cake and wanted to eat it, too 

… [seeing]…the level of significance as a measure of the degree of confidence in a hypothesis”, 

a measure that some academics have since well-nigh transformed into a type of “Bayesian 

posterior probability” (p. 330). In fact, because of its simplicity, the Bayes factor may end up 

being used in a similarly dogmatic way as p-values.  

Another criticism of the Bayesian approach is its heavy reliance on prior beliefs about 

hypothesis probabilities (Berger 1985, Ghosh et al. 2006), making it highly susceptible to human 

bias, although the biases and fallacies documented by scholars like Kahneman and Tversky 

frequently disappear when subjects are asked for frequency judgements rather than single-event 

probabilities (Gigerenzer 1991). Bayesians, on the other hand, argue that Bayes factors are not 

oversensitive to reasonable variation in priors (Rouder et al. 2009), so if an appropriate 

distribution over priors is used, there is relatively weak impact on Bayesian parameter estimation 

(Schönbrodt et al. 2017). Nevertheless, because the Bayesian approach is still dependent on 

judgment, increasing researcher degrees of freedom can produce additional ambiguity (Simmons 

et al. 2011) or subjectivity (Halsey 2019) even when transparent rather than hidden (Rouder et al. 
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2009, Wagenmakers et al. 2008). The existence of two different Bayesian schools of thought3 

around the selection of priors underscores these latter as a substantial Achilles heel of Bayesian 

statistics. 

Hence, in proposing a suitable alternative to the p-value for use in statistical inference, 

we take a completely different approach by obtaining the probabilities of the underlying 

hypotheses (conditional on supporting data) without any use of prior beliefs. In doing so, we 

address several contemporary objections to the p-value problem that were actually identified 

back in the 1920s. Our proposed method thus has useful implications for experiments in various 

fields ranging from clinical trials to tests aimed at shaping public policy. Our method does not 

resort to beliefs but rather provides a statistical rule derived from problem conditions and 

observed data. Such general features, as Neyman (1957) points out, are at the core of Gauss’ 

brilliant foundation for the least squares method.  

 

3. Preliminaries  

As a first step, we define the null hypothesis H0, and the alternate hypothesis H1 as follows: 

H0: A 

H1: B 

In the interest of generality, A and B could be any two competing positive (i.e., non-normative) 

statements (see Example 1). Then, for any statistical test that uses a predetermined decision rule 

to differentiate the hypotheses based on data, we define two competing events DA (data supports 

Statement A) and DB (data supports Statement B) for some specified decision rule. Thus, event 

DB leads to the rejection of H0 while event DA leads to the rejection of H1. In the context of 

 
3 Whereas the subjective Bayes school posits that priors should reflect the analyst’s a priori beliefs, the objective 

school argues that they should reflect as few assumptions as possible (Rouder et al. 2009, p. 229).  
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clinical trials, for instance, statement A could simply mean “ineffective” and statement B, 

“effective”. 

Example 1: First, assuming a Statement A that “the success probability of a binomial trial equals 

0.70” and a negating Statement B that “the success probability of a binomial trial does not equal 

0.70,” we define a random variable X that represents the number of successes in 10 trials. If we 

then apply the decision rule “do not reject H0 if 6 ≤ X ≤ 8, and reject otherwise,” we count 

exactly 7 successes as a realization of event DA, and (say) 2 successes as a realization of event 

DB. Clearly, this decision rule implies that DA = {x: 6 ≤ x ≤ 8}, and DB = {x: not(DA)}. 

In the resulting setup, the conditional probability P(DB|A) is α, the probability of a Type I 

error, while P(DA|B) is β, the probability of a Type II error. At the same time, because the data 

can support exactly one hypothesis at a time (i.e. either A or B), P(DA) + P(DB) = 1. Similarly, 

because we assume that statements A and B are two mutually exclusive and exhaustive 

possibilities, P(A) + P(B) = 1. Based on these preliminaries, the conditional probability P(DA|A) 

equals 1 – α, and the conditional probability P(DB|B) equals 1 – β. Thus, using our notation,  

𝑃(𝐷𝐵|𝐴)

𝑃(𝐷𝐴|𝐴)
·
𝑃(𝐷𝐴|𝐵)

𝑃(𝐷𝐵|𝐵)
≡  (

𝛼

1 –  𝛼
) (

𝛽

1 –  𝛽
) ≡

𝛼𝛽

(1 –  𝛼)(1 – 𝛽)
= 𝜇                        (1) 

where μ merely designates the right-hand-side of (1). We can then derive our first proposition in 

relation to conditional probabilities: 

Lemma 1. The conditional probability reversal rule (CPRR): 

𝑃(𝐷𝐵|𝐴)

𝑃(𝐷𝐴|𝐴)
·
𝑃(𝐷𝐴|𝐵)

𝑃(𝐷𝐵|𝐵)
=
𝑃(𝐴|𝐷𝐵)

𝑃(𝐴|𝐷𝐴)
·
𝑃(𝐵|𝐷𝐴)

𝑃(𝐵|𝐷𝐵)
                                                   (2) 

Proof: The above statement is true because both terms represent (and are equal to) the same 

expression below: 
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𝑃(𝐷𝐵 ∩ 𝐴)

𝑃(𝐷𝐴 ∩ 𝐴)
·
𝑃(𝐷𝐴 ∩ 𝐵)

𝑃(𝐷𝐵 ∩ 𝐵)
 

This completes the proof.  ■ 

It is important to note that equation (2) is an identity, whose usefulness lies in the fact 

that each of the conditional probabilities on the left-hand side is reversed on the right-hand side. 

In short, one side involves probabilities conditional on the hypotheses, and the other, 

probabilities conditional on the supporting data. Understanding the latter involves Bayesian 

methods whose potential bias (from heavy reliance on prior beliefs about each hypothesis’ 

probability) has critical implications for fields like clinical research and disaster-related policy-

making. Our method, in contrast offers a more bias-free tool for sensitive analyses.4 

 

3. Solution to the p-value problem 

3.1. The constant probability approach (CPA) 

If we accept that the conditional probability of a hypothesis given support from data is a constant 

regardless of the (null or alternate) hypothesis, then the solution to the p-value problem is trivial. 

This constant probability, denoted by θ, equals 1/(1 + √𝜇), where μ is as defined in (1): 

Lemma 2. If the conditional probability of a hypothesis, given that it is supported by observed 

data, is a constant, then it is uniquely equal to θ =1/(1 + √𝜇). 

Proof: Combining equalities (1) and (2) yields 

𝑃(𝐴|𝐷𝐵)

𝑃(𝐴|𝐷𝐴)
·
𝑃(𝐵|𝐷𝐴)

𝑃(𝐵|𝐷𝐵)
≡

𝛼𝛽

(1 –  𝛼)(1 – 𝛽)
= 𝜇 

Rearranging the left-hand terms with P(B|DA) = 1 – P(A|DA), and P(A|DB) = 1 – P(B|DB), gives 

 
4Fisher (1973) provides concrete examples of when such prior assumptions on the probabilities of the hypotheses 

may be justified. However, as many researchers agree, the existence of such a rationale is the exception rather than 

the rule.  



 
 

7 

[
1 −  𝑃(𝐴|𝐷𝐴)

𝑃(𝐴|𝐷𝐴)
] · [

1 −  𝑃(𝐵|𝐷𝐵)

𝑃(𝐵|𝐷𝐵)
] ≡ [

1

𝑃(𝐴|𝐷𝐴)
−  1] · [

1

𝑃(𝐵|𝐷𝐵)
−  1] ≡  𝜇            (3) 

Since the conditional probability of a hypothesis (given that the observed data supports it), is 

(assumed to be) a constant, θ =P(A|DA) = P(B|DB), the above equation reduces to [
1

𝜃
−  1]

2

≡  𝜇, 

and solving for θ completes the proof.  ■ 

It should additionally be noted that although the above assumption of constant 

conditional probability is arguably very strong, even without it, the value of θ is useful as the 

most precise measure of test strength: 

Definition 1. Test strength is denoted by θ = 1/(1 + √𝜇). 

In this case, because θ = 1 only when α = 0 or when β = 0, the closer θ comes to unity, 

the greater the strength of the underlying test. At the same time, because θ is obtained from the 

intersection of the (45°) line P(A|DA) = P(B|DB) and the inverse relation (3), neither P(A|DA), nor 

P(B|DB) can be simultaneously less than θ. The use of θ as a measure of inference strength is 

thus not blatantly invalid (as often argued of p-values) given its direct relation to the probability 

of an underlying hypothesis (absent any prior judgment) conditional on the existence of 

supportive data. As a result, θ is of more immediate scientific interest than a p-value. 

In addition, even when P(A|DA) ≠ P(B|DB), the information on θ is useful for a crucial 

understanding of the scientific principle of falsifiability (Popper 1934). In our setting, a null 

hypothesis is falsifiable if the data support the alternative and vice versa. To illustrate using 

Example 1, Statement A is falsifiable since P(DB|A) > 0, and Statement B is falsifiable since 

P(DA|B) > 0. Because P(DB|A) = α, and P(DA|B) = β, requiring that each of the two competing 
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hypotheses be falsifiable translates to αβ > 0, and thus μ > 0, which in turn implies that θ < 1. 

This latter condition is the basis for our next definition: 

Definition 2. Falsifiability is summarized by the condition that θ < 1 (with a weaker notion 

requiring that at least one of the two competing hypotheses be falsifiable, so that θ ≤ 1). 

Example 2: For a binomial trial, one can decide that the probability of success is 0.90 (H0) and 

not 0.60 (H1) if X, the observed number of successes, in n = 20 trials, is greater than 14 (thus DA: 

X > 14, and DB: X ≤ 14). For this experiment, P(DB|A) = α = 0.0114, and P(DA|B) = β = 0.1255 

(our Type I and Type II errors respectively), giving us μ = 0.0017, and the strength of this test θ 

= 96.09%. Thus, if P(A|DA) < 0.9609, then P(B|DB) > 0.9609, (and conversely). This means that 

the conditional probabilities of both the hypotheses (given support from the data) cannot be 

simultaneously less than 96.09%. This test clearly has a strong design. 

For decision rules like the above, it is clear that α and β are inversely related, meaning 

that μ, and thus θ (our measure of inference strength), is relatively invariant to changes in Type I 

and Type II errors, making it more stable than either. This feature of θ has great scientific value 

given that p-values are seldom replicable (Nuzzo 2014). If, for instance, we alter the decision 

rule of Example 2 with one that rejects the null hypothesis when X ≤ 15, then P(DB|A) = α almost 

quadruples to 0.0433, while P(DA|B) = β falls to 0.0509 (less than half the initial value), yet the 

inference strength only marginally lowers to θ = 95.30%. In Example 2, therefore, the rejection 

region could be chosen so that α and β maximize θ instead of minimizing one error after fixing 

the other. It should further be noted that based on our decision rules, both the above hypotheses 

are falsifiable. 
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Example 3: To demonstrate that Type II errors are inconsequential when p-values are too strong, 

if we assume a 1% power with β = 0.99, a value of α = 0.0001 yields θ = 90.95%, which 

increases to θ = 99.01% when β = 0.50. 

3.2. Large sample properties of inference strength θ 

To determine the large sample properties of inference strength, we first introduce two monotonic 

transformations,  𝑎 = 1/√𝛼 and 𝑏 = 1/√𝛽 so that 

𝜇 =
1

(
1

𝛼
− 1) (

1

𝛽
− 1)

=
1

(𝑎2 − 1)(𝑏2 − 1)
                                                   (4) 

Because θ is bounded by 1, we focus on the minimum possible inference strength θ attainable by 

a given sample size n. In the interest of generality, we allow for sampling procedures that may or 

may not satisfy the conditions for the validity of the central limit theorem (CLT). We thus 

consider the sample mean 𝑋̅ of a random sample of size n from one of two possible populations: 

μ = μ0 (under H0) and μ = μ1 (under H1). Assuming μ1 > μ0 (without loss of generality), our 

decision rule for realizations 𝑥̅ of the sample mean and a critical value c (> 0) is 

𝑑(𝑥) = {
𝜇0 𝑓𝑜𝑟 𝑥 ≤ 𝜇0 + 𝑐

𝜇1 𝑓𝑜𝑟 𝑥 > 𝜇0 + 𝑐
 

We then define a general expression for n that simultaneously contains both the Type I and Type 

II errors within specified upper limits α and β without relying on the CLT (Lemmas 3 and 4). 

Lemma 3. The probability of a Type I error does not exceed 𝛼 when we fix 𝛼 equal to 𝜎𝑋
2/(𝑛𝑐2). 

Proof: Recognizing that P(𝑋 ≤ 𝜇
0
+ 𝑐) ≥ P(𝜇

0
− 𝑐 ≤ 𝑋 ≤ 𝜇

0
+ 𝑐)⏟                          

𝐿𝐻𝑆 𝑠𝑝𝑎𝑛𝑠 𝑚𝑜𝑟𝑒 𝑣𝑎𝑙𝑢𝑒𝑠

≥ P(𝜇
0
− 𝑐 < 𝑋 < 𝜇

0
+ 𝑐) =

P(|𝑋 − 𝜇
0
| < 𝑐) ≥ 1 −

𝜎𝑋
2

𝑛𝑐2⏟                
𝐶ℎ𝑒𝑏𝑦𝑠ℎ𝑒𝑣′𝑠 𝑖𝑛𝑒𝑞𝑢𝑎𝑙𝑖𝑡𝑦

, we combine these two inequalities, yieldingP(𝑋 ≤ 𝜇
0
+ 𝑐) ≥ 1 −

𝜎𝑋
2

𝑛𝑐2
, 



 
 

10 

and then subtract each side from 1 to give P(𝑋 − 𝜇
0
> 𝑐|𝜇 = 𝜇

0
) ≤

𝜎𝑋
2

𝑛𝑐2
. Because the LHS here is 

the probability of a Type I error, fixing 𝛼 equal to 𝜎𝑋
2/(𝑛𝑐2) completes the proof.  ■ 

Lemma 4. The Type II error does not exceed β when we fix β equal to 𝜎𝑋
2/𝑛(𝜇1 − 𝜇0 − 𝑐)

2. 

Proof: The same steps as for Lemma 3 above.  ■ 

It is important to note that because the above lemmas make no assumptions about the 

functional forms of the underlying population distributions, the errors obtained from any 

specified pair of distributions are necessarily contained within these bounds, an observation we 

address below 

Theorem 1. If sample size is determined according to the following rule 

𝑛 =
𝜎𝑋
2

(𝜇
1
− 𝜇

0
)
2 (

1

√𝛼
+
1

√𝛽
)

2

                                                          (5) 

then the statements P(Type I error) ≤ 𝛼and P(Type II error) ≤ 𝛽are simultaneously true 

regardless of the functional forms of the underlying densities assumed under the hypotheses. 

Proof: Solving for c in Lemma 3 yields 𝑐 = 𝜎𝑋/√𝛼𝑛, which when placed into the expression for 

β in Lemma 4 gives 𝛽 =
𝜎𝑋
2

𝑛(𝜇1−𝜇0−
𝜎𝑋
√𝛼𝑛

)
2, after which solving for n completes the proof.∎ 

To assess the minimum strength θ guaranteed by the above sample-size, we first define t 

= (μ1 – μ0)/σX as our treatment effect5 and then, using our transformations 𝑎 = 1/√𝛼 and 𝑏 =

1/√𝛽, write (5)  as a + b = t√𝑛. Because test strength θ is inversely related to μ (Definition 1), 

minimizing θ is the same as maximizing μ, which in turn is the same as minimizing 1/μ (subject 

 
5This term is referred to as Cohen’s d (effect size) in the literature (Cohen 1977). For a detailed discussion of 

Lemmas 3 and 4, see Banerjee (2015). 
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to sample size). We therefore use equation (4) to formulate our minimization problem using the 

following Lagrangian 

𝓛 = (𝑎2 − 1)(𝑏2 − 1) − λ[a + b − 𝑡√𝑛] 

where a and b are the minimizing variables and λ is the Lagrangian multiplier.  

Theorem 2. The strength attainable by sample-size n for a given treatment effect t always 

exceeds  

𝜃𝐿𝐵 =
𝑡2𝑛 − 4

𝑡2𝑛
                                                                          (6) 

Proof: Solving the first order conditions (∂ℒ/∂a = 0; ∂ℒ/∂b = 0; and ∂ℒ/∂λ = 0) of our 

minimization problem for a and b gives a = b = 𝑡√𝑛/2, which translates to α = β = 4/(t2n), 

yielding μ= 16/(t2n – 4)2and thus the desired θLB.∎ 

Example 4: For any values of α and β, the test strength will be at least θLB. For cases in which  

CLT conditions are satisfied, a sample size expression such as 𝑛 =
𝜎𝑋
2

(𝜇1−𝜇0)
2 (𝑧𝛼 + 𝑧𝛽)

2
, where 𝑧𝛼 

and 𝑧𝛽 are the critical values (of the standard normal variate) associated with the specified error 

sizes, will replace the constraint in (5). Because the Type I and Type II errors are lower when 

derived from a specified distribution, this replacement will result in a θLB greater than that of (6). 

The fact that this outcome is a consequence of using the upper bounds on errors rather than the 

actual errors in Lemmas 3 and 4 means that Theorem 3 in fact represents the weakest scenario. 

Corollary 1. Test strength approaches certainty as the sample size increases indefinitely. 

Proof: Given that the test strength for any n is clearly bounded in the interval θLB ≤ θ ≤ 1, 

recognizing from (6) that lim
𝑛→∞

𝜃𝐿𝐵 = 1 completes the proof.∎ 
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4. Inferential Remarks 

Somehow, there is always a concluding note to the end of research papers that rely heavily on 

statistics. We intend to change that to subtly emphasize (by example) that statistics is always 

about inference and hardly ever about conclusions. Given science’s historical reliance on 

statistical inference and its wide application in myriad disciplines, understanding the techniques 

associated with inferential analysis is critical. Hence, our proposal for an alternate measure of 

statistical inference (strength) assuming a constant hypothesis probability conditional on 

supporting data makes a valuable contribution to all disciplines that employ scientific 

experimentation to enhance human understanding of our realities. We are then able to determine 

the large sample properties of our measure of inference strength θ, which makes it a valuable 

addition to the inferential statistics that facilitate good science. In particular, although θ provides 

no specific threshold (to allow for the varying standards in different disciplines), it does address 

the p-value related problems of probability data insufficiency and subjectively biased a priori 

beliefs identified almost a century ago (Kennedy-Shaffer 2019) but equally relevant today. 
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