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Abstract:  Society is becoming increasingly dependent on data-rich, “Big Tech” platforms and
social  networks,  such as Facebook and Google.  But what happens to our data when these
companies close or fail? Despite the high stakes involved, this topic has received only limited
attention to date. In this article, we use the hypothetical failure of Facebook as a case study to
analyse legal and ethical risks related to the closure of data-rich, Big Tech platforms. Focusing
on the EU, we argue that existing governance frameworks are inadequate for addressing these
risks  and make preliminary recommendations with a  view to setting an agenda for  future
research and policymaking on the demise of Big Tech platforms and data-rich companies more
broadly.
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INTRODUCTION
Facebook1  has,  in  large  parts  of  the  world,  become  the  de  facto  online  platform  for
communication and social interaction. In 2017, the main platform reached the milestone of two
billion monthly active users (Facebook, 2017), and global user growth since then has continued,
reaching 2.6 billion in April 2020 (Facebook, 2020). Moreover, in many countries Facebook has
become an essential infrastructure for maintaining social relations (Fife et al., 2013), commerce
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(Aguilar,  2015)  and  political  organisation  (Howard  and  Hussain,  2013).  However,  recent
changes  in  Facebook’s  regulatory  and  user  landscape  stand  to  challenge  its  pre-eminent
position, making its future demise if not plausible, then at least less implausible over the long-
term.

Indeed, the closure of an online social network would not in itself be unprecedented. Over the
last  two  decades,  we  have  seen  a  number  of  social  networks  come  and  go  —  including
Friendster, Yik Yak and, more recently, Google+ and Yahoo Groups. Others, such as MySpace,
continue to languish in a state of decline. Although Facebook is arguably more resilient to the
kind of user flight that brought down Friendster (Garcia et al., 2013; Seki and Nakamura, 2016;
York and Turcotte, 2015) and MySpace (boyd, 2013), it is not immune to it. These precedents
are important for understanding Facebook’s possible decline. Critically, they demonstrate that
the closure of Facebook’s main platform does not depend on the exit of all users; Friendster,
Google+ and others continued to have users when they were sold or shut down.

Furthermore, as we examine below, any user flight that precedes Facebook’s closure would
probably  be  geographically  asymmetrical,  meaning  that  the  platform  remains  a  critical
infrastructure in some (less profitable) regions,  whilst  becoming less critical  in others.  For
example, whilst Friendster started to lose users rapidly in North America, its user numbers were
simultaneously growing, exponentially, in South East Asia. It was eventually sold to a Filipino
internet company and remained active as a popular social networking and gaming platform until
2015.2 The closure of Yahoo! GeoCities, the web hosting service, was similarly asymmetrical:
although most sites were closed in 2009, the Japanese site (which was managed by a separate
subsidiary) remained open until 2019.3 It is also important to note that, in several of these cases,
a key reason for user flight was the greater popularity of another social  network platform:
namely, MySpace (Piskorski and Knoop, 2006) and Facebook (Torkjazi et al., 2009). Young,
white demographics, in particular, fled MySpace to join Facebook (boyd, 2013).

These precedents suggest that changing user demographics and preferences, and competition
from other social networks such as Snapchat or a new platform (discussed further below) could
be key drivers of Facebook’s decline. However, given Facebook’s pre-eminence as the world’s
largest  social  networking platform, the ethical,  legal  and social  repercussions of  its  closure
would have far graver consequences than these precedents. Rather, the demise of a global online
communication  platform  such  as  Facebook  could  have  catastrophic  social  and  economic
consequences for innumerable communities that rely on the platform on a daily basis (Kovach,
2018), as well as the users whose personal data Facebook collects and stores. 

Despite the high stakes involved in Facebook’s demise, there is little research or public discourse
addressing the legal and ethical consequences of such a scenario. The aim of this article is
therefore to foster dialogue on the subject. Pursuing this goal, the article provides an overview of
the main ethical and legal concerns that would arise from Facebook’s demise and sets out an
agenda for future research in this area. First, we identify the headwinds buffeting Facebook, and
outline the most plausible scenarios in which the company — specifically, its main platform —
might close down. Second, we identify four key ethical stakeholders in Facebook’s demise based
on the types of harm to which they are susceptible. We further examine how various scenarios
might lead to these harms, and whether existing legal frameworks are adequate to mitigate
them. Finally, we provide a set of recommendations for future research and policy intervention.

It should be noted that the legal and ethical considerations discussed in this article are by no
means limited to the demise of Facebook, social media, or even “Big Tech”. In particular, to the
extent that most sectors in today’s economy are already, or will soon become, data-driven and
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data-rich, these considerations, many of which relate to the handling of Facebook’s user data,
are ultimately relevant to the failure or closure of any company handling large volumes of
personal  data.  Likewise,  as  human  interaction  becomes  increasingly  mediated  by  social
networks and Big Tech platforms, the legal and ethical considerations that we address are also
relevant to the potential demise of other social networks, such as Google or Twitter. However,
focusing on the demise of Facebook — one of the most data rich, social networks in today’s
economy — offers a fertile case study for the analysis of these critical legal and ethical questions.

WHY AND HOW COULD FACEBOOK CLOSE DOWN?
This  article  necessarily  adopts  a  long-term  perspective,  responding  to  issues  that  could
significantly harm society in the long run if we do not begin to address them today. As outlined
in the introduction, Facebook is currently in robust health: aggregate user growth on the main
platform is increasing, and it continues to be highly profitable, with annual revenue and income
increasing year-over-year (Facebook, 2017; 2018). As such, it is unlikely that Facebook would
shut down anytime soon. However, as anticipated, the rapidly changing socio-economic and
regulatory landscape in which Facebook operates could lead to a reversal in its priorities and
fortunes over the long term.

Facebook faces two major headwinds. First, the platform is coming under increasing pressure
from regulators across the world (Gorwa, 2019). In particular, tighter data privacy regulation in
various jurisdictions (notably, the EU General Data Protection Regulation [GDPR]4  and the
California Consumer Privacy Act [CCPA])5 could severely inhibit the company’s ability to collect
and analyse user data. This in turn could significantly reduce the value of the Facebook platform
to advertisers, who are drawn to its granular, data-driven insights about user behaviour and
thus  higher  ad-to-sales  conversion  rates  through  targeted  advertising.  In  turn,  this  would
undermine Facebook’s existing business model, whereby advertising generates over 98.5% of
Facebook’s revenue (Facebook, 2018), the vast majority of which on its main platform. More
boldly, regulators in several countries are attempting to break up the company on antitrust
grounds (Facebook, 2020, p. 64), which could lead, inter alia, to the reversal of its acquisitions
of Instagram and WhatsApp — key assets, the loss of which could adversely affect Facebook’s
future growth prospects.

Secondly, the longevity of the main Facebook platform is under threat from shifting social and
social media trends. Regarding the latter, social media usage is gradually moving away from
public,  web-based platforms in favour of  mobile-based messaging apps,  particularly  within
younger  demographics.  Indeed,  in  more  saturated  markets,  such  as  the  US  and  Canada,
Facebook’s penetration rate has declined (Facebook, 2020, pp. 31-33), particularly amongst
teenagers who tend to favour mobile-only apps such as Snapchat, Instagram and TikTok (Piper
Jaffray, 2020). Although Facebook and Instagram still have the largest share of the market in
terms of  time  spent  on  social  media,  this  has  declined  since  2015  in  favour  of  Snapchat
(Furman, 2019, p. 26). They also face growing competition from international players such as
WeChat with over 1 billion users (Tencent, 2019), as well as social media apps with strong
political leanings, such as Parler, which are growing in popularity.6

A sustained movement of active users away from the main Facebook platform would inevitably
impact the preferences of advertisers, who rely on active users to generate engagement for their
clients. More broadly, Facebook’s business model is under threat from a growing social and
political  movement against  the company’s  perceived failure  to  remove misinformation and
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hateful content from its platform. The advertiser boycott in the wake of the Black Lives Matter
protests highlights the commercial risks to Facebook of failing to respond adequately to the
social justice concerns of its users and customers.7  As we have seen in the context of both
Facebook as well as precedents such as Friendster, due to reverse network effects, any such
exodus of users and/or advertisers can occur suddenly and escalate rapidly (Garcia et al., 2013;
Seki and Nakamura, 2016; Cannarella and Spechler, 2014).

Collectively, these socio-technical and regulatory developments may force Facebook to shift its
strategic priorities away from being a public networking platform (and monetising user data
through advertising on the platform), to a company focused on private, ephemeral messaging,
monetised  through  commerce  and  payment  transactions.  Indeed,  recent  statements  from
Facebook point in this direction:

I believe the future of communication will increasingly shift to private, encrypted
services where people can be confident what they say to each other stays secure and
their messages and content won't stick around forever. This is the future I hope we
will help bring about.

We  plan  to  build  this  the  way  we've  developed  WhatsApp:  focus  on  the  most
fundamental and private use case -- messaging -- make it as secure as possible, and
then build more ways for people to interact on top of that.(Zuckerberg, 2019)

Of course, it does not automatically follow that Facebook would shut down its main platform,
particularly if it still has sufficient active users remaining on it, and it bears little cost from
keeping it open. On the other hand, closure becomes more likely once a sufficient number of
active users and advertisers (but, importantly, not necessarily all) have also left the platform,
especially in its most profitable regions. In this latter scenario, it is conceivable that Facebook
would consider shutting down the main platform’s developer API (Application Programming
Interface — the interface between Facebook and client software) instead of leaving it open and
vulnerable to a security breach. Indeed, it was in similar circumstances that Google recently
closed the consumer version of its social network Google+ (Thacker, 2018). 

In a more extreme scenario, Facebook Inc. could fail altogether and enter into a legal process
such as corporate bankruptcy (insolvency):  either a reorganisation that seeks to rescue the
company as a going concern, typically by restructuring and selling off some of its assets; or
liquidation, in which the company is wound down and dissolved entirely.  Such a scenario,
however, should be regarded as highly unlikely for the foreseeable future. Although we highlight
some of the legal and ethical considerations arising from a Facebook insolvency scenario, the
non-insolvent  discontinuation  or  closure  of  the  main  platform  shall  be  our  main  focus
henceforth. It should be noted that, as a technical matter, this closure could take various forms.
For example, Facebook could close the platform but preserve users’ profiles; alternatively, it
could close the platform and destroy, or sell parts or all of its user data etc. Whilst our focus is
on the ethical and legal consequences of Facebook’s closure at the aggregate level, we address
technical variations in the specific form that this closure could take to the extent that it impacts
upon our analysis. 
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KEY ETHICAL STAKEHOLDERS AND POTENTIAL HARMS
In this section, we identify four key ethical stakeholders who could be harmed8 by Facebook’s
closure. These stakeholders are: dependent communities, in particular the socio-economic and
media ecosystems that depend on Facebook to flourish; existing  users,  (active and passive)
individuals, as well as groups, whose data are collected, analysed and monetised by Facebook,
and  stored  on  the  company’s  servers;  non-users,  particularly  deceased  users  whose  data
continues to be stored and used by Facebook, and who will represent hundreds of millions of
Facebook profiles in only a few decades; and future generations, who may have a scientific
interest in the Facebook archive as a historical resource and cultural heritage.

We  refer  to  these  categories  as  ethical  stakeholders,  rather  than  user  types,  because  our
categorisation is based on the unique types of harm that each would face in a Facebook closure,
not their way of using the platform. That is, the categorisation is a tool to conduct our ethical
analysis, rather than corresponding to some already existing groups of users. A single individual
may for instance have mutually conflicting interests in her capacity as an existing Facebook
user, a member of a dependent community, and as a future non-user. Thus, treating her as a
single unit,  or  part  of  a  particular  user group,  would reduce the ethical  complexity of  the
analysis. As such, the interests of the stakeholders are by no means entirely compatible with one
another, and there will unquestionably be conflicts of interest between them.

Furthermore, for the purposes of the present discussion, we do not intend to rank the relative
value of the various interests; there is no internal priority to our analysis, although this may
become an important question for future research. We also stress that our list is by no means
exhaustive. Our focus is on the most significant ethical stakeholders who have an interest in
Facebook’s closure and would experience unique harms due to the closure of a company that is
both a global repository of  personal data,  and the world’s  main communication and social
networking infrastructure.  As such, we exclude traditional,  economic stakeholders from the
analysis  —  such  as  employees,  directors,  shareholders  and  creditors.  While  these  groups
certainly  have  stakes  in  Facebook’s  potential  closure,  there  is  nothing  that  significantly
distinguishes their interests in the closure of a company like Facebook from the closure of any
other (multinational) corporation. This also means that we exclude stakeholders that could
benefit from Facebook’s closure, such as commercial competitors, or governments struggling
with Facebook’s influence on elections and other democratic processes. Likewise, we refrain
from assessing the relative overall (un)desirability of Facebook’s closure.

DEPENDENT COMMUNITIES
The first key ethical stakeholders are the ‘dependent communities’, that is, communities and
industries that have developed around the Facebook platform and now (semi-)depend on its
existence to flourish.9

Over the last decade, Facebook has become a critical economic engine and a key gateway to the
internet as such (Digital Competition Expert Panel, 2019). The growing industry of digitally
native content providers, from major news outlets such as Huffington Post and Buzzfeed, to
small independent agencies, is sometimes entirely dependent on exposure through Facebook.
For example,  the most  recent  change in  Facebook’s  News Feed algorithm had devastating
consequences for this part of the media industry — some news outlets allegedly lost over 50% of
their traffic overnight (Nicholls et al., 2018, p. 15). If such a small change in its algorithms could
lead  to  the  economic  disruption  of  an  entire  industry,  the  wholesale  closure  of  the  main
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Facebook platform would likely cause significant economic and societal damage on a global
scale, particularly where it occurs rapidly and/or unexpectedly, such that news outlets and other
dependent communities do not have sufficient time to migrate to other web platforms.

To  be  clear,  our  main  concern  here  is  not  with  the  individual  media  outlets,  but  with
communities that are dependent on a functioning Facebook-based media ecosystem. While the
sudden closure of one, or even several media outlets may not pose a threat to this ecosystem, a
sudden breakdown of the entire ecosystem would have severe consequences. For instance, many
of  the  content  providers  reliant  on  exposure  through  Facebook  are  located  in  developing
countries, in which Facebook has become almost synonymous with the internet, acting as the
primary source of news (Mirani,  2015),  amongst other functions. Given the primacy of the
internet to public discourse in today’s world, it goes without saying that, for these communities,
Facebook effectively is the digital public sphere, and hence a central part of the public sphere
overall.  A notable example is Laos, a country which has so recently been digitised, that its
language (Lao) has not yet been properly indexed by Google (Kittikhoun, 2019). This lacuna is
filled by Facebook, which has established itself not only as the main messaging service and
social network in Laos, but effectively also as the web as such. 

The launch of Facebook’s Free Basics platform, which provides free access to Facebook services
in less developed countries, has further increased the number of communities that depend solely
on  Facebook.  According  to  the  Free  Basics  website,10  100  million  people  who  would  not
otherwise have been connected are now using the services offered by the platform. As such,
there are many areas and communities that now depend on Facebook in order to function and
are thus susceptible to considerable harm were the platform to shut down. Note that this harm
is not reducible to the individuals using free basics, but is a concern for the entire community,
including members not using Facebook. As an illustrative example, consider the vital role played
by Facebook and other social media platforms in disseminating information about and keeping
many communities connected during the COVID-19 pandemic. In a time of crisis, communities
with a large dependency on a single platform become particularly vulnerable.

Of course, whether the closure of Facebook’s main platform harms these communities depends
on the reasons for closure and the manner in which it closes down (sudden death vs slow
decline). If closure is accompanied by the voluntary exodus of these communities, for example
to a different part of the Facebook Inc. group (e.g., Messenger or Instagram), or a third-party
social network, they would arguably incur limited social or economic costs. Furthermore, it is
entirely possible to imagine a scenario in which the main Facebook platform is shut down
because it is unprofitable to the company as a whole, or does not align with the company’s
strategic priorities, yet remains systemically important for a number of dependent communities.
These communities could still use and depend on the platform however may simply not be
valuable or lucrative enough for Facebook Inc. to justify keeping the platform open. Indeed,
many of the dependent communities that we have described are located in regions of the world
that are the least profitable for the company (certainly under an advertising-driven revenue
model).

The question arises how these dependent communities should be protected in the event of
Facebook’s demise. Indeed, existing legal frameworks governing Facebook do not make special
provision for its systemically important functions. As such, we propose that a new concept of
‘systemically  important  technological  institutions’  (‘SITIs’)  —  drawing  on  the  concept  of
‘systemically important financial institutions’ (‘SIFIs’) — be given more serious consideration in
managing  the  life  and  death  of  global  communications  platforms,  such  as  Facebook,  that
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provide a critical societal infrastructure. This proposal is examined further in the second part of
this article.

EXISTING USERS
‘Existing users’ refers broadly to any living person or group of people who uses or has used the
main Facebook platform, and continues to maintain a Facebook profile or page. That is, both
daily and monthly active users, as well as users who are not actively using the platform however
still  have  a  profile  where  their  information  is  stored  (including  ‘de-activated’  profiles).
Invariably, there is an overlap between this set of stakeholders and ‘dependent communities’:
the latter includes the former. Our main focus here is on ethical harms that arise at the level of
the individual user, by virtue of their individual profiles or group pages, rather than the systemic
and societal harms outlined above. 

It is tempting to think that the harm to these users in the event of Facebook’s closure is limited
to the loss of the value that they place on having access to Facebook’s services. However, this
would be an incomplete conclusion. Everything a user does on the network is recorded and
becomes part of Facebook’s data archive, which is where the true potential for harm lies. That is,
the danger stems not only from losing access to the Facebook platform and the various services
it offers, but from future harms that users (active and passive) are exposed to as they lose
control over their personal data. Any violation of the trust that these users place in Facebook
with respect to the use of their personal data threatens to compromise user privacy, dignity and
self-identity (Floridi, 2011). Naturally, these threats also exist today. However, as long as the
platform remains operational, users have a clear idea of who they can hold accountable for the
processing of their data. Should the platform be forced to close, or worse still, sell off user data
to a third party, this accountability will likely vanish.

The scope  for  harm to  existing  users  upon Facebook’s  closure  depends  on how Facebook
continues to process user data. If the data are deleted (as occurred, for example, in the closure of
Yahoo!  Groups),11  users  could  lose  access  to  information  —  particularly,  photos  and
conversations  —  that  are  part  of  their  identity,  personal  history  and  memory.  Although
Facebook does allow users to download much of their intentionally provided data to a hard drive
— in the EU, implementing the right to data portability12— this does not encompass users’
conversations and other forms of interactive data. For example, Facebook photos in which a
user has been tagged, but which were uploaded by another user, are not portable, even though
these  photos  arguably  contain  the  first  user’s  personal  data.  Downloading  data  is  also  an
impractical option for the hundreds of millions of users accessing the platform only via mobile
devices  (Datareportal,  2019)  that  lack  adequate  storage  and  processing  capacity.  Personal
archiving is an increasingly constitutive part of a person’s sense of self, but, as noted by Acker
and Brubaker (2014), there is a tension between how users conceive of their online personal
archives, and the corporate, institutional reality of these archives.

On the other hand, it is highly plausible that Facebook would instead want to retain these data
to  train  its  machine  learning  models  and  to  provide  insights  on  users  of  other  Facebook
products, such as Instagram and Messenger. In this scenario, the risk to existing users is that
they lose control over how their information is used, or at least fail to understand how and
where it  is being processed (especially where these users are not active on other Facebook
products, such as Instagram). Naturally,  involuntary user profiling is a major concern with
Facebook as it stands. The difference in the case of closure is that many users will likely not even
be aware of the possibility of being profiled. If Facebook goes down, these users would no longer
be able to view their data, leading many to believe that it in fact is destroyed. Yet, a hypothetical
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user may for instance create an Instagram profile in 2030 and still be profiled by her lingering
Facebook data, despite Facebook (the main platform) being long gone by then. Or worse still,
her old Facebook data may be used to profile other users who are demographically similar to
her, without her (let alone their) informed consent or knowledge.

Existing laws in the EU offer limited protection for users’ data in these scenarios. If Facebook
intended to delete the data, under EU data protection law it would likely need to notify as well as
seek the consent of users for the further processing of their data,13 offering them the opportunity
to retrieve their data before deletion (see the closure of Google+14 and Yahoo! Groups). On the
other hand, if Facebook opted to retain and continue processing user data in order to provide
the (other) services set out under its terms and conditions, it is unlikely that it would be legally
required to obtain fresh consent from users — although, in reality, the company would likely still
offer users the option to retrieve their data. Independently, users in the EU could also exercise
their rights to data portability and erasure15 to retrieve or delete their data.

In practice, however, the enforcement and realisation of these rights is challenging. Given that
user  data  are  commingled  across  the  Facebook  group  of  companies,  and  moreover  have
‘velocity’ — an individual user’s data will likely have been repurposed and reused multiple times,
together with the data of other users — it is unlikely that all of the data relating to an individual
user can or will be identified and permanently ‘returned’. Likewise, given that user data are
commingled,  objection by an individual user to the transfer of  their  data is  unlikely to be
effective — their data will still be transferred with the data of other users who consent to the
transfer. As previously mentioned, the data portability function currently offered by Facebook is
also limited in scope.

Notwithstanding  these  practical  challenges,  a  broader  problem  with  the  existing  legal
framework governing user data is that it is almost entirely focused on the rights of individual
users. It offers little recognition or protection for the right of groups — for example, Facebook
groups  formed around sports,  travel,  music  or  other  shared  interests  — and thus  limited
protection against group-level ethical harm within the Facebook platform (i.e., when the ethical
patient is a multi-agent-system, not necessarily reducible to its individual parts [Floridi, 2012;
Simon, 1995]).

This problem is further exacerbated by so called ‘ad hoc groups’ (i.e., groups that are formed
only algorithmically [Mittelstadt, 2017]), which may not necessarily correspond to any organic
communities. For example, ‘dog owners living in Wales aged 38–40 that exercise regularly’
(Mittelstadt  2017,  p.  477)  is  a  hypothetical,  algorithmically  formed  group.  Whereas  many
organically formed groups are already acknowledged by privacy and discrimination laws, or at
least  have  the  organisational  means  to  defend  their  interests  (e.g.,  people  with  a  certain
disability, sexual orientation etc.), ad hoc algorithmic groups often lack organisational means of
resistance.

NON-USERS
The third key ethical stakeholders are those who never, or no longer, use Facebook, yet are still
susceptible to harms resulting from its demise. This category includes a range of disparate sub-
groups,  including  individuals  who  do  not  have  an  account,  but  whose  data  Facebook
nevertheless collects and tracks from apps or websites that embed its services (Hern, 2018).
Facebook uses these data, inter alia, to target the individual with ads encouraging them to join
the platform (Baser, 2018). Similarly, the non-user category includes individuals who may be
tracked by proxy, for example by analysing data from their relatives or close network (more on
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this below). A third sub-group is minors who may feature in photos and other types of data
uploaded to Facebook by their parents (so-called “sharenting”).

The most significant type of non-users, however, are deceased users, i.e., those who have used
the platform in the past but have since passed away. Although this may currently seem a rather
niche concern, the deceased user group is expected to grow rapidly over the next couple of
decades. As shown by Öhman and Watson (2019), Facebook will soon host hundreds of millions
of deceased profiles on their servers.16 This sub-group is of special interest since, unlike living
non-users who generally enjoy at least some  legal rights to privacy and data protection (as
outlined above), the deceased do not qualify for protection under existing data protection laws.17

The lack of protection for deceased data subjects is a pressing concern even without Facebook
closing.18 Facebook does not have any legal obligation to seek their consent (nor that of their
representatives)  before  deleting,  or  otherwise  further  processing,  users’  data  after  death
(although Denmark, Spain and Italy are exceptions).19 Moreover, even if Facebook tried to seek
the consent of their representatives, it would have a difficult time given that users do not always
appoint a ‘legacy contact’ to represent them posthumously.

The closure of the platform, however, opens an entirely new level of ethical harm, particularly in
the (unlikely but not impossible) case of bankruptcy or insolvency. Such a scenario would likely
force Facebook to sell off its assets to the highest bidder. However, unlike the sale or transfer of
data of living users, which under the GDPR and EU insolvency law requires users’ informed
consent, there is no corresponding protection for the sale of deceased users’ data in insolvency,
such as requiring the consent of their next of kin.20 Moreover, there are no limitations on who
could purchase these data and for what purposes. For example, a deceased person’s adversaries
could  acquire  their  Facebook  data  in  order  to  compromise  their  privacy  or  tarnish  their
reputation posthumously. Incidents of this kind have already been reported on Twitter, where
the profiles of deceased celebrities have been hacked and used to spread propaganda.21  The
profiles of deceased users may also remain commercially valuable and attractive to third party
purchasers — for instance, by providing insights on living associates of the deceased, such as
their  friends  and  relatives.  As  in  genealogy  —  where  one  individual’s  DNA  also  contains
information about their children, siblings and parents — one person’s data may similarly be
used  to  predict  another’s  behaviour  or  dispositions  (see  Creet  [2019]  on  the  relationship
between genealogy websites and big pharma).

In sum, the demise of a platform with Facebook’s global and societal significance is not only a
concern for those who use, or have used it directly, but also for individuals who are indirectly
affected by its omnipresence in society.

FUTURE GENERATIONS
It is also important to consider indirect harms arising from Facebook’s potential closure due to
missed opportunities. The most important stakeholders to consider in this respect are future
generations, which, much like deceased users, are seldom directly protected in law. By ‘future
generations’  we refer  mainly  to  future historians and sociologists  studying the origins and
dynamics of digital society, but also to the general public and their ability to access their shared
digital cultural heritage.

It is widely accepted that the open web holds great cultural and historical value (Rosenzweig,
2003), and thus several organisations — perhaps most notably the Internet Archive’s Way Back
Machine22— as well as researchers (Brügger and Schroeder, 2017) are working to preserve it.
Personal data, however, have received less attention. Although (most) individual user data may
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be  relatively  inconsequential  for  historical,  scientific  and  cultural  purposes,  the  aggregate
Facebook data archive amounts to a digital artefact of considerable significance. The personal
digital heritage of each Facebook user is, or will become, part of our shared cultural digital
heritage (Cameron and Kenderdine, 2007). As Varnado writes:

Many people save various things in digital format, and if they fail to alert others of
and provide access to those things, certain memories and stories of their lives could
be lost forever. This is a loss not only for a descendant’s legacy and successors but
also for society as a whole. […] This is especially true of social networking accounts,
which may be the principal—and eventually only—source for future generations to
learn about their predecessors (Varnado, 2014, p. 744)

Not only is Facebook becoming a significant digital cultural artefact, it is arguably the first such
artefact to have truly global  proportions.  Indeed, Facebook is  by far the largest archive of
human behaviour in history. As such, it can legitimately be said to hold what Appiah (2006)
calls ‘cosmopolitan value’  — that is,  something that is significant enough to be part of the
narrative of  our species.  Given its global reach, and thus its  interest to all  of  human kind
(present and future), this record can even be thought of as a form of future public good (Waters,
2002, p. 83), without which we risk falling into a ‘digital dark age’ (Kuny, 1998; Smit et al., 2011)
— a state of ignorance of our digital past.

The concentration of digital cultural heritage in a single (privately controlled and corporate)
platform is in and of itself problematic, especially in view of the risk of Facebook monopolising
private and collective history (Öhman and Watson, 2019). These socio-political concerns are
magnified in the context of the platform’s demise. For such a scenario poses a threat not only to
the  control  or  appraisal  of  digital  cultural  heritage,  but  also  to  its  very  existence  —  by
decompartmentalising the archive, thus destroying its global significance, and/or by destroying
it entirely due to lack of commercial or other interest in preserving it.

These risks are most acute in an insolvency scenario, where, as discussed above, the data are
more likely to be deleted or sold to third parties, including by being split up among a number of
different data controllers. Although such an outcome may be viewed as a positive development
in terms of decentralising Facebook’s power (Öhman and Watson, 2019), it also risks dividing
and therefore diluting the global heritage and cosmopolitan value held within the platform.
Worse still would be a scenario in which cosmopolitan value is destroyed due to a lack of, or
divergent, commercial interests in purchasing Facebook’s data archives, or indeed the inability
to put a price on these data due to the absence of agreed upon accounting rules over a company’s
(big) data assets (Lyford-Smith, 2017). The recent auction of Cambridge Analytica’s assets in
administration,  where the highest  bid received for  the company’s  business and intellectual
property rights (assumed to include the personal data of Facebook users) was a mere £1, is a
sobering illustration of these challenges.23 

However, our concerns are not limited to an insolvency scenario. In the more plausible scenario
of Facebook closing the shutters on one of its products, such as the main platform website and
app, the archive assembled by the product would no longer be accessible as such to either the
public or future generations, even though the data and insights would likely continue to exist
and be utilised within the Facebook Inc. group of companies (inter alia, to provide insights on
users of other products such as Instagram and Messenger).
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RECOMMENDATIONS
The stakeholders presented above, and the harms to which they are exposed, occupy the ethical
landscape in which legal and policy measures to manage Facebook’s closure must be shaped.
Although it is premature to propose definitive solutions, in this section we offer four broad
recommendations for future policy and research in this area. These recommendations are by no
means intended to be coherent solutions to “the” problem of big tech closure, but rather are
posed as a starting point for further debate.

DEVELOP A REGULATORY FRAMEWORK FOR SYSTEMICALLY IMPORTANT
TECHNOLOGICAL INSTITUTIONS.
As examined earlier, many societies around the world have become ever-more dependent on
digital communication and commerce through Big Tech platforms such as Facebook and would
be harmed by their (disorderly) demise. Consider, for instance, the implications of a sudden
breakdown of these platforms in times of crisis like the COVID-19 pandemic. As such, there are
compelling reasons to regulate these platforms as systemically important institutions. By way of
analogy to the SIFI concept — that is, domestic or global financial institutions and financial
market infrastructures whose failure is anticipated to have adverse consequences for the rest of
the financial system and the wider economy (FSB, 2014) — we thus propose that a new concept
of  systemically  important  technological  institution,  or  ‘SITI’,  be  given  more  serious
consideration. 

The regulatory framework for SITIs should draw on existing approaches to regulating SIFIs,
critical  national  infrastructures  and public  utilities,  respectively.  In  the  insolvency context,
drawing upon best practices for SIFI resolution, the SITI regime could include measures to fast-
track insolvency proceedings in order to facilitate the orderly wind-down or reorganisation of a
failing SITI in a way that minimises disruption to the (essential) services that it provides, thus
mitigating harm to dependent communities. This might include resolution powers vested in a
regulatory body authorised to supervise SITIs (this could be an existing body,  such as the
national  competition  or  consumer  protection/trade  agency,  or  a  newly  established  ‘Tech’
regulator) — including the power to mandate a SITI, such as Facebook, to continue to provide
‘essential  services’  to  dependent  communities  —  for  example,  access  to  user  groups  or
messaging apps — or else facilitate the transfer of these services to an alternative provider. 

In this way, SITIs would be subject to public obligations similar to those imposed on regulated
public utilities, such as water and electricity companies — as “private companies that control
infrastructural  goods”  (Rahman,  2018)  —  in  order  to  prevent  harm  to  dependent
communities.24 Likewise, the SITI regime should include obligations for failure planning (by
way of analogy to ‘resolution and recovery planning’ under the SIFI regime). In the EU, this
regime  should  also  build  on  the  regulatory  framework  for  ‘essential  services’,  specifically
essential  ‘digital  service providers’,  under the EU NIS (Network and Information Systems)
Directive,25 which focuses on managing and mitigating cyber security risks to critical national
infrastructures.

Whilst the fine print of the SITI regulatory regime requires further deliberation — indeed, the
analogy with SIFIs and public utilities has evident limitations — we hope this article will help
incite discussions to that end.
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STRENGTHEN THE LEGAL MECHANISMS FOR USERS TO CONTROL THEIR
OWN DATA IN CASES OF PLATFORM INSOLVENCY OR CLOSURE.
Existing data protection laws are insufficient to protect Facebook users from the ethical harms
that could arise from the handling of their data in the event of the platform’s closure. As we have
highlighted, the nature of ‘Big Data’ is such that even if users object to the deletion or sale of
their data, and request their return, Facebook would be unable as a practical matter to fully
satisfy that request. As a result, users face ethical harm where their data is used against their
will, in ways that could undermine their privacy, dignity and self-identity.

This calls for new data protection mechanisms that give Facebook users better control over their
data.  Potential  solutions include creating new regulatory obligations for data controllers to
segregate user data, in particular as between different Facebook subsidiaries (e.g., the main
platform and Instagram), where data are currently commingled.26 This would allow users to
more effectively retrieve their data were Facebook to shut down and could offer a more effective
way of protecting the interests of ad hoc ‘algorithmic’ groups (Mittelstadt, 2017). However, to
the extent that segregating data in this way undermines the economies of scale that facilitate Big
Data analysis, it could have the unintended effect of reducing the benefits that users gain from
the Facebook platform, inter alia through personalised recommendations. 

Additionally,  or alternatively,  further consideration should be given to the concept of  ‘data
trusts’, as a bottom-up form of data governance and control by users (Delacroix & Lawrence,
2019). Under a data trust structure, Facebook would act as a trustee for user data, holding them
on trust for the user(s) — as the settlor(s) and beneficiary(ies) of the trust — and managing and
sharing the data in accordance with their instructions. Moreover, a plurality of trusts can be
developed,  for  example,  designed around specified  groups  of  aggregated data  (in  order  to
leverage the economies of scope and scale of large, combined data sets). As a trustee, Facebook
would be subject to a fiduciary duty to only use the data in ways that serve the best interests of
the user (see further Balkin, 2016). As such, a data trust structure could provide a stronger legal
mechanism for safeguarding the wishes of users with respect to their data as compared to the
existing standard of ‘informed consent’. Another possible solution involves decentralising the
ownership and control of user data, for example using distributed ledger technology.27 

STRENGTHEN LEGAL PROTECTION FOR THE DATA AND PRIVACY OF
DECEASED USERS.
Although the interests of  non-users as a group need to be given serious consideration,  we
highlight  the  privacy  of  deceased  users  as  an  area  in  particular  need  of  protection.  We
recommend that more countries follow the lead of Denmark in implementing legislation that, at
least to some degree, protects the profiles of deceased users from being arbitrarily sold, mined
and disseminated in the case of  Facebook’s  closure.28  Such legislation could follow several
different models. Perhaps the most intuitive option is to simply enshrine the privacy rights of
deceased users  in data protection law,  such as  (in the EU) the GDPR. This  can either  be
designed as a personal (but time-limited) right (as in Denmark), or a right bestowed upon next
of kin (as in Spain and Italy). It could also be shaped by extending copyright law protection
(Harbinja, 2017) or take place within what Harbinja (2013, p. 20) calls a ‘human rights-based
regime’, (see also Bergtora Sandvik, 2020), i.e. as a universal and inviolable right. Alternatively,
it could be achieved by designating companies such as Facebook as ‘information fiduciaries’
(Balkin, 2016), pursuant to which they have a duty of care to act in the best interests of users
with respect to their data, including posthumously.

The risk of ethical harm to deceased users or customers in the event of corporate demise is not
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limited to the closure of Facebook, or Big Tech (platforms). Although Facebook will likely be the
single largest holder of deceased profiles in the 21st century, other social networks (LinkedIn,

WeChat, YouTube etc.) are also likely to host hundreds of millions of deceased profiles within
only a few decades. And as more sectors of the economy become digitised, any company holding
customer data will eventually hold a large volume of data relating to deceased subjects. As such,
developing more robust legal protection for the data privacy rights of the deceased is important
for mitigating the ethical harms due to corporate demise, broadly defined. 

However, for obvious reasons, deceased data subjects have little political influence, and are thus
unlikely to become a top priority to policy makers. Moreover, any legislative measures to protect
their privacy are likely to be adopted at national or regional levels first, although the problem
inevitably  remains  global  in  nature.  A  satisfactory  legislative  response  may  therefore  take
significant time and political effort to develop. Facebook should therefore be encouraged to
specify how they intend to handle deceased users’ data upon closure in their terms of service,
and in particular commit not to sell those data to a third party where this would not be in the
best interests of said users. While this private approach may not have the same effectiveness and
general applicability as national or regional legislation protecting deceased user data, it would
provide an important first step.

CREATE STRONGER INCENTIVES FOR FACEBOOK TO SHARE INSIGHTS
AND PRESERVE HISTORICALLY SIGNIFICANT DATA FOR FUTURE
GENERATIONS.
Future generations cannot directly safeguard their interests and thus it is incumbent on us to do
so. Given the societal,  historical and cultural interest in preserving, or at least averting the
complete destruction of Facebook’s cultural heritage, stronger incentives need to be created for
Facebook to take responsibility and begin acknowledging the global historical value of its data
archives.

A promising strategy would be to protect Facebook’s archive as a site of digital global heritage,
drawing inspiration from the protection of physical sites of global cultural heritage, such as
through UNESCO World Heritage protected status.29 Pursuant to Article 6.1 of the Convention
Concerning the  Protection of  World Cultural  and Natural  Heritage  (UNESCO,  1972),  state
parties acknowledge that, while respecting the sovereignty of the state territory, their national
heritage may also constitute world heritage, which falls within the interests and duties of the
‘international community’ to preserve. Meanwhile, Article 4 stipulates that:

Each  State  Party  to  this  Convention  recognizes  that  the  duty  of  ensuring  the
identification,  protection,  conservation,  presentation  and  transmission  to  future
generations of the cultural and natural heritage […] situated on its territory, belongs
primarily to that State. It will do all it can to this end, to the utmost of its own
resources  and,  where  appropriate,  with  any  international  assistance  and  co-
operation, in particular, financial, artistic, scientific and technical, which it may be
able to obtain. (UNESCO, 1972, Art. 4)

A digital version of this label may similarly entail acknowledgement by data controllers of, and a
pledge to preserve, the cosmopolitan value of their data archive, while allowing them to continue
using the archive. However, in contrast to physical sites and material artefacts, which fall under
the control of sovereign states, the most significant digital artefacts in today’s world are under
the control of Big Tech companies, like Facebook. As such, there is reason to consider a new
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international  agreement  between  corporate  entities,  in  which  they  pledge  to  protect  and
conserve the global cultural heritage on their platforms.30

However, bestowing the label of global digital heritage does not resolve the question of access to
this heritage. Unlike Twitter, which in 2010 attempted to donate its entire archive to the Library
of Congress,31 Facebook’s archive arguably contains more sensitive, personal information about
its users. Moreover, these data offer the company more of a competitive advantage compared to
Twitter (the latter’s user accounts are public, in contrast to Facebook, where many of the profiles
are visible only to friends of the user). These considerations could reduce Facebook’s readiness
to grant public access to its archives. Nevertheless, safeguarding the existence of Facebook’s
records and its historical significance remains an important first step in making it accessible to
future generations.

It goes without saying that the interests of future generations will at times conflict with the
interests of the other three ethical stakeholders we have identified. As Mazzone (2012, p. 1660)
points out, ‘the societal interest in preserving postings to social networking sites for future
historical  study  can  be  in  tension  with  the  privacy  interests  of  individual  users.’  Indeed,
Facebook’s data are proprietary, and any interventions must respect its rights in the data as well
as  the  privacy  rights  of  users.  Yet,  the  mere  fact  that  there  are  conflicts  of  interests  and
complexities  does not  mean that  the interests  of  future generations ought  to  be neglected
altogether.

CONCLUSION
For  the  foreseeable  future,  Facebook’s  demise  remains  a  high  risk,  low probability  event.
However, mapping out the legal and ethical landscape for such an eventuality, as we have done
in this  article,  allows society to better manage the fallout should this  scenario materialise.
Moreover,  our  analysis  helps  to  shed light  on lower  risk  but  higher  probability  scenarios.
Companies regularly fail and disappear — increasingly taking with them troves of customer-user
data that receive only limited protection and attention under existing law. The legal and ethical
harms that we have identified in this article, many of which flow from the use of data following
Facebook’s closure, are thus equally relevant to the closure of other companies, albeit on a
smaller scale. Regardless of which data-rich company is the next to go, we must make sure that
an adequate governance framework is in place to minimise the systemic and individual damage.
Our hope is that this article will help kickstart a debate and further research on these important
issues.
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FOOTNOTES

1. Unless otherwise stated, references to ‘Facebook’ are to the main platform (comprising News
Feed, Groups and Pages, inter alia, both on the mobile app as well as the website), and do not
include the wider group of companies that comprise Facebook Inc, namely WhatsApp,
Messenger, Instagram, Oculus (Facebook, 2018), and Calibra (recently rebranded as Novi
Financial) (Marcus, 2019; 2020).

2. See https://www.washingtonpost.com/news/the-intersect/wp/2015/02/12/8-throwback-
sites-you-thought-died-in-2005-but-are-actually-still-around/

3. See https://qz.com/1408120/yahoo-japan-is-shutting-down-its-website-hosting-service-
geocities/

4. Regulation (EU) 2016/679 < https://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=uriserv:OJ.L_.2016.119.01.0001.01.ENG>.

5. California Legislature Assembly Bill No. 375
<https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?bill_id=201720180AB375>

6. See <https://www.politico.com/news/2020/07/06/trump-parler-rules-349434>

7. See <
https://www.nytimes.com/2020/06/29/business/dealbook/facebook-boycott-ads.html>.

8. We adopt an inclusive definition of ethical harm (henceforth just ‘harm’) as any
encroachment upon personal or collective and legitimate interests such as dignity, privacy,
personal welfare, and freedom.  

9. Naturally, not all communities with a Facebook presence can be included in this category. For
example, the lost marketing opportunities for large multinational corporations such as Coca
Cola Inc., due to the sudden demise of Facebook, cannot be equated with the harm to a small-
scale collective of sole traders in a remote area (e.g., a local craft or farmers’ market) whose only
exposure to customers is through the platform. By ‘dependent communities’ we thus refer only
to communities whose ability to flourish and survive may be threatened by Facebook’s sudden
demise.

10. See https://info.internet.org/en/impact/

11. See https://help.yahoo.com/kb/understand-data-downloaded-yahoo-groups-sln35066.html

12. See Art 20 GDPR. 

13. See Art 4(2) GDPR (defining ‘processing’ to include, inter alia, ‘erasure or destruction’ of
personal data).

14. See Google Help, (2019) ‘Shutting down Google+ for consumer (personal) accounts on April
2, 2019’ https://support.google.com/plus/answer/9195133?hl=en-GB. Facebook states in its
data policy that ‘We store data until it is no longer necessary to provide our services and
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Facebook Products or until your account is deleted — whichever comes first’, which might
suggest that users provide their consent to future deletion of their data when they first sign up to
Facebook. However, it is unlikely that this clause substitutes for the requirement to obtain
specific and unambiguous consent to data processing, for specific purposes — including deletion
of data — under the GDPR (see Articles 4(11) and 6(1)(a)).

15. See Art 17 GDPR.

16. Facebook’s policy on deceased users has changed somewhat over the years, but the current
approach is to allow next of kin to either memorialise or permanently delete the account of a
confirmed deceased user (Facebook, n.d.). Users are also encouraged to select a ‘legacy contact’,
that is, a second Facebook user who will act as a custodian in the event of their demise. Although
these technical solutions have proven to be successful on an individual, short-term level, several
long-term problems remain unsolved. In particular, what happens when the legacy contact
themselves dies? For how long will it be economically viable to store hundreds of millions of
deceased profiles on the servers?

17. However, note that the information of a deceased subject can continue to be protected by the
right to privacy under Art 8 of the European Convention on Human Rights, and the common
law of confidence with respect to confidential personal information (although the latter is
unlikely to apply to data processing by Facebook) (see generally Aplin et al., 2012).

18.  Several philosophers and legal scholars have recently argued for the concept of posthumous
privacy to be recognised (see Scarre [2014, p. 1], Stokes [2015] and Öhman & Floridi [2018]). 

19.  Recital 27 of the GDPR clearly states that ‘[t]his Regulation does not apply to the personal
data of deceased persons’, however does at the same time allow member states to make
additional provision for this purpose. Accordingly, a few European countries have included
privacy rights for deceased data subjects in their implementing laws (for instance, Denmark,
Spain and Italy — see https://www.twobirds.com/en/in-focus/general-data-protection-
regulation/gdpr-tracker/deceased-persons.) However, aside from these limited cases, existing
data protection for the deceased is alarmingly sparse across the world. 

20. Under EU insolvency law, any processing of personal data (for example, deletion, sale or
transfer of the data to a third party purchaser) must comply with the GDPR (See Art 78 (Data
Protection) of EU Regulation 2015/848 on Insolvency Proceedings (recast). However, see
endnote 17 with regard to the right to privacy and confidentiality.

21.  See https://www.alaraby.co.uk/english/indepth/2019/2/25/saudi-trolls-hacking-dead-
peoples-twitter-to-spread-propaganda

22.  See https://archive.org/web/

23. See Administrator’s Progress Report (2018)
https://beta.companieshouse.gov.uk/company/09375920/filing-history. However, consumer
data (for example, in the form of customer loyalty schemes) has been valued more highly in
other corporate insolvencies (see for example, the Chapter 11 reorganisation of the Caesar’s
Entertainment Group https://digital.hbs.edu/platform-digit/submission/caesars-
entertainment-what-happens-in-vegas-ends-up-in-a-1billion-database/).

24. There is a broader call, from a competition (antitrust) policy perspective, to regulate Big
Tech platforms as utilities on the basis that these platforms tend towards natural monopoly (see,
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e.g. Warren, 2019). Relatedly, the UK Competition and Markets Authority has recommended a
new ‘pro-competition regulatory regime’ for digital platforms, such as Google and Facebook,
that have ‘strategic market status’ (Furman, 2019; CMA, 2020). The measures proposed under
this regime — such as facilitating interoperability between social media platforms— would also
help to mitigate the potential harms to Facebook’s ethical stakeholders due to its closure.

25. Directive (EU) 2016/1148 of the European Parliament and of the Council of 6 July 2016
concerning measures for a high common level of security of network and information systems
across the Union OJ L 194, 19.7.2016.

26.  Facebook has stated that financial data collected by Calibra/Novi, the digital wallet for Libra
cryptocurrency, will not be shared with Facebook or third parties without user consent
(Facebook 2019b). The segregation of user data is the subject of a ruling by the German
Competition Authority, however this was overturned on appeal by Facebook (and is now being
appealed by the competition authority — the original decision is here:
https://www.bundeskartellamt.de/SharedDocs/Meldung/EN/Pressemitteilungen/2019/07_02
_2019_Facebook.html).

27. A related imperative is to clarify the financial accounting rules for the valuation of (Big) data
assets, including in an insolvency context.

28. See s 2(5) of the Danish Data Protection Act 2018
<https://www.datatilsynet.dk/media/7753/danish-data-protection-act.pdf>

29. UNESCO has previously initiated a project to preserve source code (see Di Cosmo R and
Zacchiroli, 2017).

30.  This could be formal or informal, for example in the vein of the ‘Giving Pledge’ — a
philanthropic initiative to encourage billionaires to give away the majority of their wealth in
their lifetimes (see < https://givingpledge.org/>).

31.  Although the initiative has ceased to operate as originally planned, it remains one of the best
examples of large scale social media archiving (see https://www.npr.org/sections/thetwo-
way/2017/12/26/573609499/library-of-congress-will-no-longer-archive-every-tweet). 
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