
Umbach, Tim

Conference Paper

A Vicious Cycle of Regional Unemployment and Crime? -
Evidence from German Counties

Beiträge zur Jahrestagung des Vereins für Socialpolitik 2020: Gender Economics

Provided in Cooperation with:
Verein für Socialpolitik / German Economic Association

Suggested Citation: Umbach, Tim (2020) : A Vicious Cycle of Regional Unemployment and Crime?
- Evidence from German Counties, Beiträge zur Jahrestagung des Vereins für Socialpolitik 2020:
Gender Economics, ZBW - Leibniz Information Centre for Economics, Kiel, Hamburg

This Version is available at:
https://hdl.handle.net/10419/224611

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen
Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle
Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich
machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen
(insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten,
gelten abweichend von diesen Nutzungsbedingungen die in der dort
genannten Lizenz gewährten Nutzungsrechte.

Terms of use:

Documents in EconStor may be saved and copied for your personal
and scholarly purposes.

You are not to copy documents for public or commercial purposes, to
exhibit the documents publicly, to make them publicly available on the
internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content
Licence (especially Creative Commons Licences), you may exercise
further usage rights as specified in the indicated licence.

https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://hdl.handle.net/10419/224611
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/


A Vicious Cycle of Regional Unemployment and Crime?
- Evidence from German Counties

Tim Umbach

University of Cologne, Department of Economics, Albertus Magnus Platz, 50923 Cologne,
Germany. E-mail: umbach@wiso.uni-koeln.de

Abstract: Much research has been done showing that unemployment can cause crime,
and that crime adversely impacts economic activity. However, very few authors have
considered a simultaneous relationship. Using an IV-setup and regional panel-data,
I find evidence for the possibility of a vicious cycle, with unemployment leading to
higher crime rates and crime rates raising unemployment. I further find that especially
employment in low-skill service jobs is adversely affected by crime, that many types of
crime are impacted by unemployment differently and that both apartment rents and
GDP-growth decrease if crime increases. The spatial dependencies found further raise
the possibility that these vicious cycles could spill over into neighboring regions.
Keywords: Crime, Unemployment, Amenities, spatial autregresssive model, SARAR,
endogenous regessors.
JEL: J21, J32, K42, R11, R23, R30

1 Introduction

In 2009, the company Wolf-Garten, a garden equipment manufacturer in the county of

Altenkirchen, declared bankruptcy. It being the height of the financial crisis, other busi-

nesses also struggled, and people found it hard to find new jobs, and so the unemployment

rate shot up roughly 1 percentage point in the county. At the same time, crime rates

also increased. Especially assault, vandalism and all kinds of ’street crime’, that is crimes

taking place in public, went up to a similar degree (see Figure 1).

And Altenkirchen was not alone in this trend, during the financial crisis similar spikes

in both crime and unemployment could be seen in many counties across the country (see

Figure 6 in the appendix). In the coming years, the labor market rebounded, and the crime

rates also fell. This raises an obvious question: Are crime and unemployment related?

The idea that people commit crimes to get things they could not afford otherwise is very

intuitive, and so one would expect unemployment to have a positive impact on the crime

rate. More recently researchers have begun asking the question how crime rates might affect

the economy, with many hypothesizing that it dampens economic activity and causes higher
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Figure 1. Crime and unemployment in Altenkirchen (Westerwald)
Note: Standardized with base-year 2007.

skilled workers to move. However, these two strands of research mostly stood alone, even

though it seems quite intuitive to combine them. Because if unemployment causes more

crime, and more crime in turn lowers economic growth, one would expect crime to increase

unemployment. If true, this could give rise to a vicious cycle, where unemployment lets

people turn to crime, thereby worsening the economic prospects of their neighborhood,

thereby further increasing unemployment. This question has until now received very little

attention, and the few studies that have considered this even tangentially have not found

strong evidence either way.

My work then contributes to the existing literature as it is the first that examines this

question from a regional perspective, using fairly granular panel data. It is also the first

using an IV-set-up. As a result I indeed find some evidence that a simultaneous relationship

between crime and unemployment does exist.

This has strong policy implications. It suggests that crime and unemployment are both

social problems that can spiral out of control if policy makers do not intervene. But it also

suggests that policy interventions lowering either crime or unemployment could in turn

lead to a virtuous cycle of lower crime rates leading to lower unemployment and that in

turn lowering crime. The existence of spatial autocorrelation further suggests that such

feedback loops are not isolated to one region, instead a rise or a decrease in either crime

or unemployment could spill over into neighboring regions and cause a vicious or virtuous
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cycle to start there, which in turn would then again spill over into other regions and so on.

The paper is structured as follows: First, I will give a short overview of previous research

and derive hypotheses from it. Then an overview of the data used to examine this question

is given, followed by a discussion of the econometric methodology. Finally, the results are

presented and discussed.

2 Literature & Hypotheses

The prevalent economic theory regarding crime is the Becker-Ehrlich model (Becker 1968;

Ehrlich 1973). They propose a rational choice model of crime, where individuals face a

choice of pursuing legal or illegal activity to generate income and compare the expected

pay-outs to decide. The expected payout of legal employment depends on the probability

of losing ones job. In the aggregate and given identical agents, they argue, this probability

corresponds to the unemployment rate in a given period. Generally, in empirical studies

this model and its derivatives performed very well, with almost all of them confirming its

main implications (see Freeman 1999; Entorf and Spengler 2002 or Draca and Machin 2015

for a literature overview). However, early on, the impact of unemployment on crime often

could not be shown (Chiricos 1987; Entorf 2008). To get more definitive results, researchers

subsequently either focused on just youth unemployment, where this effect could be shown

reliably (Fougère et al. 2009; Grönqvist 2011) or used data with a lower level of aggregation

like the county level (Baller et al. 2001; Gould et al. 2002; Messner et al. 2013; Tarling and

Dennis 2016 ), street level (Morenoff et al. 2001; Andresen 2006; Ha and Andresen 2017; Liu

and Zhu 2017) or even individual level (Entorf 2008; Bennett and Ouazad 2016). Both these

approaches were indeed fruitful and found the hypothesized link between unemployment

and crime. Yet interestingly Raphael and Winter-Ebmer (2001) were also able to show

the same with highly aggregated data and for overall unemployment by controlling for

the possibility of simultaneity between unemployment and crime using 2SLS among other

strategies. This already suggests that the lack of evidence found in earlier studies might

also have been due to misspecified models, as no other study mentioned so far accounted

for this possibility.
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The other workhorse theory trying to explain the socio-economic determinants of crime

is the "social disorganization" theory, rooted in the work by Sutherland (1924) and Shaw

and McKay (1942) among others. This theory also predicts a positive link between unem-

ployment and crime, but proposes a different causal relationship. They argue that these

are linked via the local community and its ability to exercise social control, which in turn

depends on how well organized the community is, i.e. how tight the friendship-networks

and how strong local institutions are. This in turn depends on the economic means of

the community, which should decline as unemployment increases. As its implications are

fairly similar to those of the Becker-Ehrlich model it is not surprising that empirical inves-

tigations also found it to work well (for example Sampson and Groves 1989; Miethe et al.

1991; Glaeser and Sacerdote 1999; Gould et al. 2002; Entorf and Spengler 2002). The only

theory of note which suggests that unemployment might lower crime rates is that of Cantor

and Land (1985). They argue that since unemployed people tend to stay home more, they

are both less likely to be the victim of a crime and more likely to be a witness, thus acting

as a deterrence. They further believe that these effects can be disentangled, because the

deterrence effect of unemployment should set in immediately, while any motivational effect

might take time to manifest, implying that contemporaneously unemployment should lower

crime, while increasing it after a time lag. Some empirical testing of this hypothesis has

been done, but with mixed results, with Hale and Sabbagh (1991); Phillips (2006); Phillips

and Land (2012); Ha and Andresen (2017) confirming this hypothesis, but Levitt (2001) or

Arvanites and Defina (2006) finding no such evidence. Fajnzylber et al. (2000) even find

that unemployed people are more likely to be victims of a crime, which contradicts Cantor

and Land’s theory.

The idea that crime rates can influence unemployment is not entirely new, either. Some

research has been done in the framework of amenities (Roback 1988; Palumbo et al. 1990;

Boarnet 1994; Gottlieb 1995; Willis 1999, Berger et al. 2008; Nuñez et al. 2017). The

argument here is that crime is a dis-amenity, which causes companies to set up shop

elsewhere and/or causes high-skilled individuals to move, leading in turn companies to go

where they have access to this pool of labor. Most studies have found some evidence for

this hypothesis, but with the exception of Willis (1999), did not control for the possibility
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of a simultaneous relationship. Recently, Diamond (2016) found crime to be a dis-amenity

which specifically causes highly skilled individuals to move, while lower skilled people often

do not have the means to do so. Outside of the amenity framework, some authors pointed

out that crime might incur higher costs for firms, either because they have to pay more

for security, because they incur losses from thefts, burglaries etc., or because they have to

pay workers a premium to work in an certain area (Entorf and Spengler 2002; Sandler and

Enders 2008; Torres-Preciado et al. 2015). Independently, there exist a range of studies

trying to estimate the economic costs of crime, with estimates ranging from roughly 3% of

GDP in Italy (Detotto and Vannini 2010) to 12% in the US (Anderson 1999). Besides this

impact on economic activity and thereby labor demand in an area, there is also a strain

of literature showing that crime impacts labor market by destroying the human capital

stock and thereby labor supply. For one, young people endeavoring into a career of crime

will likely not invest further into their education and often drop out of school (Lochner

and Moretti 2004; Machin et al. 2011). Further, people with a criminal past often have

trouble finding legitimate work even if they try (Kling 2006), and whether they try is

largely determined by how difficult they expect it to find employment (Entorf 2008), with

recidivism having an inverse relationship to job market opportunities after release from

prison. In addition Bindler and Ketel (2019) found that victims of crime also were more

likely to become unemployed after the crime took place, either because of mental health

issues caused by a traumatizing experience, or because they had to move, leaving their job.

Given that there is this much evidence suggesting that unemployment has an impact on

crime rates and also a fair amount that crime rates can impact labor demand and supply,

it is somewhat surprising that most research has ignored the possibility of a simultaneous

relationship, and only very few studies explicitly investigated it. Thornberry and Chris-

tenson (1984) used a simultaneous equation model to do so, but only on an individual

level, where it seems unsurprising that a career in crime is not compatible with a day-job.

Further, there exist a number of studies that looked at whether crime rates and unemploy-

ment have a co-integrating relationship. Hale and Sabbagh (1991) found no evidence for

this, while Masih and Masih (1996); Mauro and Carmeci (2007) and Detotto and Pulina

(2013) did. The latter further tested the Granger causality of this relationship, with all



A Vicious Cycle of Regional Unemployment and Crime? 6

studies finding a strong evidence for crime being Granger-caused by unemployment, but

little or no evidence for causality flowing the other way around. One possible reason for

this is the use of national-level and therefore highly aggregated data. Both crime-rates and

unemployment are determined locally to a large extent (Levitt 2001; Elhorst 2003b) which

is also made apparent by the great regional variation of these variables we can observe (see

Figure 3). Therefore, analysis using national averages will ignore significant spatial varia-

tion and squander the potential to look at subtle, very localized mechanisms determining

crime and unemployment.

Given then a small spatial scale, it becomes important to consider the possibilities of

spatial spill-overs of both crime and unemployment. This matters for tow reasons. For

one, it is well understood that ignoring spatial autocorrelation can bias estimation results

(Anselin 1988). But maybe more importantly, examining the spatial dependenciescan

actually give us valuable insights in how crime and unemployment interact. There has been

a lot of research showing that both indeed exhibit spatial dependencies. For crime, An

early example is Morenoff et al. (2001), who show spatial clustering of murders in Chicago

neighborhoods. Other examples for such studies, which mostly found very similar results,

are Kershaw and Tseloni (2005), Breetzke (2008), Liu and Zhu (2017), Andresen and

Malleson (2013) and many others. Baller et al. (2001) studied homicides in the US over a

long time-frame (1960-90). Not only did they discover significant spatial dependence in the

data, they also found the model to be instable in both the time and the spatial dimension.

For example, they found different signs for coefficients when looking at different subsets

of the data, for example the South compared to the northern parts of the US, or different

decades. For Europe, noteworthy studies include the one by Cracolici and Uberti (2009),

Hooghe et al. (2010), Tarling and Dennis (2016). For Germany, one should also mention

the studies by Oberwittler and Gerstner (2011) and Messner et al. (2013). Oberwittler

and Gerstner (2011), who both find strong spatial dependencies. That unemployment also

usually shows strong positive spatial autocorrelation is well known (see Elhorst 2003b for

an overview) and, as for example Niebuhr (2003), this also holds in Germany.

In light of the previous research, I formulate the following three hypotheses:

H1: Crime and unemployment have a positive simultaneous relationship, leading to the
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possibility of vicious or virtuous cycles.

H2: One reason crime can increase is unemployment is because crime is a dis-amenity,

driving away business and/or skilled labor.

H3: Both crime and unemployment are autocorrelated across space. This gives the vicious

cycle of crime and unemployment a spatial dimension, resulting in a feedback loop

not only inside of a region, but spreading across regions.

3 Data

The panel data used covers all 401 German counties (Kreise and kreisfreie Städte in the

German nomenclature) over the years 2004-2015. The crime data come courtesy of the Ger-

man federal criminal police (Bundeskriminalamt, BKA) as part of their yearly published

Polizeiliche Kriminalstatistik (PKS)1. All other socio-economic variables were constructed

from publicly available data sets published by the federal and state statistical offices (Statis-

tische Ämter des Bundes und der Länder). The map data used for visualization and to

construct spatial weight matrices for my regression model come courtesy of Bundesamt für

Kartographie und Geodäsie (BKG).

Unfortunately, much of this data required a fair amount of cleaning up before it could be

used. For one, several counties underwent restructuring in my time-frame, lowering the

number of total counties from 439 in 2003 to 401 in 2015. In most cases, this did not present

a major problem, as two counties were combined into one, making the homogenization of

my data set straight forward. The exception to this is the area-reform of Saxony-Anhalt

in 2007. Here, some counties where cut up and re-assembled in a somewhat arbitrary

fashion, making it harder to homogenize observations before and after the reform. As in

most cases no lower-level data was available, I instead combined these counties as well as I

could, i.e. merging a county with another if most inhabitants of these two counties ended

up the new one. This is of course a source of aggregation error, to control for which I have

included a dummy for these years and counties in every regression. But since this only
1The publicly available data sets only include county-level data for the years 2013 onwards. Therefore

I am very grateful to the department IZ 33 of the BKA for giving me access to that data for the years
2003-2012.
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affects 7 counties over a 3-4 year time-span, I am confident that this is only a minor source

of measurement-error2. Also, as my regression model requires a perfectly balanced panel,

some imputation had to be done where there was data missing. Overall, imputations were

only necessary for five variables, and at most 8.33% of the observations had to be imputed,

in the other cases far less. For an overview of what data had to be imputed and how those

imputations where performed see Table 8 in the appendix. A range of covariates of crime

and unemployment were included in the analysis in order to control for omitted variable

bias and to further examine the channels trough which crime and unemployment interact.

An overview of all variables used and their descriptive statistics can be found in Table

1. Due to endogeneity issues, not all variables could be included in every specification of

my model, for details on what covariates were used specifically see the notes under the

estimation results.

Mean Std. dev. Min. Max.

Street crime (log.) 7.152487 .5436428 5.624676 8.667933
Spatial lag: Street crime (log.) 7.175277 .4010877 6.084411 8.286187
Unemployment rate (log.) 1.27724 .5030557 -4.438844 2.682135
Spatial lag: Unemployment rate (log.) 1.286064 .422586 .1389454 2.561723
GDP p.c. (log.) 10.12649 .3601162 9.252127 11.7235
Real GDP growth (log) 4.616458 .0418016 4.194755 5.009751
Rent per m2 1.744469 .1865015 1.26976 2.625393
Blanchard-Katz instrument 2.201843 .155096 1.612988 2.69066
Exposure to oil shocks 2.761355 .6270735 -1.302094 4.391074
Government employees p.c. (log.) 6.883763 .5381489 5.293982 8.549983
Share of males 10-18 (log.) 1.407968 .1890886 .753388 1.790764
Disposable household income (log.) 9.850103 .243384 -4.60517 10.61307
DE-domains p.c. (log.) 9.102219 1.980222 -4.60517 11.85277
Clearance rate street crime (log.) 3.010253 .2812972 1.463568 4.157049
Population density (log.) 5.617081 1.084441 3.590776 8.44838
Divorce rate (log.) 10.69009 .2603059 9.107629 11.58924

N = 401 T = 12 NxT = 4812

Table 1. Descriptive statistics

3.1 Crime: Data and Instruments

The main measure of crime used is ‘street crime’, which consists of all kinds of crime

taking place in a public space3. This is done for several reasons. Firstly, in this study

2This is also supported by the fact that when a dummy variable for those counties in question was
included in my regressions, the corresponding parameter estimate was always very small and never signif-
icant.

3For an exact definition see Bundeskriminalamt (2017a, pp. 7–8).
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I am not interested in a specific type of crime, but rather crime in general. However,

the total number of crimes committed is not a good measure to use, as it includes many

violations that, while against the law, would not usually be perceived as crimes, such as fare

dodging or crossing the border without permission, making it "almost useless", as Entorf

and Spengler (2002, p. 7) put it. Therefore "street crime" arguably serves as a better proxy

for the perceived level of crime in an area, as it aggregates many forms of crime people

actually care about, such as pick-pocketing, muggings, assault etc. This also matters as

the amenity-framework of job location implies that the perception of safety rather than the

actual number of crimes drive the location of jobs, because a perceived risk of becoming a

victim of a crime is the disamenity people or firms react to (Willis 1999). Secondly, as Birkel

et al. 2014 find, most types of crime included in the street-crime measure have fairly low

under-reporting rates. It is well known that police recorded crime rates under-reports the

actual crime numbers. That in itself would not matter, if the share of crimes reported were

homogeneous over time and space. Yet Tarling and Morris (2010) show that crime under-

reporting can undergo serious fluctuations over time, as in between 1991 and 2008 people

became more likely to report violent and less likely to report property crimes. And while

Gove et al. (1985) argue that these fluctuations are mostly due to changing perceptions of

how serious a crime is, MacDonald (2001) for instance finds that unemployed people are

less likely to report burglaries, implying that likelihood of someone reporting a burglary

and their socio-economic status are not statistically independent. Thus it is important to

minimize this possibility of endogeneity by using crimes with low under-reporting bias. To

further alleviate this problem, I will also use other types of crime with different levels of

underreporting in my robustness checks. Also, as Willis (1999) points out, calculating the

crime rate as crimes per 100,000 inhabitants as it is usually done might over - or under-

estimate the prevalence of crime, as the resident population is not equal to the pool of

potential victims, especially in areas with many transients, for example popular tourist

destinations or large cities with many potential victims commuting from the surrounding

counties. I however found it to make no difference in my estimation results.

When estimating the impact of crime on unemployment, the crime rates need to be instru-

mented. In order to allow me to test whether the instruments used are indeed exogenous,
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as required for unbiased results, the model needs to be over-identified, i.e. each endogenous

variable needs to be instrumented with at least two instruments (see Sargan 1958). The

first instrument for street crime used is the number of tenured government employees per

capita. In Germany, almost all government jobs concerning law and order are tenured, so

this can be seen as a proxy for how well staffed police and the justice system is in a certain

area. I did not use the number of police officers, as this data is not readily available, and

also Levitt (1995) found that it might be endogenous, as politicians increase the number

of police officers in response to a rise in crime. Using the number of tenured employees

instead gives me a measure on how well staffed a local government is in general, which is

less likely to be endogenous.

The second instrument, the clearance rate, of street crime, can be interpreted within the

Becker-Ehrlich framework as the perceived likelihood of getting caught. However, the

clearance rates might have their own endogeneity issues, as they are calculated as solved

crimes per reported crime, and are therefore affected by the same under-reporting issue

mentioned before. For example, the average clearance rate of drug crimes in my data

is 95.6%, which clearly in no way reflects the actual clearance rate, nor the probability

of getting caught. Due to this under-reporting problem it is even possible that a more

effective justice system could lower the clearance rates, as more crimes are uncovered that

went unreported before. To deal with this, I use the clearance rate of street crime, which,

as discussed earlier, has a low underreporting bias.

As alternative instruments, I also tried the share of young men in the community, defined as

men between 10 and 18 per capita, and a shift-share instrument of crime. It is well known

that most crimes, and especially the types of crime included in the ’street-crime’-measure,

are overwhelmingly committed by young men (Glaeser and Sacerdote 1999; Entorf and

Spengler 2000). That this is also the case in Germany is supported by the aforementioned

survey among inmates by Entorf (2008), which reported that 89% of inmates are male,

with an average age of 33. It stands to reason that this instrument is also exogenous, as it

is mostly determined by birth rate patterns decades earlier as well as the parents decision

where to live. The cut-off of 18 is chosen because there is a chance that men over 18 move

in response to unemployment shocks, making there location endogenous again. The shift-
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share instrument is constructed by multiplying the one-year-lag of the crime variable with

its national growth rate, analogously to how the Blanchard-Katz instrument is calculated

(see next section). As both the time lag and the national change in crime are very likely

exogenous, this instrument should be so as well.

For relevance of these instruments, the correlations reported in Table 9 in the appendix

give a first impression, although more sophisticated post-estimation methods were also

used (see section 4).

3.2 Unemployment: Data and Instruments

The main measure of unemployment used are the official unemployment numbers as re-

ported by the Bundesagentur für Arbeit. However, since I am dealing with a small ge-

ographic scale, this measure might not perfectly encapsulate the effect I am trying to

measure, since it does not account for commuting, as Willis (1999) points out. If crime

lowers employment in a specific city, it is possible that the unemployment rate there will

only increase slightly, with most people being laid off living in the surrounding counties and

commuting into the city. I therefore also check the effect increased crime numbers have on

the employment rate in a given county, i.e the number of people per capita that actually

work there. As can be seen from Figure 3, there can be substantial differences between

those two numbers, with large cities often exhibiting both high unemployment and high

employment rates. The same data source also reports sector specific employment figures,

which allows me to test whether the employment-crime relationship is homogeneous across

industries. The sectors for which employment data is available are the low skill service

sector, such as retail, hospitality and transport, the high-skill services sector, like finance,

insurance or consulting as well as manufacturing and lastly agriculture, including fishing4.

For the IV-estimations, again two instruments are needed. These were taken from the

vast literature on regional unemployment (see Elhorst 2003a and Mameli et al. 2014 for

an overview). The first instrument is a shift-share instrument first proposed by Blanchard

and Katz (1992), the national employment growth rates in each industry multiplied by

4For details on how these sectors are defined, see Statistische Ämter der Länder und des Bundes 2017c.
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the regional shares of employment in each industry in the previous year. This is inspired

by the ‘industry-mix’-explanation popular in the regional unemployment literature, which

seeks to explain differences in unemployment levels across regions by differences in the

industrial base. In essence, the argument is that different industries are affected differently

by structural change, and therefore regions with a lot of manufacturing for instance might

exhibit high unemployment, while regions with a large share of employees in professional

services for example do not (see Taylor and Bradley 1997 or Niebuhr 2003 for example).

It seems fairly likely to me that this instrument is indeed exogenous, as it relies on the

national employment growth, which almost certainly is independent of individual growth

rates in a single county, and the time lag of employment shares, which are exogenous

almost by definition. Yet some have questioned how relevant it is. For instance Martin

(1997) found that unemployment growth can vary widely even among regions with the

same industrial make-up. More recently, however, Autor et al. (2013) have shown industry

mix to significantly impact changes in unemployment, as those local labor markets with

industries heavily exposed to competition from China fared far worse than those with less

exposure. The second variable used as an instrument for unemployment is the time lag of

GDP p.c., which is exogenous by construction, and should also be relevant.

As an alternative instrument, I use the share of jobs in in manufacturing in the previous

year, multiplied by the Brent oil-price. This is an idea taken from Raphael and Winter-

Ebmer (2001), who argue that regions where a lot of people work in manufacturing are

more susceptible to oil-price shocks, both of which should be exogenous in my set-up. For

the relevance of all these variables, see again Table 9 in the appendix.

3.3 Data Overview

A visual inspection of the most relevant variables, crime rates and unemployment rates,

already give us some interesting insights. First, looking at simple scatterplots (Figure 2),

crime and unemployment seem to have a positive relationship, and both seem positively

spatially auto-correlated. Further, GDP growth and crime are seemingly negatively related,

although the relationship is not as strong. This so far supports the hypothesis derived
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(a) Street-crime and unemployment (b) Crime and GDP growth

(c) Spatial autocorrelation of street crime (d) Spatial autocorrelation of unemployment

Figure 2. Scatterplots
Note: All variables are logarithmized, outliers have been removed for legibility.

from the literature, but we cannot say what the casual link between all these variables

looks like. Considering the maps in Figure 3, as similar picture emerges. Especially

unemployment and crime rates form distinct clusters, which is a clear sign of positive

spatial autocorrelation (see LeSage and Pace 2009). Also, these clusters are very similar to

each other. Both crime and unemployment are very high in the Rhine-Ruhr area as well

as around Hamburg and Berlin, while a large cluster of low crime and low unemployment

exists in the south. Comparing this with the spatial distribution of employment in low-

skill sectors, we see some similarities, but more differences. Both have very high values in

the large cities, but low-skill employment is far less clustered than unemployment. One

cause for this might be that unemployment is measured at the place of residency, while

employment is measured at the place of work. This could explain why employment exhibits

many instances of negative spatial autocorrelation, i.e. cities with very high employment

rates, surrounded by counties with very low rates, as people commute from the more rural

areas to the cities for work. The spatial clustering of GDP growth is less distinct, and



A Vicious Cycle of Regional Unemployment and Crime? 14

does not clearly align with any of the spatial patterns found before, except for a large

high-growth cluster in the south. Overall, this is again what one would expect to see if

a bi-directional relationship between crime and unemployment existed while spatial spill-

overs were present, though other explanations are also possible.

(a) Street crime rate (log) (b) Unemployment rate (log)

(c) Employment rate in low-skill services (log) (d) GDP growth (log)

Figure 3. Maps of crime and unemployment
Note: All variables logarithmized and averaged over time. The base map-material comes courtesy of the

BKG.

When looking at crime and unemployment in the time dimension, no clear patterns or

trends emerge at first (see Figure 4 in the appendix). But when subtracting the panel

average from each equation, a general downward-trend in both unemployment and crime

rates becomes visible (Fig. 5), suggesting that there exist a common time trend which

needs to be controlled for. Also, the effects of the financial crisis are again visible when

doing so, but the effects are not as distinct as when looking at individual counties (Table
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6 in the appendix).

4 Methods

Given the data and the hypothesis discussed in 2, let us now discuss how this shapes my

model of the data generating process, and how such a model can be estimated. I will

also discuss a range of specification tests used to check whether the assumptions made are

sensible.

The hypothesis that unemployment and crime simultaneously affect each other (H1) im-

plies a data generating process that looks like this, stacked over all cross-sectional elements:

ut = α1ct + α2ut−1 +Xu
t α. (4.1)

ct = β1ut + β2ct−1 +Xc
t β. (4.2)

Here ut, ct are Nx1 vectors of the unemployment and crime rates respectively and Xu
t , X

c
t

are MxN matrices of time-variant exogenous variables. However, if H3 holds, i.e. if

unemployment and crime are spatially correlated with themselves, this should be modelled

explicitly as an AR process. A so called SARAR model (see Kelejian and Prucha 1998)

would look like this, where λ is the AR-parameter:

ut = λuWut + α1ct + α2ut−1 +Xu
t α+ eut (4.3)

ct = λcWct + β1ut + β2ct−1 +Xc
t β + ect (4.4)

This makes it necessary to define a NxN spatial weighting matrix W , the construction of

which I will discuss later in this section. Given what we already know, the error terms

eut and ect should include, besides an ideosyncratic part εit ∼ IID(0, σ2ε), a cross-sectional

fixed effects term ϑ to control for latent variables, as well as time fixed effects ψ to control

for the common time trends found in the data (Fig. 5). In addition, given the hypothesized

spatial AR-process, it seems likely that the error terms are also correlated over space. So

the error term of either equation can be described as follows, with j ∈ N being the other
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counties, wij being the the ij-th element of the spatial weight matrix W and ρ being the

spatial autocorrelation coefficient:

ekit = ρk
N∑
j=1

wije
k
jt + ϑki + ψk

i + εkit, k ∈ {u, c} (4.5)

This hypothetical data generating process already presents a number of identification chal-

lenges to solve. First, for the fixed-effects term, the data is within-transformed, i.e. the

cross-sectional average of each variable is substracted from each observation. Further,

crime and unemployment are assumed to be endogenous, which I deal with using a two-

stage least squares (2SLS) estimation with the instruments discussed before. In order to

test for exogeneity of these instruments, it is beneficial if the first stage regressions are

over-identified, which is why I use two instruments each. However, these are not the only

endogenous variables, so are by construction the spatial and temporal lags of the dependent

variables (see Anselin 1988 and Arellano and Bond 1991). To deal with the spatial lag be-

ing endogenous, Kelejian and Prucha (1998) proposed a 2SLS estimation procedure, which

involves instrumenting the lag it with the spatial lags of all exogenous variables. Anal-

ogously, I instrument the time lags of the dependent variables with the time-lags of all

exogenous ones. Taken together, this closely resembles the estimation procedure proposed

by Fingleton and Le Gallo (2008). From their paper it follows that one should further

include the time-and spatial lags of the instruments for crime and unemployment in order

to minimize the risk the residuals are correlated with these. Now, following Kelejian and

Prucha (1998), the spatial autocorrelation in the error term is dealt with by first estimating

the autocorrelation coefficient ρ using GMM. This is done using the moments Mutl and

Pfaffermayr (2011) have derived for the fixed-effects case. Next, a Cochrane-Orcutt type

transformation of the data is performed, subtracting the spatial lag multiplied with the

estimate of ρ of each variable and thus getting rid of any latent spatial autocorrelation.

Overall, the estimation strategy I derived from this looks as follows5:

1. First, all variables are within transformed to account for the FE-term.

2. Next, an initial 2SLS estimate of the model is calculated.
5All estimations and tests are done in Stata 15 (StataCorp 2017).
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3. The residuals of this initial 2SLS regression are then used to estimate the spatial

autocorrelation coefficient ρ using GMM.

4. The data is Cochrane-Orcutt transformed using ρ̂.

5. Lastly, the model is now estimated again using the same 2SLS procedure from before.

Here heteroskedasticity- and autocorrelation-robust (HAC) standard errors are used

in order to get viable test statistics.

With this procedure it should be possible to get an unbiased and consistent estimate of

how crime effects unemployment and the other way around, assuming the model is not

seriously mis-specified.

Distance cut-off Queen contiguity Inverse distance

Distance cut-off 1 - -
Queen contiguity .7348 1 -
Inverse distance .7791 .6362 1

Table 2. MC-results: Average correlation of spatial lags

In theory, misspecifying the spatial weight matrix W could lead to such a misspecified

model, as that matrix contains a definition of neighborhood super-imposed on the model.

However, LeSage and Pace (2014) show that, as long as the spatial lags created by different

weight matrices are highly correlated, the estimates for the partial derivatives do not

differ materially. To check whether this holds in my model, I calculated three of the

most common weight matrix specifications6, queen contiguity (a), distance cut-off (b) and

inverse distance (c), for all German counties. Next,a Monte-Carlo (MC) simulation with

a thousand repetitions was run. In each repetition, a random vector y of size 401x1 was

drawn from a standard-normal distribution. Then the spatial lags of this vector were

calculated, ỹk = Wky for k ∈ {a, b, c}, and then the Pearson correlation coefficient of the

spatial lags. When taking the average across all repetitions, I got the results shown in

Table 2. LeSage and Pace (2014, p. 225) suggest that a correlation coefficient of greater

than .5 would mean that the resulting effect estimates are very similar, so it does not seem

to matter which specification I choose to use a distance cut-off matrix. This is a NxN

matrix of binary weights wij that turn zero if the distance between the centroid of county i
6All matrices are row-standardized. See Anselin (2002, pp. 256–260) for specification details.
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and that of county j is greater than some cut-off r, and one else. Lastly, this matrix is row

standardized by dividing each weight with the sum of weights in that row, w̃ij =
wij∑N
j=1 wij

.

For the cut-off point r I chose 58.42 kilometers, as this is the minimum distance which

ensures that each county has as least one neighbor.

To further ensure the model is not significantly misspecified, a range of tests are deployed.

As mentioned before, in order to give consistent estimates, it is important that the instru-

ments are both exogenous and relevant, i.e. correlated with the variable to be instrumented.

For the latter, simple correlations already suggest that the instruments chosen are indeed

relevant (see Table 9 in the appendix). To further ensure relevance, the partial R2 of the

first-stage estimations can be checked, i.e the part of the variation that is explained only

by the excluded instruments. To then check whether these are truly exogenous, I use the

well-known Sargan-Hansen test (Sargan 1958), which in essence tests whether the residu-

als are correlated with the instruments used. A potential bias due to omitted variables is

somewhat mitigated by the inclusion of cross-sectional and time fixed effect, which con-

trol for all latent, time-invariant covariates as well as time trends which affect all counties

homogeneously. In order to rule out omitted variable bias further, a range of covariates

where included in the regressions, a detailed account of which can be found in the notes

beneath the regression tables.
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5 Results

Turning now to the results, the model as laid out above does not seem too misspecified. The

main results of the base model are shown in Table 3, the specification test results in Table

4. As most partial R2-statistics are fairly high, I am satisfied that the instruments used

are indeed relevant, which is also born out by joint F test of the excluded instruments in

the first-stage regressions (not reported). The Hansen-J statistics further suggest that the

instruments used are also exogenous, as they are far from significant. A range of robustness

checks have been performed that largely confirm these results, they can be found along

with the full estimation results of the base model in the appendix (Tables 10 and 11).

(1) (2)
Unemployment Street crime

Street crime .1719* -
(.071)

Unemployment - -.0625
(.085)

Time lag: Unemployment .0672 .0875*
(.074) (.026)

Time lag: Crime - .2840
(0.103)

Spatial lag: Dependent var. .9069*** .7489***
(.053) (.000)

ρ -.2567 -.1396

Covariates included Yes Yes
Time dummies Yes Yes
Fixed effects Yes Yes

NxT=4812. Robust std. errors in parenthesis. ***p< .001, **p< .01, *p< .05

Table 3. Base 2SLS results

Note: All variables are logarithmized. Street crime, unemployment the time and the spatial
lags of were instrumented . Covariates included in model (1) were the the time lag of dispos-
able household income, the number of newly registered DE-domains p.c. and the high-school
dropout rate. Covariates included in model (2) were the the lagged clearance rate of street
crime, GDP per capita, the divorce rate and population density. Excluded instruments in
model (1) were the clearance rate of street crime and the number of government employees
per capita as well as the time- and spatial lags of all instruments. Excluded instruments in
model (2) were the Blanchard-Katz instrument and the time lag of GDP p.c. as well as the
time- and spatial lags of all instruments.

The coefficient estimates of the base model suggest that there indeed exists a bi-directional

relationship between crime and unemployment, although a bit more complicated than

hypothesized in H1. While crime does increase unemployment, and higher unemployment
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also increases crime, the latter effect seems to be delayed by one period. Interestingly,

the contemporaneous coefficient is even negative, but not significant. This might support

the Cantor-Land hypothesis that, at first, a higher unemployment rate lowers the crime

rate, because the change in routine makes unemployed people less likely to become victims,

while after some time increasing crime rates due to a motivational effect. However, since

the data is not very granular in the time dimensions, this has to be seen as a rough estimate

of the time dynamics at play. It seems likely that repeating this exercise with quarterly,

monthly or even daily data would result in more exact and easier to interpret estimates.

(1) (2)
Unemployment Street-crime

Avg. Direct effect of crime .1720 -
Avg. Indirect effect of crime .0119 -
Avg. Direct effect of 1 yr. lag unemployment - .1013
Avg. Indirect effect of 1 yr. lag unemployment - .2361

Statistic p-value Statistic p-value

1st stage: Partial R2 endogenous var. .1655 - .2433 -
1st stage: Partial R2 spatial lag .4933 - .1879 -
1st stage: Partial R2 time lag unemp. .1801 - .2199 -
1st stage: Partial R2 time lag crime - - .0726 -
Hansen J 10.457 .3148 13.615 .1913

Table 4. Marginal effects & specification tests of base 2SLS estimation

It should be noted here that the reported coefficients cannot directly be interpreted as

marginal effects, due to the implied feedback loops from spatial dependence. Therefore,

the average direct and indirect effects of crime and unemployment respectively are reported

in Table 4. They can be interpreted as the effect a change in one variable would have on

the dependent variable in the county directly, and indirectly on a neighboring county7.

It seems that the effect of crime on unemployment mostly localized, a rise in crime does

not really effect unemployment in neighboring counties. Yet unemployment does have a

spill-over effect, on average the impact on crime in the neighboring counties is even larger

than in the county itself. This might be because unemployment has both a motivational

effect, but also makes the region poorer, so it becomes profitable to cross county borders.

In general, however, these results support both hypothesis H1 and H3, there seems to

exist a bi-directional relationship between crime and unemployment, and there is evidence

7For details on why the estimated cannot be interpreted as marginal effects and how these are calculated,
see LeSage and Pace (2009, p. 34).
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for spill-over effects that could in theory cause such a viscous cycle to spread across regions.

It might now be interesting to further pinpoint the effects found in the base model. For

that, I first estimated the same model with different types of employment as the dependent

variable (see Table 5). Interestingly, the hypothesized effect of crime is only significant

when regressing on employment in the low-skill service sector, i.e. retail, hospitality and

personal services. The effect on high-skill employment, i.e. finance, insurance and other

professional services, is of similar magnitude, but just insignificant, while there seems to

exist almost no effect on employment manufacturing or agriculture. This gives some insight

into how this relationship might work. Employment in businesses that rely heavily on foot-

traffic or at least require customers to physically visit the place of business, seems to be

affected the worst by crime, and employment in sectors where the customer almost never

visits the business the least.

(1) (2) (3) (4)
Low-skill services High-skill services Manufacturing Agriculture

Street crime -0.0778∗∗ -0.0957 -0.0317 0.0628
(0.0273) (0.0654) (0.0189) (0.0747)

Time lag: Employment -0.0074 -0.0719 0.831∗∗∗ 0.816∗∗∗

(0.0491) (0.0717) (0.0298) (0.167)

Spatial lag: Employment 0.264∗∗ 0.570∗∗∗ 0.117∗ 0.0309
(0.0999) (0.0861) (0.0501) (0.240)

Covariates included Yes Yes Yes Yes
Time dummies Yes Yes Yes Yes
Fixed effects Yes Yes Yes Yes

NxT=4812. Robust std. errors in parenthesis. ***p< .001, **p< .01, *p< .05

Table 5. 2SLS Estimates: Employment

Note: All variables are logarithmized. Street crime and the time and the spatial lags of
employment were instrumented . Covariates included were the the time lag of disposable
household income and the high-school dropout rate. Excluded instruments were the clearance
rate of street crime, the share of males between 12 and 18 as well as the time- and spatial
lags of all instruments.

Also, notably, the spatial spill-overs are much smaller than in the base model, and close

to zero for manufacturing and agriculture. This is in line what with the visual evidence

from the maps in Figure 3, where employment seemed to be much less clustered than

unemployment. Other than that, these results are qualitatively similar to what was found

in the base model, further suggesting a suitable specification was found.
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Next, it would be interesting to see whether the effect of unemployment on crime is limited

to the street crime measure. The results from the baseline model applied to five different

measures of crime are reported in Table 6.

(1) (2) (3) (4) (5)
Assault Vandalism Drug crime Theft out of cars Burglaries

Unemployment -0.0870 -0.0815∗ -0.0464 -0.535∗∗∗ -0.427∗

(0.0507) (0.0403) (0.0823) (0.130) (0.182)

Time lag: Unemployment 0.142∗ 0.122∗ 0.0914 0.100 0.187
(0.0638) (0.0543) (0.104) (0.120) (0.164)

Spatial lag: Dependent variable 0.369∗ 0.839∗∗∗ 0.633∗∗∗ 0.0136 0.215
(0.175) (0.199) (0.151) (0.158) (0.241)

Time lag: Dependent variable -0.0347 0.226 0.344∗∗ 0.687∗∗∗ 0.823∗∗∗

(0.0203) (0.263) (0.106) (0.107) (0.246)

Covariates included Yes Yes Yes Yes Yes
Time dummies Yes Yes Yes Yes Yes
Fixed effects Yes Yes Yes Yes Yes

NxT=4812. Robust std. errors in parenthesis. ***p< .001, **p< .01, *p< .05

Table 6. 2SLS Estimates: Crime

Note: All variables are logarithmized. Unemployment as well as the time and the spatial lags
of crime and unemplyoment were instrumented . Covariates included were the the lagged
clearance rate of street crime, the divorce rate and population density. Excluded instruments
in model were the Blanchard-Katz instrument and the time lag of GDP p.c. as well as the
time- and spatial lags of all instruments.

Here, the relationship between crime and unemployment seems to differ by crime type.

Regressing on the rates of assault, drug crime and to some degree vandalism results in fairly

similar estimates. Contemporaneously, higher unemployment seems to lower the crime rate,

although now this effect is sometimes significant. Then, with a delay, unemployment has

the hypothesized positive impact, out-sizing the initial negative one. The same behavior,

however, is not apparent when treating the rate of burglaries and theft from cars as a

dependent variable. Here, unemployment has initially a very large negative impact on

these crime rates, and the delayed positive effect is much smaller and not significant.

This is not very surprising, however. Theft and especially burglaries are usually crimes

committed out of a purely financial motive, and often by organized criminals that operate

not only across county, but often across national borders. It therefore seems plausible that

these crimes are committed in especially affluent regions, while higher unemployment would

make a region less enticing for criminals. This might also explain why the latter two types

of crime show very little spatial clustering compared to the first three, precisely because
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these crimes are less dependent on where a criminal lives. Considering the possibility of an

underreporting bias mentioned before, it seems however prudent to not give the estimation

results for vandalism and drug crimes too much weight, as these have the lowest reporting

rates out of all crimes considered.

Lastly, it is still unclear exactly how crime effects unemployment. We know that the

effect seems to be especially large for businesses that depend on customers physically

visiting them. Previous literature suggests that this might be because crime incurs cost

to businesses, or because crime is a disamenity, driving away customers and even skilled

employees. To further examined this, I slightly modified my model to estimate the effect of

crime on the per m2 rent as a proxy for the amenities a region offers and on GDP-growth

as a measure of change in economic activity in an area. The same general set-up as in the

base model was used, as of course time and spatial lags are exogenous by construction, and

it seems plausible that both rents and GDP-growth are endogenous to crime as well. For

example, lower rents might attract a different clientèle more likely to commit crimes, or

lower GDP-growth could lead to more unemployment, which is very likely endogenous as

we saw before. Therefore both were again instrumented, leading to the estimation results

reported in Table 7.

(1) (2)
Rent GDP-growth

Street crime -0.197∗∗∗ -0.211∗∗∗

(0.0741) (0.0279)

Spatial lag: Dependent variable 0.00710 0.0101
(0.0743) (0.156)

Time lag: Dependent variable 0.871∗∗∗ -0.617∗∗∗

(0.103) (0.132)

N x T 4010 4812
Covariates included Yes Yes
Time dummies Yes Yes
Fixed effects Yes Yes

Robust std. errors in parenthesis. ***p< .001, **p< .01, *p< .05

Table 7. Effect of crime on rents and GDP-growth

Note: All variables are logarithmized. Street crime as well as the time and the spatial lags
of Rent per m2 and GDP growth were instrumented . Covariates included in model (1) were
population density, GDP per capita and the share of non-citizens. Covariates in model (2)
were the lag of GDP p.c., the exposure to oil shocks and the number of newly registered DE-
domains p.c. Excluded instruments in both models were the clearance rate of street crime,
the share of males between 12 and 18 as well as the time- and spatial lags of all instruments.
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As we can see, crime affects both rents and GDP-growth similarly, both are significantly

lowered by an increase in crime. This means for one that crime does indeed increase

unemployment in an area because it lowers economic activity. It also suggests that the

disamenity explanation is at least part of the reason for this, as crime ridden counties seem

a lot less desirable a place to live and, by extension, to be in. However, this effect seems

to be very localized again, as neither rents nor GDP-growth seem to exhibit significant

spatial autocorrelation. This is largely in line with previous literature, and can bee seen a

some evidence for the validity of H2.

6 Discussion

The estimation results where able to generally confirm the hypothesis derived from the

literature. Crime is driven by unemployment, as most well-known theories of crime such as

the Becker-Ehrlich model and the social disorganization theory would predict. To a degree,

Cantor and Land (1985) where also validated, as it seems unemployment only increases

crime after a delay, while the initial impact is negative, although not always significant.

And not all types of crime were identically impacted, this pattern could only be observed

with street crime, assault and vandalism. Burglaries and theft from cars on the other

hand drastically decrease when unemployment rises, likely because these crimes are purely

financially motivated and committed by criminals organized across county borders. And as

the disamenity framework suggests, unemployment is also impacted by crime rates. A fur-

ther investigation revealed that this effect is especially large when it comes to employment

in the low-skill service industry, while other sectors such as manufacturing or agriculture

do not seem to be affected at all. The fact that rents are also negatively impacted by

crime suggests that the disamenity framework does indeed have some explanatory power.

So there is reason to believe crime and unemployment have a bi-directional relationship,

which of course means they might re-enforce each other. And while the effect of crime

is largely localized, higher unemployment in one county does increase crime in both the

county itself as well as neighboring ones, meaning that a possible vicious cycle could spread

across county lines.
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In terms of future research, it might be beneficial to repeat this study with more granular

data in the space and especially the time dimension. I suspect that the spatial effects

found in this paper only imperfectly describe all of the spatial dynamics present, it is for

instance well known that both crime and unemployment vary a lot within cities, which is

averaged out in this work due to data-limitations. And I feel especially the time dynamics

are likely to be more complicated than shown, it might for instance be interesting to find

when (and how) exactly unemployment stops to deter criminals and instead motivates

them, something I again could not do due to the data I had available. Also, as mentioned,

police recorded crime statistics have many drawbacks, most notably that they often suffer

from an underreporting-bias, so it might be beneficial to repeat some of this analysis using

survey data.

Non-the-less, the policy implications of the results that are stark. Firstly, policy makers

should be aware of the possibility of vicious cycles. Crime and unemployment reinforcing

each other might spin out of control, with higher unemployment breeding more crime,

making people and business leave the area if they can, leading to more unemployment.

This seems especially relevant today, since the share of low-skill service jobs significantly

increased over the last decade, and these jobs are especially threatened by higher crime

rates. On the other hand, good policy might also trigger a virtuous cycle, with lower crime

rates and more employment reinforcing each other. That also means policies regarding

poverty and unemployment should be considered together with policing for a holistic ap-

proach. Slashing funding for re-training or assistance with job-applications while increasing

the policing budget might not have the desired effect. Further, as both crime and unem-

ployment seem to spill over into neighboring counties, a purely local strategy for fighting

crime or getting people to work seems inadvisable.
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Appendix

Variable Share of obs. imputed Exogenous vars. used Estimation technique

Assault rates 8.33% 1 yr. lag of assault rate, pop. density
and clearance rate OLS, White std. errors

GDP 7.69% 1 yr. lag of GDP OLS, White std. errors

Unemployment 0.29% GDP p.c. and lag of unemployment OLS, White std. errors

Drop out rate 2.42% GDP p.c. and lag of drop out rate OLS, White std. errors

State employees 1.07% Population density,
1 year lag of state employees OLS, White std. errors

Table 8. Imputations used to create balanced panel

0

2

4

6

8

2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015
Year

Unemployment Employment Street Crime Assault Vandalism

Note: Averaged over counties.

Figure 4. Time series of employment and crime variables

-.2

0

.2

.4

2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015
Year

Unemployment Employment Street Crime Assault Vandalism

Note: Within-demeaned, averaged over counties.

Figure 5. Time series of centered employment and crime variables



A Vicious Cycle of Regional Unemployment and Crime? 32

-1.5

-1

-.5

0

.5

2007 2008 2009 2010 2011 2012
Year

Unemployment Street Crime Assault Vandalism

(a) Amberg-Sulzbach

-1

-.5

0

.5

2007 2008 2009 2010 2011 2012
Year

Unemployment Street Crime Assault Vandalism

(b) Hochsauerlandkreis

-.5

0

.5

1

1.5

2007 2008 2009 2010 2011 2012
Year

Unemployment Street Crime Assault Vandalism

(c) Landau in der Pfalz

-.6

-.4

-.2

0

.2

.4

2007 2008 2009 2010 2011 2012
Year

Unemployment Street Crime Assault Vandalism

(d) Lindau (Bodensee)

-.4

-.2

0

.2

2007 2008 2009 2010 2011 2012
Year

Unemployment Street Crime Assault Vandalism

(e) Neckar-Odenwald-Kreis

-.6

-.4

-.2

0

.2

2007 2008 2009 2010 2011 2012
Year

Unemployment Street Crime Assault Vandalism

(f) Ostalbkreis

Figure 6. Crime and unemployment in various counties during the financial crisis

Note: Standardized with base-year 2007.



33 Tim Umbach

T
a
bl

e
9.

C
o
r
r
el

at
io

n
o
f

ex
c
lu

d
ed

in
st

ru
m

en
t
s

w
it

h
in

st
ru

m
en

t
ed

va
r
ia

bl
es

St
re
et

cr
im

e
U
ne

m
pl
oy
m
en
t

Sp
at
ia
ll
ag
:

St
re
et

cr
im

e
Sp

at
ia
ll
ag
:

U
ne

m
pl
oy
m
en
t

T
im

e
la
g:

St
re
et

cr
im

e
T
im

e
la
g:

U
ne

m
pl
oy
m
en
t

C
le
ar
an

ce
ra
te

st
re
et

cr
im

e
-0
.0
33
7∗

G
ov
.
em

pl
oy
ee
s
p.
c.

-0
.1
01

∗∗
∗

Sh
ift
-s
ha

re
in
st
ru
m
en
t

0.
15
9∗

∗∗

Sh
ar
e
of

m
al
es

10
-1
8

0.
47
9∗

∗∗

T
im

e
la
g:

G
D
P

p.
c.

-0
.6
97

∗∗
∗

B
la
nc
ha

rd
-K

at
z
in
st
r.

-0
.4
73

∗∗
∗

E
xp

os
ur
e
to

oi
lp

ri
ce

sh
oc
ks

-0
.5
34

∗∗
∗

Sp
at
ia
ll
ag
:
C
le
ar
an

ce
ra
te

st
re
et

cr
im

e
-0
.1
07

∗∗
∗

Sp
at
ia
ll
ag
:
G
ov

.
em

pl
oy
ee
s
p.
c.

-0
.2
14

∗∗
∗

Sp
at
ia
ll
ag
:
D
iv
or
ce

ra
te

0.
66
8∗

∗∗

Sp
at
ia
ll
ag
:
P
op

ul
at
io
n
de

ns
it
y

0.
36
4∗

∗∗

Sp
at
ia
l&

ti
m
e
la
g:

D
is
p.

ho
us
eh

ol
d
in
co
m
e

-0
.6
12

∗∗
∗

Sp
at
ia
ll
ag
:
D
E
-d
om

ai
ns

p.
c.

-0
.3
90

∗∗
∗

Sp
at
ia
ll
ag
:
H
ig
hs
ch
oo

ld
ro
po

ut
ra
te

0.
71
4∗

∗∗

T
im

e
la
g:

C
le
ar
an

ce
ra
te

st
re
et

cr
im

e
-0
.1
38

∗∗
∗

T
im

e
la
g:

D
iv
or
ce

ra
te

0.
58
4∗

∗∗

T
im

e
la
g:

P
op

ul
at
io
n
de

ns
it
y

0.
24
6∗

∗∗

2
yr
.
ti
m
e
la
g:

D
is
p.

ho
us
eh

ol
d
in
co
m
e

-0
.2
77

∗∗
∗

T
im

e
la
g:

D
E
-d
om

ai
ns

p.
c.

-0
.2
98

∗∗
∗

T
im

e
la
g:

H
ig
hs
ch
oo

ld
ro
po

ut
ra
te

0.
50
1∗

∗∗

N
xT

=
48
12
.

∗
p
<

0
.0
5
,∗

∗
p
<

0
.0
1
,∗

∗∗
p
<

0
.0
0
1

N
ot
e:

A
ll
va
ri
ab

le
s
ar
e
lo
ga
ri
th
m
iz
ed

an
d
w
it
hi
n
-d
em

ea
ne

d.



A Vicious Cycle of Regional Unemployment and Crime? 34

T
a
bl

e
10

.
R

o
bu

st
n
es

s
C

h
ec

k
s:

E
ff

ec
t

o
f

u
n
em

pl
o
y
m

en
t

o
n

c
r
im

e

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

Fu
ll
m
od

el
N
o
ti
m
e
du

m
m
ie
s

N
o
ti
m
e
la
gs

N
o
sp
at
ia
le

ffe
ct
s

Sp
at
ia
le

rr
or

m
od

el
A
lt
er
na

ti
ve

in
st
ru
m
en
ts

N
o
co
va
ri
at
es

U
ne
m
pl
oy
m
en
t

-0
.0
62
6

-0
.0
52
5

0.
00
91
3

-0
.0
77
3

-0
.0
80
5

-0
.0
56
3

-0
.0
30
9

(0
.0
36
4)

(0
.0
35
2)

(0
.0
30
1)

(0
.0
66
2)

(0
.0
60
0)

(0
.0
93
8)

(0
.0
58
5)

T
im

e
la
g:

un
em

pl
oy
m
en
t

0.
08
75

∗
0.
08
63

∗
0.
15
2∗

0.
15
4∗

∗
0.
10
4

0.
01
25

(0
.0
39
3)

(0
.0
39
9)

(0
.0
66
7)

(0
.0
59
2)

(0
.0
89
7)

(0
.0
66
5)

Sp
at
ia
l
la
g:

St
re
et

cr
im

e
0.
74
9∗

∗∗
0.
77
0∗

∗∗
1.
03
1∗

∗∗
0.
70
0∗

∗∗
0.
91
8∗

(0
.1
50
)

(0
.1
31
)

(0
.0
77
4)

(0
.1
72
)

(0
.3
91
)

T
im

e
la
g:

St
re
et

cr
im

e
0.
28
4

0.
28
0

1.
09
0∗

∗∗
1.
12
8∗

∗∗
0.
31
0

0.
02
31

(0
.1
74
)

(0
.1
64
)

(0
.1
05
)

(0
.1
07
)

(0
.1
93
)

(0
.4
74
)

G
ov
er
nm

en
t
em

pl
oy
ee
s
p.
c.

-0
.0
10
6

-0
.0
08
59

-0
.0
10
1

-0
.0
03
71

-0
.0
03
12

-0
.0
08
56

(0
.0
15
2)

(0
.0
15
7)

(0
.0
20
1)

(0
.0
18
9)

(0
.0
16
6)

(0
.0
16
4)

P
op
ul
at
io
n
de
ns
it
y

-0
.0
98
3

-0
.0
88
1

-0
.0
91
3

-0
.0
00
16
4

-0
.0
45
8

-0
.0
66
0

(0
.0
69
2)

(0
.0
67
6)

(0
.0
91
1)

(0
.0
94
7)

(0
.0
82
1)

(0
.0
74
3)

D
iv
or
ce

ra
te

-0
.0
79
9

-0
.0
70
8

-0
.0
47
7

-0
.0
92
8

-0
.1
22

-0
.0
47
4

(0
.0
58
3)

(0
.0
53
4)

(0
.0
63
9)

(0
.0
79
9)

(0
.0
78
0)

(0
.0
58
6)

C
le
ar
an

ce
ra
te

-0
.0
43
6∗

∗∗
-0
.0
43
5∗

∗∗
-0
.0
40
0∗

∗∗
-0
.0
60
0∗

∗∗
-0
.0
58
9∗

∗∗
-0
.0
46
5∗

∗∗

(0
.0
09
52
)

(0
.0
09
38
)

(0
.0
10
1)

(0
.0
10
7)

(0
.0
14
6)

(0
.0
10
2)

O
ut
lie
r:

de
p.

va
r.

-0
.0
19
8∗

-0
.0
19
4∗

-0
.0
14
6

-0
.0
33
9∗

∗∗
-0
.0
33
3∗

∗
-0
.0
21
3∗

-0
.1
82

∗∗
∗

(0
.0
08
87
)

(0
.0
08
88
)

(0
.0
10
6)

(0
.0
08
28
)

(0
.0
10
2)

(0
.0
09
14
)

(0
.0
34
9)

O
ut
lie
r:

in
st
ru
m
en
ts

0.
00
32
4

0.
00
40
3

0.
00
13
5

0.
01
75

∗
0.
01
84

∗
0.
00
49
0

-0
.0
02
52

(0
.0
05
15
)

(0
.0
05
33
)

(0
.0
06
41
)

(0
.0
07
10
)

(0
.0
08
07
)

(0
.0
06
36
)

(0
.0
09
64
)

C
ou

nt
y-
re
fo
rm

du
m
m
y

0.
00
23
7

0.
00
25
5

0.
00
17
3

0.
00
61
5

0.
00
58
5

0.
00
23
5

0.
00
45
0

(0
.0
10
6)

(0
.0
10
5)

(0
.0
13
9)

(0
.0
15
7)

(0
.0
11
9)

(0
.0
10
4)

(0
.0
12
6)

T
im

e
du

m
m
ie
s

Y
es

N
o

Y
es

Y
es

Y
es

Y
es

Y
es

F
ix
ed

eff
ec
ts

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

N
48
12

48
12

48
12

48
12

48
12

48
12

48
12

R
ob
us
t
st
an

da
rd

er
ro
rs

in
pa
re
nt
he
se
s

∗
p
<

0
.0
5
,∗

∗
p
<

0
.0
1
,∗

∗∗
p
<

0
.0
0
1

N
ot
e:

A
ll
va
ri
ab

le
s
ar
e
lo
ga
ri
th
m
iz
ed

.
U
ne

m
pl
oy

m
en
t
th
e
ti
m
e
an

d
th
e
sp
at
ia
l
la
gs

of
cr
im

e
an

d
un

em
pl
yo
m
en
t
w
er
e
in
st
ru
m
en
te
d.

E
xc
lu
de

d
in
st
ru
m
en
ts

in
al
l
bu

t
m
od

el
(6
)
w
er
e
th
e
B
la
nc
ha

rd
-K

at
z
in
st
ru
m
en
t
an

d
th
e
ti
m
e
la
g
of

G
D
P

p.
c.

as
w
el
l
as

th
e
ti
m
e-

an
d
sp
at
ia
l
la
gs

of
al
l
in
st
ru
m
en
ts
.
E
xc
lu
de

d
in
st
ru
m
en
ts

in
m
od

el
(6
)
w
er
e
ex
po

su
re

to
oi
ls

ho
ck
s
an

d
th
e
ti
m
e
la
g
of

G
D
P

p.
c.



35 Tim Umbach

T
a
bl

e
11

.
R

o
bu

st
n
es

s
C

h
ec

k
s:

E
ff

ec
t

o
f

c
r
im

e
o
n

u
n
em

pl
o
y
m

en
t

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

Fu
ll
m
od

el
N
o
ti
m
e
du

m
m
ie
s

N
o
ti
m
e
la
gs

N
o
sp
at
ia
le

ffe
ct
s

Sp
at
ia
le

rr
or

m
od

el
A
lt
er
na

ti
ve

in
st
ru
m
en
ts

E
m
pl
oy

m
en
t

N
o
co
va
ri
at
es

St
re
et
-c
ri
m
e

0.
17
2∗

0.
23
6∗

∗
0.
16
7

0.
62
3∗

∗∗
0.
52
6∗

∗∗
0.
15
1

0.
05
27

0.
07
42

(0
.0
71
1)

(0
.0
73
8)

(0
.1
18
)

(0
.1
25
)

(0
.0
88
5)

(0
.0
81
2)

(0
.0
33
0)

(0
.0
76
4)

Sp
at
ia
l
la
g:

U
ne
m
pl
oy
m
en
t

0.
90
7∗

∗∗
0.
90
7∗

∗∗
0.
94
1∗

∗∗
0.
94
7∗

∗∗
0.
06
05

1.
06
1∗

∗

(0
.0
53
3)

(0
.0
64
2)

(0
.0
36
9)

(0
.0
73
4)

(0
.1
10
)

(0
.3
64
)

T
im

e
la
g:

U
ne
m
pl
oy
m
en
tp

0.
06
72

-0
.0
27
9

0.
88
6∗

∗∗
0.
94
5∗

∗∗
0.
01
46

-0
.1
50

∗∗
∗

0.
29
2

(0
.0
74
0)

(0
.0
55
3)

(0
.0
93
2)

(0
.0
53
4)

(0
.0
84
6)

(0
.0
23
7)

(0
.3
23
)

D
is
p.

ho
us
eh
ol
d
in
co
m
e
p.
c.

-0
.2
81

∗∗
∗

-0
.2
30

∗∗
-0
.3
57

∗∗
∗

-0
.0
41
2

-0
.0
18
9

-0
.3
22

∗∗
∗

0.
56
9∗

∗∗

(0
.0
80
3)

(0
.0
82
5)

(0
.0
78
8)

(0
.1
14
)

(0
.1
10
)

(0
.0
83
7)

(0
.0
89
8)

D
E
-d
om

ai
ns

p.
c.

0.
00
01
20

-0
.0
01
87

-0
.0
01
43

0.
00
47
7∗

0.
00
52
0∗

∗
0.
00
02
32

-0
.0
00
02
79

(0
.0
01
39
)

(0
.0
01
52
)

(0
.0
01
38
)

(0
.0
01
90
)

(0
.0
01
74
)

(0
.0
01
61
)

(0
.0
00
41
8)

H
ig
h-
sc
ho
ol

dr
op
-o
ut

ra
te

-0
.0
19
4

-0
.0
10
3

-0
.0
17
2

-0
.0
50
6∗

∗∗
-0
.0
51
7

-0
.0
18
5

-0
.0
03
84

(0
.0
31
5)

(0
.0
30
8)

(0
.0
35
2)

(0
.0
14
2)

(0
.0
30
1)

(0
.0
33
4)

(0
.0
02
41
)

O
ut
lie
r
du

m
m
y

-0
.0
48
0∗

∗
-0
.0
40
0∗

-0
.0
63
4∗

∗
-0
.0
43
9∗

∗∗
-0
.0
25
6

-0
.0
42
9∗

-0
.0
02
00

-0
.0
89
9∗

(0
.0
16
1)

(0
.0
15
7)

(0
.0
21
9)

(0
.0
09
72
)

(0
.0
18
1)

(0
.0
16
7)

(0
.0
02
40
)

(0
.0
38
9)

C
ou

nt
y-
re
fo
rm

du
m
m
y

0.
00
45
5

0.
00
66
3

0.
00
39
2

0.
01
04

0.
00
24
1

0.
00
48
4

0.
00
00
47
0

-0
.0
15
0

(0
.0
15
5)

(0
.0
16
9)

(0
.0
16
4)

(0
.0
24
6)

(0
.0
20
6)

(0
.0
16
8)

(0
.0
04
51
)

(0
.0
12
6)

T
im

e
du

m
m
ie
s

Y
es

N
o

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

F
ix
ed

eff
ec
ts

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

R
ob
us
t
st
an

da
rd

er
ro
rs

in
pa
re
nt
he
se
s

∗
p
<

0
.0
5
,∗

∗
p
<

0
.0
1
,∗

∗∗
p
<

0
.0
0
1

N
ot
e:

A
ll
va
ri
ab

le
s
ar
e
lo
ga
ri
th
m
iz
ed

.
St
re
et

cr
im

e
an

d
th
e
ti
m
e
an

d
th
e
sp
at
ia
l
la
gs

of
th
e
de

pe
nd

en
t
va
ri
ab

le
w
er
e
in
st
ru
m
en
te
d
.
E
xc
lu
de

d
in
st
ru
m
en
ts

in
al
l
bu

t
m
od

el
(6
)
w
er
e
th
e
cl
ea
ra
nc
e
ra
te

of
st
re
et

cr
im

e,
an

d
th
e
sh
ar
e
of

go
ve
rn
m
en
t
em

pl
oy
ee
s
p.
c.

as
w
el
l
as

th
e
ti
m
e-

an
d
sp
at
ia
l
la
gs

of
al
l
in
st
ru
m
en
ts
.

E
xc
lu
de

d
in
st
ru
m
en
ts

in
m
od

el
(6
)
w
er
e
th
e
sh
ar
e
of

m
al
es

be
tw

ee
n
12

an
d
18
,t
he

sh
ift
-s
ha

re
in
st
ru
m
en
t
of

cr
im

e
as

w
el
la

s
th
e
ti
m
e-

an
d
sp
at
ia
ll
ag
s
of

al
li
ns
tr
um

en
ts
.


	Introduction
	Literature & Hypotheses
	Data
	Crime: Data and Instruments
	Unemployment: Data and Instruments
	Data Overview

	Methods
	Results
	Discussion
	Literature
	Appendix

