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Size matters! 

Lying and Mistrust in the Continuous Deception Game 

Tobias Beck 

Institute of Economics, University of Kassel, Nora Platiel‑Straße 4, 34127 Kassel, Hessen, Germany; 

tobi.beck@gmx.net; ORCID: 0000-0002-4162-3648 

Abstract. I present a novel experimental design to measure lying and mistrust as continuous variables 

on an individual level. My experiment is a sender-receiver game framed as an investment game. It 

features two players: firstly, an advisor with complete information (i.e., the sender) who is incentivized 

to lie about the true value of an optimal investment and, secondly, an investor with incomplete 

information (i.e., the receiver) who is incentivized to invest optimally and therefore must rely on the 

alleged optimum reported by the advisor. Due to its continuous message space, this experiment allows 

observing more differentiated behavior and therefore enables testing of more sophisticated theoretical 

predictions. I find that the senders lie by overstating the true value of the optimum to an average extent 

of about 148%, while the receivers suspect them to do so by only 56%. Moreover, my results indicate 

that the senders make strategic considerations about their potential to manipulate others when deciding 

about the sizes of their lies. However, I find that the size of the lie and the size of mistrust do not only 

matter from a strategic perspective but also have an impact on how people perceive their own behavior. 

Consistent with previous studies, my findings support the conjecture that lying costs increase with the 

size of the lie. Beyond that, I provide evidence for some endogenous preference for trust. Both players’ 

behaviors and beliefs are consistent over time. In addition, my classification of both players’ strategies 

is consistent with their self-assessment of their behavior within the experiment. 

Keywords: Size of the lie, Size of mistrust, Honesty, Deception Game, Investments, Asymmetric 

information, Experimental design. 
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1. Introduction 

The measurement of (dis)honesty and (mis)trust is a challenge for researchers in various fields of study. 

In particular, in experimental economics, there is a wide range of experimental designs for that purpose. 

However, the experimental literature on that subject often considers both of these factors separately and, 

in many cases, limits players’ decision making to binary choices. In fact, to the best of my knowledge, 

there is no experimental design that allows measuring both the size of the lie and the size of mistrust on 

continuous scales at the same time. However, the ambiguity that is usually linked to telling a lie (or 

believing it) demands richer message spaces for the measurement of both of these concepts. Moreover, 

it should be considered that, especially in practice, lying and mistrusting behavior are closely linked to 

one another. In most business areas honesty and trust are of uttermost importance, for instance, in the 

consulting industry. This sector has been flourishing for years now, with the number of consultants 

rapidly increasing. It is not uncommon that private investors, managers, or even public officials involve 

consultants into their financial decisions. Typically, these advisors have (or claim to have) superior 

information or understanding of the consulting project than their clients, which makes the clients highly 

dependent on their advisors. If a conflict of interest between the advisors and the clients arises, this 

leaves room for opportunistic behavior by the advisors. 

While some honest advisors certainly are inclined to give sound advice to their clients, others seek to 

maximize their own profit. In fact, the list of investment advisors who gave misleading or false advice 

to their clients is long (e.g., Dimmock & Gerken, 2012; InvestmentNews, 2019; Securities and Exchange 

Commission, 2008, 2019). For instance, in 2011 employees of one of HSBC’s subsidiaries advised and 

sold savings products to over 2400 elderly clients with investment periods longer than their life 

expectancy (Belfast Telegraph, 2011). As a result, a number of clients with shorter life expectancies 

than the recommended five-year investment timeframe had to make withdrawals from their investments 

sooner than recommended. Another infamous example is Yun Soo Oh Park’s “pump and dump” scheme, 

which was discovered in 1999. In several instances, Park advised his clients to purchase shares of stocks 

in which he had already invested without his clients’ knowledge, planning to sell his shares into the 

buying flurry and subsequent price rise that followed his recommendations (Securities and Exchange 

Commission, 2001). By this means, he made over $1.1 million in a one-year period (Fowler et al., 2001). 

What all of these cases have in common is that dishonest advisors benefited financially from their 

clients’ misinvestments. To achieve this, they lied about some private information, while their clients 

trusted their advice to be true. In a straightforward approach to model this situation, there are, on the 

one hand, the advisors who might have a preference for honest behavior that is in conflict with their 

desire for financial gain. On the other hand, there are the clients who face a situation of insecurity 

regarding some form of investment and, therefore, have to decide how much they can rely on their 

advisors. In the face of the above examples, the need to examine the core of such honesty-trust 

relationships is self-evident. 
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With that in mind, in this paper, I introduce a novel experimental design that allows for analysis of lying 

and mistrust in a two-player relationship with asymmetric information. This new experiment stands out 

from other experiments, as it permits the measurement of dishonesty, mistrust, and players’ beliefs about 

one another on comparable continuous scales. On this basis, it allows for observation of more 

differentiated decision making and therefore makes it possible to test more sophisticated theoretical 

predictions. Another advantage of this experiment is that it can easily be conducted with pen and paper, 

takes only a short period of time to complete, and is easily extendable. 

My Continuous Deception Game (CDG) is inspired by Gneezy (2005) as well as Erat and Gneezy 

(2012). It is a sender-receiver game framed as an investment game. Thus, it features two players: in the 

first place, an advisor with complete information (i.e., the sender) who is incentivized to lie about the 

true value of an optimal investment and, in the second place, an investor with incomplete information 

(i.e., the receiver) who is incentivized to invest optimally but has no other information than the alleged 

optimum reported by the advisor. In order to minimize context effects, the game adds no specific context 

to the type of investment. However, practical cases of investments with a similar structure can easily be 

found: for instance, the decision on the optimal death benefit and the associated insurance premium one 

pays for their life insurance, or an optimal target contract sum of a construction loan.1 

I contextualize my experimental design by providing an overview of related work in the literature review 

in section 2. Section 3 then describes the payoff structure, incentives, and game process of the CDG. 

This allows me to define several key variables to measure lying, mistrust, and players’ expectations 

about each other in the game. After that, I categorize all feasible strategies in the game and show which 

of them are rational from a game theoretical perspective. On this basis, I formulate my hypotheses in 

section 4. I proceed by explaining the precise implementation of my experiment by discussing the design 

in section 5 and the experimental procedures in section 6. I then report the results in section 7. This 

section is divided into four subsections: (7.1.) the main results on both players’ behavior and first-order 

beliefs, (7.2.) an analysis of both players’ strategies based on the relationship between their behavior 

and first-order beliefs, (7.3.) additional results on players’ strategic considerations about the potential to 

manipulate others in the game, and lastly (7.4.) a short summary of key results. In section 8, I then 

discuss my results in the light of the existing literature. Finally, section 9 concludes my most important 

findings. 

 
1 Other examples include a company’s decision about the optimal size of a new industrial facility, as well as 

informative lobbying where the government relies on lobbyists who may have superior information that could help 

to make better-informed policy choices. 
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2. Literature review 

2.1. Honesty 

There is broad evidence that people have some form of preference for honest behavior (e.g., Charness 

& Dufwenberg, 2006; Erat & Gneezy, 2012; Fischbacher & Föllmi-Heusi, 2013; Gneezy, 2005; Gneezy 

et al., 2018; Hurkens & Kartik, 2009; López-Pérez & Spiegelman, 2013; Lundquist et al., 2009; Mazar 

et al., 2008; Vanberg, 2008). In general, it is argued that this preference is intrinsic rather than extrinsic. 

In support of this, Pruckner and Sausgruber (2013) show that appealing to honesty can mitigate dishonest 

behavior more effectively than a reminder of legal norms. Often this is at least partially explained by 

the concept of lie aversion (e.g., Fischbacher & Föllmi-Heusi, 2013; Gneezy, 2005; Gneezy et al., 2018; 

Hurkens & Kartik, 2009; López-Pérez & Spiegelman, 2013; Lundquist et al., 2009). Vanberg (2008) 

even provides experimental evidence that people dislike the act of lying per se. Another approach comes 

from Charness and Dufwenberg (2006) who show that people’s preference for honest behavior in their 

experiment can be explained by guilt aversion. On that subject, Battigalli et al. (2013) argue that, in 

some situations, guilt can provide a psycho-foundation for honesty. Moreover, Gneezy et al. (2018) find 

that the social identity of a person can influence this person’s honesty. In fact, honesty seems to concern 

one’s very identity. For instance, Blok (2013) argues that taking an oath changes the oath-taker’s identity 

by manifesting their intention “not only to do something, but also to be the one who is committed to 

some future course of action” (Blok, 2013, p. 193, italics in original). In line with this, Mazar et al. 

(2008) find that directing one’s attention to moral standards can lower one’s tolerance for dishonest 

behavior. Here, Mazar et al. (2008) suggest that people who face a trade-off between some financial 

benefit from cheating and maintaining a positive self-concept try to find a balance between these two 

motivational forces. This indicates that individual preferences are a combination of selfishness and 

morality, which implies a homo moralis-like conception of man (Alger & Weibull, 2013). 

In many studies, these internal motivators for preferences for honesty are modeled by the concept of 

costs of lying (e.g., Beck et al., 2020; Gneezy et al., 2018; Lundquist et al., 2009). Therefore, it is 

assumed that people assign a negative value to dishonest behavior for one or several of the above 

reasons. On that matter, Lundquist et al. (2009) find that the aversion to lying increases with the size of 

the lie. Following this idea, Beck et al. (2020) introduce a straightforward model of the utility of lying 

that includes lying costs that depend on the size of the lie. This model is able to predict honesty in several 

variations of Fischbacher and Föllmi-Heusi’s (2013) dice experiment. In addition, Gneezy et al. (2018) 

present intrinsic costs of lying as a concept that is connected to different dimensions of the size of the 

lie. They distinguish between an outcome dimension (i.e., the difference between a reported value and 

the truth), a payoff dimension (i.e., the monetary gains from lying), and a likelihood dimension that 

reflects concerns about one’s social identity (i.e., one’s concerns about how one is perceived by others). 
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The range of motivators for honest behavior demonstrates that there are various reasons why one could 

choose not to lie. This intrinsic preference for honesty can be modeled by costs of lying, which seem to 

be systematically connected to the extent of the lie. 

2.2. Trust 

Honesty is closely related to trust. Trust, in turn, is important for various reasons. One reason is that 

social trust can raise economic growth rates (Beugelsdijk et al., 2004; Bjørnskov, 2012; Knack & Keefer, 

1997). Trust is important for the banking sector in particular (Boatright, 2013). Also, with respect to the 

individual, Barefoot et al. (1998) show that high levels of trust on Rotter’s (1967) interpersonal trust 

scale are associated with better self-rated health and more life satisfaction. In addition, Kuroki (2011) 

finds, by analyzing survey data, that interpersonal trust has positive and significant effects on individual 

happiness. In line with this, Gurtman (1992) provides evidence that extreme distrust in interpersonal 

relationships is related to distress. This provides reason to assume that people might have an intrinsic 

preference for trust. However, since other people are not necessarily trustworthy, this preference might 

conflict with a preference for risk aversion. This is supported by Sapienza et al. (2013) who find that the 

quantity sent in the Trust Game depends not only on the trustor’s belief in the other player’s 

trustworthiness but also on the trustor’s risk aversion. 

In general, having doubts about another person’s trustworthiness is closely related to the beliefs one has 

towards this person. According to McKnight and Chervany (2001, p. 36), “trusting beliefs are cognitive 

perceptions about the attributes or characteristics of the trustee”. If an individual believes someone to 

be trustworthy, they can build the intention to trust that person and eventually treat that person with 

trusting behavior. This distinction is in line with McKnight and Chervany’s (2001) constructs of trusting 

beliefs, intention, and behavior. Beyond that, trust can be directed towards different traits of another 

person, such as a person’s honesty or degree of social cooperation. In this paper, I am interested in the 

relationship between honesty and trust. Therefore, “trust” here refers to honesty-related trusting 

behavior, i.e., one’s reliance on another person’s honesty, whereas “trusting beliefs” represent 

expectations about the honesty of another person. 

Which type of trust is observed in experimental studies depends on the experimental design. One of the 

most famous games that aim to model trust is the aforementioned Trust Game. In fact, many 

experimental studies that examine means to enhance trust (e.g., promises, oaths, or gifts) are based on 

variations of the Trust Game (e.g., Charness & Dufwenberg, 2006, 2010; Ismayilov & Potters, 2016; 

Servátka et al., 2011). In the original version of this game, the trustee’s choice on how much to send 

back to their trustors depends primarily on their preferences for social cooperation and not for honesty, 

since not sending back anything might be unsocial but not dishonest. As a consequence, “trust” in the 

original form of the Trust Game refers to the act of relying on another person’s social cooperation, but 

not on another person’s honesty. This example shows that in order to observe honesty-related trust it is 
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important to make sure that the trustor depends on the honesty of the trustee. For this reason, the trustor 

needs to be given a task for the fulfillment of which he or she has to decide whether to trust or mistrust 

the trustee. This in turn requires that the trustee has some information advantage over the trustor. A 

game that meets these requirements is the sender-receiver game, which I will focus on in the next 

subsection. 

It can be concluded that people seem to have a general preference for trust. Their trust, however, is in 

conflict with their individual risk aversion and concerns about the other person’s trustworthiness. 

Moreover, modeling honesty-related mistrust requires some degree of asymmetric information between 

the trustor and the trustee. 

2.3. Modeling honesty and trust in games with incomplete information 

Information asymmetries are of the uttermost importance for strategic decision making. There are many 

examples of people suffering from incomplete information in the business world. For instance, in the 

finance sector, managers normally have better information about their firms than their shareholders 

(Boatright, 2013; Sobel, 2009). The same applies for advisors who have more information than the 

investors who consult them. In general, insiders have superior information to investors (Leland & Pyle, 

1977). Hence, insiders might use their informational power to manipulate investors to invest in their 

firm (Sobel, 2009). In all of these situations, one party with more information could use their information 

advantage to exploit another party with less information. 

According to Sobel (2009), these problematic situations can be adequately modeled by designing 

appropriate sender-receiver games.2 He narrowly defines such games as a class of two-player games of 

incomplete information. What makes this type of experiment so suitable for examining honesty and trust 

at the same time is that it defines clear strategy sets for the informed and the uninformed player (Sobel, 

2009), which determine honest behavior, on the one hand, and trusting behavior, on the other hand. 

Here, the informed player is typically referred to as “sender” and the uninformed player as “receiver”. 

Experiments based on this type of game are widely used in order to analyze (dis)honest and (mis)trusting 

behavior. For instance, Gneezy (2005), Sánchez-Pagés and Vorsatz (2007), Dreber and Johannesson 

(2008), Sutter (2009), Erat and Gneezy (2012), López-Pérez and Spiegelman (2013), Peeters et al. 

(2013), Peeters et al. (2015), Jacquemet et al. (2018), Jacquemet et al. (2019), Vranceanu and Dubart 

(2019), and Gneezy et al. (2020) implement versions of sender-receiver games in their studies – to name 

only a few. 

As this paper is largely inspired by Erat and Gneezy’s (2012) Deception Game (which is a sender-

receiver game that originated from Gneezy, 2005), I will now discuss their experimental design in more 

 
2 For a more detailed discussion of the question of whether or not dishonest behavior such as corruption can be 

studied in the laboratory, see Armantier and Boly (2008). 
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detail. Their game begins with the sender being informed about the outcome of a roll of a six-sided die. 

Then, he or she is asked to communicate the outcome of the die roll to the receiver by choosing from a 

pool of six possible messages. There is one message for each possible outcome of the die roll, each 

stating that “the outcome from the roll of the 6-sided die is…” (Erat & Gneezy, 2012, p. 731) the 

corresponding number between 1 and 6. After receiving this message, the receiver has to choose a 

number between 1 and 6. This choice determines which of two payoff options, A or B, is implemented. 

Here, it is known to both players that if the receiver chooses the actual outcome of the die roll, option A 

is implemented, and if he or she chooses any other number, option B is implemented. However, only 

the sender is informed about the payoffs associated with both payoff options. This gives the sender the 

opportunity to lie in order to manipulate the receiver into picking a number associated with payoff  

option B. Erat and Gneezy (2012) use this mechanism by manipulating the change in payoffs between 

both payoff options in order to implement treatments with different types of lies. On this basis, they 

distinguish between altruistic white lies (i.e., lies that are expected to reduce the sender’s payoff while 

increasing the one of the receiver), Pareto white lies (i.e., lies that are expected to increase both players’ 

payoffs), spiteful black lies (i.e., lies that are expected to reduce both players’ payoffs), and selfish black 

lies (i.e., lies that are expected to increase the sender’s payoff while reducing the one of the receiver).3 

In Erat and Gneezy’s (2012) experiment – as well as in all other above mentioned versions of sender-

receiver games – both players are confronted with discrete (or in most cases even binary) choices. In the 

case of Erat and Gneezy’s (2012) experiment, both players’ decisions can be considered as binary-like 

choices.4 Thus, honesty and trust are measured as dichotomous variables. With regard to the sender, 

honest behavior can solely be distinguished from one single predefined type of lying. This is because 

the sender cannot choose in which of the different types of lies he or she wants to engage, as the only 

change in payoffs that he or she can achieve by deceiving the receiver is predefined by the 

experimenters.5 As for the receiver, the Deception Game permits distinguishing solely trusting behavior 

from mistrusting behavior. While these simplifications serve the purpose of Erat and Gneezy’s (2012) 

paper in a good way, in reality the ranges of dishonesty and mistrust are more continuous. 

Lundquist et al. (2009) deal with this matter by implementing a sender-receiver game that allows for 

different sizes of lies but again features a binary payoff structure for the senders. Their game features a 

seller who can lie about their talent and a buyer who can send the seller a fixed-payment contract. If the 

 
3 A similar distinction is also used by Gneezy (2005). 
4 Note that both players can choose between six different options (related to numbers between 1 and 6). It is 

reasonable to assume, however, that players have no preferences for specific numbers beyond preferences that 

could arise due to the rules of the game. Thus, the receiver’s trust should be independent of the number that the 

sender communicates to them. For this reason, the receiver should be indifferent between the five numbers that 

were not communicated to them by the sender. If the sender anticipates this, he or she should also be indifferent 

between the five untruthful messages that he or she can send. 
5 Translated to Gneezy et al.’s (2018) model of intrinsic costs of lying, Erat and Gneezy’s (2012) taxonomy of lies 

is based on the payoff dimension of the size of the lie. Here, the payoff dimension can still be interpreted on a 

continuous scale. However, since the sender can only choose between honest behavior and one single predefined 

type of lying, a single decision of one sender captures this dimension as a dichotomous variable. 
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contract is signed, the buyer makes a loss if the seller’s talent is below a certain threshold and a profit 

otherwise. Here, the seller’s talent is defined by a given number between 1 and 100. Moreover, the 

payment of the seller is higher if the contract is signed. Therefore, a seller with a talent score below the 

given threshold has an incentive to lie about their talent to ensure a contract. In this experiment, the 

extent to which the seller needs to lie in order to achieve a contract depends on the difference between 

the seller’s true talent and the given threshold, which are both predefined by the experimenters.6 The 

resulting binary payoff structure of the sender greatly limits the possibilities of comparing two lies with 

different sizes to one another, if both of them are expected to result in the same payoff. Hence, even 

though the sender’s choice is continuous, their behavior can barely be interpreted on a continuous scale.7 

It can be concluded that any experiment that measures honesty and trust as dichotomous variables falls 

short of observing which type of lying or mistrusting behavior the players actually do prefer. For 

instance, such experiments cannot reveal whether or not a player who told a Pareto white lie would 

rather have preferred to tell a selfish black lie (or any other type of lie) if given the choice. Since binary 

choice-based experiments cannot address this matter on an individual level, results of sender-receiver 

games usually report the relative frequencies of observed lies and mistrust on a group level. These 

frequencies do not represent feasible strategies in the game but proportions of senders or receivers who 

lied or, respectively, mistrusted their co-players to a predefined extent. Therefore, such frequencies do 

not provide any information on the extents of lying or mistrust and are unsuitable for capturing how 

dishonest or mistrusting single players behaved.8 As a consequence, binary (or even discrete) choices 

do not allow measuring the real extent to which the sender (or the receiver) would prefer to lie (or, 

respectively, to mistrust) when given the chance. 

To the best of my knowledge, no previous experiment allows examining honesty and trust as continuous 

variables on comparable scales. This is where this paper aims to contribute. 

3. The Continuous Deception Game 

In order to analyze the relationship between players’ dishonesty, mistrust, and their expectations of each 

other’s behavior, I designed a novel experiment. It is a complex version of a sender-receiver game (as 

 
6 Lundquist et al. (2009) determined the talent score of the sellers based on a test that took place before the actual 

experiment started. 
7 With respect to Gneezy et al.’s (2018) model of intrinsic costs of lying, Lundquist et al.’s (2009) experimental 

design allows measuring only the outcome dimension of the size of the lie on a continuous scale. The payoff 

dimension, however, is reduced to a dichotomous variable, which makes it difficult to interpret the size of the lie 

as continuous. 
8 Note that there are other experimental designs that allow the players to choose between different types or degrees 

of lying. One famous example is the dice experiment of Fischbacher and Föllmi-Heusi (2013), which allows 

distinguishing partial from payoff-maximizing lies. Another design is the experimental design of Gneezy et al. 

(2018) who extend this idea by introducing an n-sided die to this form of cheating game. The die in their experiment 

is implemented via computerization as well as by using an envelope with n folded pieces of paper that have 

numbers from one to n written on them. However, to the best of my knowledge, not a single experimental design 

that aims to measure the size of lying also allows observing trust on a comparable scale. 
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defined by Sobel, 2009) that is framed as an investment game.9 Therefore, it features an advisor with 

complete and an investor with incomplete information. This novel game is largely inspired by the 

experimental designs of Gneezy (2005) and Erat and Gneezy (2012). It expands Erat and Gneezy’s 

(2012) Deception Game by introducing continuous strategy sets for dishonesty and mistrust. This allows 

measuring these two variables on easily comparable continuous scales and, thus, observing more 

differentiated decision making. For this reason, I name my experiment the Continuous Deception Game 

(CDG). 

3.1. Payoff structure and incentives 

Towards the end of the CDG, the investor has to make an investment by choosing any number 𝑖 between 

0 and a predefined maximum 𝑖𝑚𝑎𝑥 > 0. The investment 𝑖 then determines the individual payoff of both 

players. There is one unique optimal investment 𝑖∗ ∈ [0, 𝑖𝑚𝑎𝑥] that maximizes the investor’s payoff and 

is randomly determined by nature before the game starts.10 Both players have different payoff functions: 

In the first place, by design the advisor’s payoff increases with the investment 𝑖. For simplicity, the 

advisor’s payoff 𝜋𝐴(𝑖) is defined as a linearly increasing function of the investment 𝑖: 

𝜋𝐴(𝑖) = 𝑚𝐴 ∗ 𝑖 (1) 

with 𝑚𝐴 > 0.11 

Note that the advisor’s payoff is fully dependent on the investor’s behavior. In particular, he or she 

receives nothing if the investor chooses not to invest (𝑖 = 0), whereas he or she maximizes their payoff 

if the investor chooses to make the maximal investment (𝑖 = 𝑖𝑚𝑎𝑥). Thus, if the optimal investment 𝑖∗ 

is not equal to the investment’s maximum 𝑖𝑚𝑎𝑥 , the advisor is monetarily incentivized to get their 

investor to make an overinvestment (for 𝑖∗ ≠ 𝑖𝑚𝑎𝑥: 𝑖 > 𝑖∗). 

In the second place, the investor’s payoff is designed to decrease by any downward or upward deviation 

of the investment 𝑖 from its optimum 𝑖∗. In order to be able to make any investment 𝑖 the investor starts 

with an initial amount, which is equal to the maximal investment 𝑖𝑚𝑎𝑥. If the investor decides not to 

make an investment (𝑖 = 0), he or she keeps their initial amount, resulting in a payoff 𝜋𝐼(𝑖) equal to the 

maximal investment 𝑖𝑚𝑎𝑥 (if 𝑖 = 0: 𝜋𝐼 = 𝑖𝑚𝑎𝑥). To meet these conditions, the investor’s payoff 𝜋𝐼(𝑖) 

is defined by the following split function of the investment 𝑖, which decreases linearly by deviating 

downward or upward from the optimal investment 𝑖∗: 

 
9 The idea of framing my experiment as an investment game is inspired by Berg et al. (1995) who designed an 

investment game in order to introduce continuous variables to the Trust Game. 

10  The optimal investment 𝑖∗  is randomly determined by a uniform distribution: 𝑃([0, 𝑖∗]) =
𝑖∗

𝑖𝑚𝑎𝑥
 with 𝑖∗ ∈

[0, 𝑖𝑚𝑎𝑥]. 
11 The factor 𝑚𝐴 is the advisor’s payoff factor. This factor determines to which extent he or she profits from the 

investment 𝑖. 
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𝜋𝐼(𝑖) = {
𝑖 ≤ 𝑖∗: 𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ 𝑖

𝑖 > 𝑖∗: 𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ (2 ∗ 𝑖
∗ − 𝑖)

 (2) 

with 𝑚𝐼 > 0.12 

It should be borne in mind that the investor is monetarily incentivized to try and make an optimal 

investment (𝑖 = 𝑖∗), since this maximizes their payoff. Moreover, the higher the investment 𝑖, the more 

the investor could lose from (or win on top of) their initial amount 𝑖𝑚𝑎𝑥 . Thus, the lower the  

investment 𝑖, the lower is the financial risk for the investor. 

Figure 1 shows an example of both players’ payoff functions 𝜋𝐴(𝑖) and 𝜋𝐼(𝑖). Here, the maximal 

investment 𝑖𝑚𝑎𝑥 is assumed to be equal to 100, while the optimal investment 𝑖∗ is 50. In addition, the 

payoff factors 𝑚𝐴 and 𝑚𝐼 are assumed to be equal to 0.5. 

 

Figure 1. Payoff structure of the CDG 

Obviously, the advisor and the investor have conflicting monetary incentives. From a financial 

perspective, the investor wants to try to make an optimal investment (𝑖 = 𝑖∗), whereas the advisor prefers 

the investment to be as high as possible (𝑖 = 𝑖𝑚𝑎𝑥). If the optimum 𝑖∗ is not equal to the maximal 

investment 𝑖𝑚𝑎𝑥, this would mean that the advisor would want the investor to overinvest (for 𝑖∗ ≠ 𝑖𝑚𝑎𝑥: 

𝑖 > 𝑖∗). These conditions are common knowledge among the players. 

 
12 The factor 𝑚𝐼 is the investor’s payoff factor. This factor determines to which extent he or she can profit or lose 

from their investment 𝑖. Note that whether the investor profits or loses from making an investment 𝑖 also depends 

on the value of the optimal investment 𝑖∗. 
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3.2. The game process 

Figure 2 summarizes the process of the CDG. The game itself consists of two main stages. As mentioned 

before, the optimal investment 𝑖∗ is determined randomly and in secret by nature before the game starts. 

Then, in the first stage of the game, the advisor is informed about the value of the optimal  

investment 𝑖∗. Afterwards, he or she is instructed to report this optimum to their investor. To this end, 

the advisor chooses an advice number 𝑎 ∈ [0, 𝑖𝑚𝑎𝑥] that will be sent to the investor later as advice on 

the value of the optimal investment 𝑖∗. Thus, the advice 𝑎 can be considered as completely truthful if it 

is equal to the optimal investment 𝑖∗ (𝑎 = 𝑖∗). In addition, the advisor is asked to make a guess 𝑖𝑔𝑢𝑒𝑠𝑠 ∈

[0, 𝑖𝑚𝑎𝑥] which investment 𝑖 the investor will make later based on their advice 𝑎.13 This guess 𝑖𝑔𝑢𝑒𝑠𝑠 

reflects the advisor’s first-order beliefs about the investor. Note that if this guess 𝑖𝑔𝑢𝑒𝑠𝑠 is equal to the 

given advice 𝑎 (𝑖𝑔𝑢𝑒𝑠𝑠 = 𝑎), the advisor thereby states that he or she expects their investor to exactly 

follow their advice 𝑎. This would mean that the advisor believes the investor will behave with complete 

trust. 

In the second stage of the game, the investor is informed about the advice 𝑎. Then he or she is instructed 

to make their investment 𝑖 ∈ [0, 𝑖𝑚𝑎𝑥] . Hence, the behavior of the investor can be considered as 

completely trusting if he or she makes an investment 𝑖 equal to the received advice 𝑎 (𝑖 = 𝑎). Apart 

from that, the investor is asked to make a guess 𝑖𝑔𝑢𝑒𝑠𝑠
∗ ∈ [0, 𝑖𝑚𝑎𝑥] which might be the true optimal 

investment 𝑖∗.14 This guess 𝑖𝑔𝑢𝑒𝑠𝑠
∗  reflects the investor’s first-order beliefs about the advisor. Note that 

if this guess 𝑖𝑔𝑢𝑒𝑠𝑠
∗  is equal to the received advice 𝑎 (𝑖𝑔𝑢𝑒𝑠𝑠

∗ = 𝑎), the investor expects the advice 𝑎 to be 

truthful. This would mean that the investor does not suspect their advisor to have lied. 

 

Figure 2. Game tree of the CDG 

 
13 This is inspired by Sutter (2009) who also asked the senders in his sender-receiver game which response they 

would expect from the receivers in order to observe the intention behind their behavior. Similar to Sutter (2009), 

I refrain from monetarily incentivizing this guess because, according to Sutter (2009) who refers to Camerer and 

Hogarth (1999), “there is evidence that eliciting expectations with or without monetary rewards for accuracy does 

not yield significantly different results” (Sutter, 2009, p. 50). 
14 This guess allows analyzing whether the investor tries to maximize their payoff (which would imply: 𝑖 = 𝑖𝑔𝑢𝑒𝑠𝑠

∗ ). 

As for the advisor, the investor’s guess is not monetarily incentivized, since this is not expected to significantly 

change the quality of the guess (Camerer & Hogarth, 1999; Sutter, 2009). 
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Subsequently, the game ends and the payoffs of both players are determined by the investment 𝑖 

according to their payoff functions 𝜋𝐴(𝑖) and 𝜋𝐼(𝑖) as defined above. 

Note that, due to the continuous message space of the CDG (and in contrast to binary choice-based 

sender-receiver games, such as those of Gneezy, 2005; López-Pérez & Spiegelman, 2013; Peeters et al., 

2015; Sánchez-Pagés & Vorsatz, 2007), this design can address the issue of sophisticated deception 

through truth-telling (Sutter, 2009).15 

3.3. Key variables 

The CDG allows measuring seven key variables, which I will define in the following subsections. 

3.3.1. (Suspected) lying 

Definition 1. The percentage extent of lying 𝐿 of the advisor is defined as: 

𝐿 =  
𝑎 − 𝑖∗

𝑖∗
 (3) 

with 𝑖∗ > 0.16 

Note. A piece of advice 𝑎 can be considered as truthful (𝐿 = 0) if it is equal to the true optimal investment 𝑖∗  

(if 𝑎 = 𝑖∗: 𝐿 = 0). All other pieces of advice can be considered as lies (if 𝑎 ≠ 𝑖∗: 𝐿 ≠ 0). In particular, lying by 

giving advice 𝑎 below the true optimum 𝑖∗ is defined as lying by understating (if 𝑎 < 𝑖∗: 𝐿 < 0), whereas giving 

advice 𝑎 above the optimal investment 𝑖∗ is considered as lying by overstating (if 𝑎 > 𝑖∗: 𝐿 > 0). 

Definition 2. The percentage extent of suspected lying 𝐿𝑔𝑢𝑒𝑠𝑠 to which the investor suspects their 

advisor to lie is defined as: 

𝐿𝑔𝑢𝑒𝑠𝑠 = 
𝑎 − 𝑖𝑔𝑢𝑒𝑠𝑠

∗

𝑖𝑔𝑢𝑒𝑠𝑠
∗  (4) 

with 𝑖𝑔𝑢𝑒𝑠𝑠
∗ > 0. 

 
15 Sophisticated deception through truth-telling refers to cases in which the senders expect their receivers to 

mistrust them (by not following their message) and send the true message for precisely this reason (Sutter, 2009). 
16 The extent of lying is expressed as a percentage here because, without any further reference point, the absolute 

deviation of the advice 𝑎 from the optimal investment 𝑖∗ (e.g., 𝑎 − 𝑖∗ = 1) would not properly reflect the gravity 

of the lie. For instance, lying by overstating the optimal investment by 1 can be considered as more dishonest if 

𝑖∗ = 1  and 𝑎 = 2  rather than 𝑖∗ = 41  and 𝑎 = 42 . To deal with this issue, I defined the extent of lying in 

proportion to the optimal investment 𝑖∗, which constitutes the reference point for “truth-telling” in the CDG. 

Note that another intuitive way to define the percentage extent of lying would be to refer to the effect the lie has 

on the investor’s payoff 𝜋𝐼(𝑖) if he or she follows the received advice 𝑎. Following this idea, the extent of lying 

could also be defined as the percentage extent to which the investor’s payoff 𝜋𝐼(𝑖) would be reduced by following 

the advice 𝑎 when compared to making an optimal investment 𝑖∗, which would imply: 
𝜋𝐼(𝑖

∗)−𝜋𝐼(𝑎)

𝜋𝐼(𝑖
∗)

. However, using 

this alternative definition for the extent of lying does not change any of the general results presented in this paper. 

Therefore, and since this definition would be incoherent with the definitions of the other key variables, I decided 

in favor of the initially presented definition. 
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Note. This extent reflects the investor’s trusting beliefs, which correspond to their expectations about the advisor’s 

honesty. If the investor’s guess about the optimal investment 𝑖𝑔𝑢𝑒𝑠𝑠
∗  is equal to their received advice 𝑎, he or she 

thereby considers the advice 𝑎 to be truthful (if 𝑎 = 𝑖𝑔𝑢𝑒𝑠𝑠
∗ : 𝐿𝑔𝑢𝑒𝑠𝑠 = 0). Thus, in all other cases the investor 

suspects their advisor to have lied (if 𝑎 ≠ 𝑖𝑔𝑢𝑒𝑠𝑠
∗ : 𝐿𝑔𝑢𝑒𝑠𝑠 ≠ 0). More precisely, guessing that the optimal investment 

𝑖𝑔𝑢𝑒𝑠𝑠
∗  is above the advice 𝑎 shall be defined as suspecting an understating lie (if 𝑎 < 𝑖𝑔𝑢𝑒𝑠𝑠

∗ : 𝐿𝑔𝑢𝑒𝑠𝑠 < 0), whereas 

guessing that the optimal investment 𝑖𝑔𝑢𝑒𝑠𝑠
∗  is below the advice 𝑎 can be considered as suspecting an overstating 

lie (if 𝑎 > 𝑖𝑔𝑢𝑒𝑠𝑠
∗ : 𝐿𝑔𝑢𝑒𝑠𝑠 > 0). 

3.3.2. (Expected) mistrust 

Definition 3. The percentage extent of mistrust 𝑇̅ to which the investment 𝑖 deviates from the 

received advice 𝑎 is defined as: 

𝑇̅ =  
𝑖 − 𝑎

𝑎
 (5) 

with 𝑎 > 0. 

Note. In the CDG, trust refers to the investor’s trusting behavior, i.e., the investor’s reliance on their received 

advice number. This definition of trust is in line with previous sender-receiver games (e.g., Peeters et al., 2013; 

Sutter, 2009), in which trust is defined as the act of following the message from the sender. With that in mind, the 

behavior of the investor can be considered as completely trusting (𝑇̅ = 0) if their investment 𝑖 is equal to their 

received advice 𝑎 (if 𝑖 = 𝑎: 𝑇̅ = 0). As a result, all other behaviors shall be defined as mistrusting (if 𝑖 ≠ 𝑎:  

𝑇̅ ≠ 0). In particular, making an investment 𝑖 below the received advice 𝑎 is considered as risk-reducing mistrust 

(if 𝑖 < 𝑎: 𝑇̅ < 0), while making an investment 𝑖 above the advice 𝑎 is defined as risk-seeking mistrust (if 𝑖 > 𝑎: 

𝑇̅ > 0), since in this game higher investments 𝑖 are associated with a higher risk.17 

Definition 4. The percentage extent of expected mistrust 𝑇̅𝑔𝑢𝑒𝑠𝑠 to which the advisor expects the 

investment 𝑖 to deviate from their given advice 𝑎 is defined as: 

𝑇̅𝑔𝑢𝑒𝑠𝑠 = 
𝑖𝑔𝑢𝑒𝑠𝑠 − 𝑎

𝑎
 (6) 

with 𝑎 > 0. 

Note. This extent reflects the advisor’s beliefs about the investor’s trusting behavior. If the advisor’s guess about 

the investment 𝑖𝑔𝑢𝑒𝑠𝑠 equals their given advice 𝑎, he or she thereby considers the investor to behave completely 

trusting (if 𝑖𝑔𝑢𝑒𝑠𝑠 = 𝑎: 𝑇̅𝑔𝑢𝑒𝑠𝑠 = 0). In all other cases the advisor states that he or she expects their investor to 

behave mistrusting (if 𝑖𝑔𝑢𝑒𝑠𝑠 ≠ 𝑎: 𝑇̅𝑔𝑢𝑒𝑠𝑠 ≠ 0). To specify, guessing that the investment 𝑖𝑔𝑢𝑒𝑠𝑠 is below the given 

 
17 The distinction between risk-reducing and risk-seeking mistrust is in line with Sapienza et al. (2013) who find 

that mistrust is associated with a preference for risk aversion in the Trust Game. Another reason for using this 

terminology is that, in the CDG, the possible variance of the investor’s payoff increases with the size of the 

investment 𝑖 . This is because the higher the investment 𝑖 , the more the investor can win or lose from their 

investment by design. 
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advice 𝑎 shall be defined as expecting risk-reducing mistrust (if 𝑖𝑔𝑢𝑒𝑠𝑠 < 𝑎: 𝑇̅𝑔𝑢𝑒𝑠𝑠 < 0), whereas guessing that the 

investment 𝑖𝑔𝑢𝑒𝑠𝑠  is above the advice 𝑎  shall be considered as expecting risk-seeking mistrust (if 𝑖𝑔𝑢𝑒𝑠𝑠 > 𝑎: 

𝑇̅𝑔𝑢𝑒𝑠𝑠 > 0). Again, this terminology is based on the fact that in this game higher investments 𝑖 are associated with 

a higher risk by design. 

3.3.3. (Expected) misinvestment 

Definition 5. The advisor’s percentage extent of expected misinvestment 𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 to which he or 

she expects the investment 𝑖𝑔𝑢𝑒𝑠𝑠 to deviate from its optimum 𝑖∗ is defined as: 

𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 = 
𝑖𝑔𝑢𝑒𝑠𝑠 − 𝑖

∗

𝑖∗
 (7) 

with 𝑖∗ > 0. 

Note. If the advisor’s guess about the investment 𝑖𝑔𝑢𝑒𝑠𝑠 is equal to the optimal investment 𝑖∗, the advisor thereby 

states that he or she expects the investment to be optimal (if 𝑖𝑔𝑢𝑒𝑠𝑠 = 𝑖
∗: 𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 = 0). In all other cases the advisor 

expects a misinvestment to some extent (if 𝑖𝑔𝑢𝑒𝑠𝑠 ≠ 𝑖
∗: 𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 ≠ 0). More precisely, guessing that the investment 

𝑖𝑔𝑢𝑒𝑠𝑠 is below the true optimum 𝑖∗ can be defined as expecting an underinvestment (if 𝑖𝑔𝑢𝑒𝑠𝑠 < 𝑖
∗: 𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 < 0), 

while guessing that the investment 𝑖𝑔𝑢𝑒𝑠𝑠 is above the optimal investment 𝑖∗ shall be considered as expecting an 

overinvestment (if 𝑖𝑔𝑢𝑒𝑠𝑠 > 𝑖
∗: 𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 > 0). 

Definition 6. The investor’s percentage extent of expected misinvestment 𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 to which he or 

she expects their investment 𝑖 to deviate from their guessed optimal investment 𝑖𝑔𝑢𝑒𝑠𝑠
∗  is defined 

as: 

𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 = 
𝑖 − 𝑖𝑔𝑢𝑒𝑠𝑠

∗

𝑖𝑔𝑢𝑒𝑠𝑠
∗  (8) 

with 𝑖𝑔𝑢𝑒𝑠𝑠
∗ > 0. 

Note. If the investment 𝑖 is equal to the investor’s guess about the optimal investment 𝑖∗𝑔𝑢𝑒𝑠𝑠, he or she thereby 

considers the investment to be optimal (if 𝑖 = 𝑖𝑔𝑢𝑒𝑠𝑠
∗ : 𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 = 0). In all other cases the investor expects making 

a misinvestment to some extent (if 𝑖 ≠ 𝑖𝑔𝑢𝑒𝑠𝑠
∗ : 𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 ≠ 0). In particular, guessing that the investment 𝑖 is below 

the guessed optimal investment 𝑖𝑔𝑢𝑒𝑠𝑠
∗  shall be considered as expecting an underinvestment (if 𝑖 < 𝑖𝑔𝑢𝑒𝑠𝑠

∗ : 

𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 < 0), whereas guessing that the investment 𝑖 is above the estimated optimum 𝑖𝑔𝑢𝑒𝑠𝑠
∗  is defined as expecting 

an overinvestment (if 𝑖 > 𝑖𝑔𝑢𝑒𝑠𝑠
∗ : 𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 > 0).  
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Definition 7. The actual percentage extent of misinvestment 𝐹 to which the investment 𝑖 deviates 

from its optimum 𝑖∗ is defined as: 

𝐹 = 
𝑖 − 𝑖∗

𝑖∗
 (9) 

with 𝑖∗ > 0. 

Note. If the investment 𝑖 is equal to the optimal investment 𝑖∗, it is considered as optimal by design (if 𝑖 = 𝑖∗:  

𝐹 = 0). In all other cases it shall be defined as a misinvestment to some extent (if 𝑖 ≠ 𝑖∗: 𝐹 ≠ 0). To specify, if the 

investment 𝑖  is below the optimal investment 𝑖∗ , it is an underinvestment (if 𝑖 < 𝑖∗ : 𝐹 < 0), whereas if the 

investment 𝑖 is above its optimum 𝑖∗, it is an overinvestment (if 𝑖 > 𝑖∗: 𝐹 > 0). 

This experiment allows measuring both the extent of lying by the sender, i.e., the advisor, and the extent 

of mistrust by the receiver, i.e., the investor (see Definitions 1 and 3). At the same time, it permits the 

measurement of both players’ first-order beliefs, i.e., their expectations of their co-player’s behavior 

(see Definitions 2 and 4). In addition, it allows measuring the quality of the outcome of a task with 

contradicting incentives, i.e., the investment, (see Definition 7) as well as both players’ expectations 

towards it (see Definitions 5 and 6). 

3.4. Taxonomy of feasible strategies 

In the CDG, there are a great variety of strategies that can be pursued by both players. For that reason, 

it makes sense to define classes of feasible strategies for the advisor and the investor. To distinguish 

different types of strategies, I use the previously defined key variables, which describe both players’ 

behavior and expectations. I will begin with the advisor (3.4.1.) and then turn to the investor (3.4.2.). 

3.4.1. Taxonomy of lies and truth-telling 

Figure 3 gives an overview of my taxonomy of lies and truth-telling for the advisor based on their 

percentage extent of lying (𝐿 on the ordinate) and their percentage extent of expected mistrust (𝑇̅𝑔𝑢𝑒𝑠𝑠 

on the abscissa). In addition, the figure illustrates which financial outcome the advisor expects from 

different combinations of lying behavior and expected mistrust. This is done by taking the advisor’s 

expectation about the extent of misinvestment (𝐹𝐴;𝑔𝑢𝑒𝑠𝑠) into account. For this purpose, the dotted line 

in the figure represents strategies in which the advisor expects the investment to be optimal  

(𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 = 0). Thus, an advisor with a strategy below this line expects the investor to make an 

underinvestment (𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 < 0), whereas an advisor with a strategy above it expects an overinvestment 

(𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 > 0). These expectations can be used to determine the change in both players’ payoffs that the 

advisor anticipates due to their pursued strategy. Inspired by Erat and Gneezy (2012) who use the 
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expected change in payoffs in order to distinguish different types of lies,18 I define classes of feasible 

strategies for the advisor based on the combination of their lying behavior (𝐿) and their expectations 

towards both players’ payoffs (which are reflected in their expectations towards the outcome of the 

investment 𝐹𝐴;𝑔𝑢𝑒𝑠𝑠). 

 

Figure 3. Taxonomy of lies and truth-telling for the advisor 

As summarized in Table 1, there are nine classes of feasible strategies for the advisor: 

Definition 8. Spiteful lie: The advisor lies by understating (𝐿 < 0) and therefore expects an 

underinvestment (𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 < 0). Compared to more honest behavior, the advisor would expect 

this to reduce both players’ payoffs. 

Definition 9. Optimal altruistic white lie: The advisor lies by understating (𝐿 < 0 ) while 

expecting an equal extent of risk-seeking mistrust from the investor. As a result, the advisor 

expects the investment to be optimal (𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 = 0). 

 
18 As described above, Erat and Gneezy (2012) differentiate between four types of lies: altruistic white lies (i.e., 

lies that are expected to reduce the sender’s payoff while increasing the one of the receiver), Pareto white lies (i.e., 

lies that are expected to increase both players’ payoffs), spiteful black lies (i.e., lies that are expected to reduce 

both players’ payoffs), and selfish black lies (i.e., lies that are expected to increase the sender’s payoff while 

reducing the one of the receiver). 
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Definition 10. Suboptimal altruistic white lie: The advisor lies by understating (𝐿 < 0) while 

expecting an even stronger extent of risk-seeking mistrust from the investor. Hence, the advisor 

expects an overinvestment (𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 > 0). 

Definition 11. Unprofitable truth-telling: The advisor gives truthful advice (𝐿 = 0) but expects 

risk-reducing mistrust from the investor. Thus, the advisor expects an underinvestment 

(𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 < 0). 

Definition 12. Cooperative truth-telling: The advisor gives truthful advice (𝐿 = 0) believing that 

the investor will trust them. As a consequence, the advisor expects the investment to be optimal 

(𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 = 0). 

Definition 13. Profitable truth-telling: The advisor gives truthful advice (𝐿 = 0) but expects risk-

seeking mistrust from the investor. Thus, the advisor expects an overinvestment (𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 > 0). 

Definition 14. Suboptimal profitable white lie: The advisor lies by overstating (𝐿 > 0) while 

expecting an even stronger extent of risk-reducing mistrust from the investor. As a result, the 

advisor expects an underinvestment (𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 < 0). 

Definition 15. Optimal profitable white lie: The advisor lies by overstating (𝐿 > 0 ) while 

expecting an equal extent of risk-reducing mistrust from the investor. Hence, the advisor expects 

the investment to be optimal (𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 = 0). 

Definition 16. Selfish lie: The advisor lies by overstating (𝐿 > 0) and therefore expects an 

overinvestment (𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 > 0). Compared to more honest behavior, the advisor would expect this 

to increase their payoff while reducing the one of the investor. 
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(𝐿 > 0) 
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Underinvestment 

(𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 < 0) 
Spiteful lie 

Unprofitable 

truth-telling 

Suboptimal profitable 

white lie 

Optimal investment 

(𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 = 0) 
Optimal altruistic 

white lie 

Cooperative 

truth-telling 

Optimal profitable 

white lie 

Overinvestment 

(𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 > 0) 
Suboptimal altruistic 

white lie 

Profitable 

truth-telling 
Selfish lie 

Table 1. Definition of classes of advisor strategies 

3.4.2. Taxonomy of mistrust and trust 

Figure 4 displays the taxonomy of mistrust and trust for the investor based on their percentage extent of 

mistrust (𝑇̅ on the ordinate) and their percentage extent of suspected lying (𝐿𝑔𝑢𝑒𝑠𝑠 on the abscissa). Here 

the dotted line represents strategies in which the investor expects to make an optimal investment 
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(𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 = 0 ). Hence, an investor with a strategy below this line would expect to underinvest 

(𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 < 0), while an investor with a strategy above it would expect to make an overinvestment 

(𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 > 0 ). Analogous to the advisor, I use this distinction (of different types of 𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 ) in 

combination with the investor’s (mis)trusting behavior (𝑇̅) to define classes of feasible strategies for the 

investor.19 

 

Figure 4. Taxonomy of mistrust and trust for the investor 

As summarized in Table 2, there are the following nine classes of feasible strategies for the investor: 

Definition 17. Excessive mistrust: The investor engages in risk-reducing mistrust (𝑇̅ < 0) and 

therefore expects to make an underinvestment (𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 < 0 ). Compared to more trusting 

behavior, the investor would expect this to reduce both players’ payoffs. 

Definition 18. Optimal profitable mistrust: The investor engages in risk-reducing mistrust  

(𝑇̅ < 0) while suspecting the advisor to have overstated the true value of the optimal investment 

to an equal extent. Hence, the investor expects to make an optimal investment (𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 = 0). 

 
19 It should be reminded that, in line with previous sender-receiver games (e.g., Peeters et al., 2013; Sutter, 2009), 

in the CDG “trust” refers to the investor’s trusting behavior (𝑇̅) rather than their trusting beliefs (𝐿𝑔𝑢𝑒𝑠𝑠). 
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Definition 19. Suboptimal profitable mistrust: The investor engages in risk-reducing mistrust 

(𝑇̅ < 0) while suspecting the advisor to have overstated the true value of the optimal investment 

to an even stronger extent. As a result, the investor expects to overinvest (𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 > 0). 

Definition 20. Unprofitable trust: The investor behaves completely trusting (𝑇̅ = 0) even though 

he or she suspects the advisor to have understated the true value of the optimal investment. Thus, 

the investor expects to make an underinvestment (𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 < 0). 

Definition 21. Cooperative trust: The investor behaves completely trusting (𝑇̅ = 0) believing that 

the advisor has told the truth. As a consequence, the investor expects to make an optimal 

investment (𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 = 0). 

Definition 22. Benevolent trust: The investor behaves completely trusting (𝑇̅ = 0) even though 

he or she suspects the advisor to have overstated the true value of the optimal investment. Thus, 

the investor expects to overinvest (𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 > 0). 

Definition 23. Suboptimal profitable white mistrust: The investor engages in risk-seeking mistrust 

(𝑇̅ > 0) while suspecting the advisor to have understated the true value of the optimal investment 

to an even stronger extent. As a result, the investor expects to make an underinvestment 

(𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 < 0). 

Definition 24. Optimal profitable white mistrust: The investor engages in risk-seeking mistrust 

(𝑇̅ > 0) while suspecting the advisor to have understated the true value of the optimal investment 

to an equal extent. Hence, the investor expects to make an optimal investment (𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 = 0). 

Definition 25. Benevolent mistrust: The investor engages in risk-seeking mistrust (𝑇̅ > 0) and 

therefore expects to make an overinvestment (𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 > 0). Compared to more trusting behavior, 

the investor would expect this to reduce their payoff while increasing the one of the advisor. 

  (Mis)trusting behavior 

  Risk-reducing  

mistrust (𝑇̅ < 0) 

Trusting behavior  

(𝑇̅ = 0) 

Risk-seeking  

mistrust (𝑇̅ > 0) 
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Underinvestment 

(𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 < 0) 
Excessive mistrust Unprofitable trust 

Suboptimal profitable 

white mistrust 

Optimal investment 

(𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 = 0) 
Optimal profitable 

mistrust 
Cooperative trust 

Optimal profitable 

white mistrust 

Overinvestment 

(𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 > 0) 
Suboptimal profitable 

mistrust 
Benevolent trust Benevolent mistrust 

Table 2. Definition of classes of investor strategies 

Some of the presented strategies appear more reasonable than others. For instance, why would one lie 

or behave mistrustingly if he or she expects their strategy to reduce both players’ payoffs? Most certainly 
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some strategies are more likely than others. With that in mind, in the next subsection, I define rational 

strategies from a game theoretical perspective. 

3.5. Rational strategies 

From a game theoretical perspective, some strategies are rational and others are not. Against this 

backdrop, appendix A is dedicated to identifying rational strategies in the CDG. Therefore, in this 

appendix, I solve the CDG by finding its set of game theoretical equilibria, which allows me to determine 

strategies that are more likely to be pursued by rational players. Following this idea, I define rational 

strategies as game theoretical equilibrium strategies. My analysis is based on some basic assumptions: 

Firstly, both players are modeled as risk-neutral rational players who seek to maximize their expected 

utility based on their beliefs about the other player. Secondly, both players are assumed to value their 

monetary payoffs. Thirdly, I assume that the advisor has a preference for honesty, whereas the investor 

has a preference for trust.20 Finally, and in line with basic game theoretical assumptions, I suppose that 

both players’ beliefs about each other are correct in equilibrium. 

Based on these assumptions, my analysis in appendix A shows that, on the one hand, rational advisors 

would engage in either selfish lying, optimal profitable white lying, or cooperative truth-telling (with 

𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 ≥ 0  and 𝑇̅𝑔𝑢𝑒𝑠𝑠 ≤ 0).21  However, which strategy they choose depends on their individual 

preference for honesty and their first-order beliefs about the investor’s mistrust. More precisely, I find 

that the more (risk-reducing) mistrust a rational advisor expects from the investor (|𝑇̅𝑔𝑢𝑒𝑠𝑠| ↑ with 

𝑇̅𝑔𝑢𝑒𝑠𝑠 ≤ 0), the more he or she lies by overstating (𝐿 ↑ with 𝐿 ≥ 0).22 On the other hand, my analysis 

reveals that rational investors would engage in either profitable mistrust, cooperative trust, or 

benevolent trust (with 𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 ≥ 0  and 𝑇̅ ≤ 0 ). 23  Here, their choice of strategy depends on their 

individual preference for trust and their beliefs about the advisor’s honesty. In particular, I show that a 

higher extent of suspected lying (𝐿𝑔𝑢𝑒𝑠𝑠 ↑ with 𝐿𝑔𝑢𝑒𝑠𝑠 ≥ 0) makes a rational investor consider more 

mistrusting strategies (i.e., a higher possible extent of risk-reducing mistrust |𝑇̅| with 𝑇̅ ≤ 0).24 

It can be concluded that rational players in the CDG are expected to base their lying and mistrusting 

behavior on their beliefs about the other player. This allows the identification of rational strategies for 

both players. These strategies can serve as a reference for the question of which feasible strategies are 

most likely to be pursued in the CDG. 

 
20 As discussed in the literature section, these assumptions are based on empirical work that suggests that people 

have a preference for honest behavior (e.g., Erat & Gneezy, 2012; Fischbacher & Föllmi-Heusi, 2013; Gneezy, 

2005; Lundquist et al., 2009; Mazar et al., 2008; Vanberg, 2008) and a preference for trust (e.g., Barefoot et al., 

1998; Gurtman, 1992; Kuroki, 2011; Sapienza et al., 2013). For more details, also refer to appendix A. 
21 For proof, see appendices A.2.1. to A.2.3. 
22 For proof, see appendix A.2.4. 
23 For proof, see appendices A.2.1. to A.2.3. 
24 For proof, see appendix A.2.4. 
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4. Hypotheses 

An important aspect of this paper is to introduce the CDG and explore which strategies players pursue 

in this new experimental design. Due to the novelty of the game, this analysis is mostly explorative. 

However, in this section, I will briefly formulate my expectations towards both players’ strategies in the 

CDG. 

In the first place, based on my game theoretical analysis, I expect that most players will pursue mainly 

rational strategies. Therefore, I predict that the proportion of rational advisor/investor strategies among 

all of their pursued strategies will be significantly higher than its expected value based on random 

choices. It yields my first pair of hypotheses: 

Hypothesis 1. The advisors pursue rational strategies (with 𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 ≥ 0  and 𝑇̅𝑔𝑢𝑒𝑠𝑠 ≤ 0 ) 

disproportionately more often than other strategies (with 𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 < 0 or 𝑇̅𝑔𝑢𝑒𝑠𝑠 > 0). 

Hypothesis 2. The investors pursue rational strategies (with 𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 ≥ 0  and 𝑇̅ ≤ 0 ) 

disproportionately more often than other strategies (with 𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 < 0 or 𝑇̅ > 0). 

In the second place, I expect that both players will engage in strategic decision making. Thus, under the 

assumption that strategic decision making when lying is reflected in the relationship between the 

displayed lying behavior and beliefs about others (e.g., López-Pérez & Spiegelman, 2013; Lundquist et 

al., 2009; Peeters et al., 2015), I conjecture that both players’ behavior will be closely related to their 

first-order beliefs. This leads to my last two hypotheses: 

Hypothesis 3. The percentage extent of expected risk-reducing mistrust (𝑇̅𝑔𝑢𝑒𝑠𝑠 with inverted 

sign) is positively correlated with the percentage extent of lying (𝐿). 

Hypothesis 4. The percentage extent of suspected lying (𝐿𝑔𝑢𝑒𝑠𝑠) is positively correlated with the 

percentage extent of risk-reducing mistrust (𝑇̅ with inverted sign). 

Before testing these hypotheses, I will explain the precise implementation of my experimental design 

and experimental procedures in the next two sections. 

5. Design 

I conducted ten consecutive rounds of the CDG. Before the game started, every player was randomly 

assigned to one of the two roles: advisor or investor. The role of a player never changed throughout the 

entire experiment. To prevent common learning effects and backward induction between rounds, I used 

a perfect stranger design. Therefore, in each round every advisor was assigned to a different investor. In 

particular, players were rotated in such a way that no one was matched with the same player twice. This 

was known to all players. 
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Before the game started, I defined its parameters. Firstly, to ensure that a change in the investment would 

equally affect both players’ payoffs, I set both players’ payoff factors (𝑚𝐴 and 𝑚𝐼) to 0.5.25 Secondly, I 

introduced coins as an in-game currency. One hundred of these coins translated to 8 euros. Thirdly, 

based on that, I defined the overall maximal investment (𝑖𝑚𝑎𝑥) to be equal to 100 coins. Lastly, I pre-

generated the values of the optimal investments (𝑖∗) for all ten rounds based on a random selection 

procedure.26 The participants were informed about the random nature of the optimal investment values 

and it was pointed out to them that these values would most likely change between rounds. Each round’s 

optimal investment was revealed to the advisors only at the beginning of the corresponding round. In 

order to prevent feedback-learning effects, the investors were informed about the values of all ten 

optimal investments only after the last round had been finished. Similarly, the advisors received the 

information about the values of their investors’ investments only then, too. Finally, to determine each 

player’s off-game payoff, one round was selected randomly at the end of the experiment. This procedure 

was introduced to the participants in advance. In my experiment the sixth round was selected to 

determine the off-game payoffs. 

6. Experimental procedures 

My experiment was conducted on February 1, 2018 at the University of Kassel with a total of 65 

participants.27 However, three participants did not finish the experiment and were therefore excluded ex 

post from the sample. Thus, 62 subjects are remaining – 25 females and 37 males with an average age 

of 21.89 years. In addition, the data obtained in my post-experimental questionnaire shows that 58.1% 

of my participants were students in economics, 17.7% in engineering, 9.7% in cultural studies, and 

14.5% in other fields of study. Moreover, as my subjects were recruited from among participants of a 

basic course on game theory, they can be expected to have a basic understanding of strategic decision 

making in an economic setting. Even though this is not necessary for understanding or playing the CDG, 

 
25 By using equal payoff factors (𝑚𝐴 and 𝑚𝐼) the ratio between the expected profits from lying to the advisor  

(i.e., the sender) and the associated costs to the investor (i.e., the receiver) is equal to 1. This makes my results 

easier to compare to those of Gneezy (2005), since in most treatments of his sender-receiver game he implemented 

this same profit-loss ratio. 
26 To simplify the amounts of the optimal investments, I only allowed optimal investments that were divisible  

by 5. The ten optimal investments, which I used in the ten rounds of my experiment, were: 50, 70, 25, 35, 10, 50, 

70, 25, 35, and 10 coins in this order. Note that the first five optimal investment values were selected randomly. 

In the last five rounds, I reused the random optimal investment values of the previous five rounds. This was done 

in order to be able to analyze the temporal consistency of both players’ behavior and first-order beliefs with 

identical information input. On this basis, I find in appendix D that most players pursued similar strategies in two 

different rounds when they received identical information about the value of the optimal investment in these 

rounds. This shows that both players’ decisions in the CDG are largely consistent over time. 
27 Since lying and mistrust are measured on continuous scales, this experiment requires a significantly lower 

sample size to provide reliable results than binary choice-based sender-receiver games. In fact, according to 

GPower (version 3.1.9.7), a sample size of 11 subjects per group would already achieve a statistical power of 

0.805 to detect a significant difference in means between the advisors’ average extent of lying and the investors’ 

average extent of suspected lying at the 5%-threshold. This is assuming that the extent of (suspected) lying is 

normally distributed and that the values of the population parameters are equal to the statistics of my sample. 

Under the same assumptions but with my actual sample size, the statistical power to detect a significant difference 

between the means of the average extents of lying and suspected lying at the 5%-threshold is 0.998. 
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I consider this an advantage, since this paper aims to investigate the lying and mistrusting behavior of 

people in an economic context that requires strategic thinking. 

Since in a single round each player has to provide only two inputs, one round could easily be conducted 

with pen and paper. However, since the player rotation procedure through the ten rounds of my 

experiment was rather complex, I implemented it by using an online tool to conduct interactive 

experiments, classEx. This tool allows participants to log themselves into the experiment anonymously 

via their smartphones and make their decisions on screen while sitting in the lab. 

My experimental procedure consisted of three stages: (1) the instruction stage, (2) the game stage, and 

(3) the post-experimental questionnaire. In (1), the instruction stage, every participant randomly 

received a sheet of paper with a unique ID that was used to assign them their role. Subsequently, I 

introduced classEx to all participants. After all participants had logged themselves into my experiment 

in classEx and had entered their ID, they read their instructions for the up-coming games on their screens. 

The participants were allowed to ask questions privately. In (2), the game stage, I conducted ten rounds 

of the CDG as described in the design section. All instructions and input screens of the CDG can be 

found in appendix B. The game stage took about 15 minutes, with each round taking less than 90 seconds 

to complete. After the last round was finished, each participant had to fill out (3), my post-experimental 

questionnaire. This was also done by using classEx. The active participation of the participants ended 

after they had completed the questionnaire. Up to this point, the experimental procedure took about 35 

minutes. Note that the completion of the questionnaire was a necessary condition for receiving the full 

payoff at the end of the experiment.28 The payoffs ranged from 0.8 to 10 euros with an average of 5.63 

euros. 

7. Results 

In this section, I report my findings from the CDG. In the first place, I analyze the behavior and first-

order beliefs of the players separately. Therefore, I use the seven key variables of the CDG (7.1.). In the 

second place, I analyze the relationship between both players’ behavior and first-order beliefs (7.2.). 

This allows me to show which strategies the players’ pursued in the CDG. Finally, I explore how the 

advisors took their potential to manipulate the investors into account when making their decisions (7.3.). 

The results section concludes with a short summary (7.4.). 

7.1. Key variables 

This subsection explores both players’ behavior and first-order beliefs in the CDG by analyzing the 

seven key variables of the CDG. I begin by examining the advisors’ extent of lying and the investors’ 

extent of suspected lying (7.1.1.). Then, I turn to the investors’ extent of mistrust and the advisors’ extent 

of expected mistrust (7.1.2.). Lastly, I analyze both players’ extents of expected misinvestment and the 

 
28 If the participants did not complete their questionnaire, they received only half of their original payoff. 
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real extent of misinvestment (7.1.3.). Note that all values in these subsections refer to averages over all 

ten rounds. 

7.1.1. Extent of (suspected) lying 

Table 3 compares the observed lying behavior of the advisors to the first-order beliefs of the investors 

towards it. Firstly, the table shows the proportions of different types of (suspected) lies on average over 

all ten rounds.29 Secondly, it displays the average percentage extent of (suspected) lying over all ten 

rounds. 

Concerned variables Lying 

(advisor) 

Suspected 

lying 

(investor) 

Difference 

of averages 

(1st-2nd) 

𝑝-value 

(two-sided Mann-

Whitney U test1) 

Proportion of (suspected) lying 78.39% 78.39% 0% 0.960 

   …by understating 1.29% 20.00% -18.71% < 0.001 

   …by overstating 77.10% 58.39% 18.71% 0.004 

Proportion of (suspected) truthful advice 21.61% 21.61% 0% 0.960 

Extent of (suspected) lying 148.10% 55.94% 92.16% < 0.001 
1 Mann-Whitney U test to compare the mean rank of the respective concerned variables between both players. 

Table 3. Proportion and extent of (suspected) lying 

As can be seen, exactly as many pieces of advice were lies (78.39% of all advice) as there were suspected 

to be by the investors (78.39% of all advice). As a result, the proportions of actual and suspected lies do 

not differ significantly (Mann-Whitney U test: p = 0.960). Solely based on this information, one might 

(falsely) conclude that the investors’ beliefs about their advisors’ dishonesty were highly accurate. 

However, taking the extents of lying and suspected lying into account reveals that this assessment is not 

correct.30 To show why, Figure 5 visualizes the distributions of the percentage extent of lying (𝐿) on the 

left (5a) and of suspected lying (𝐿𝑔𝑢𝑒𝑠𝑠) on the right (5b). 

 
29 The proportion of lying refers to the percentage of advisors who lied (i.e., the relative frequency of observed 

𝐿 ≠ 0), calculated as an average over all ten rounds. Analogously, the proportion of suspected lying refers to the 

percentage of investors who suspected their advisors to have lied (i.e., the relative frequency of observed  

𝐿𝑔𝑢𝑒𝑠𝑠 ≠ 0), calculated as an average over all ten rounds. 
30 This is important since the findings of binary choice-based sender-receiver games (e.g., Gneezy, 2005; López-

Pérez & Spiegelman, 2013; Peeters et al., 2015; Sánchez-Pagés & Vorsatz, 2007) are usually based solely on the 

proportions of liars and truth-tellers. 
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(a) (b) 

Figure 5. Distributions of the extent of lying and the extent of suspected lying: (a) Extent 

of lying 𝐿; (b) Extent of suspected lying 𝐿𝑔𝑢𝑒𝑠𝑠 

The comparison of both distributions shows that the advisors’ percentage extent of lying differs from 

the investors’ percentage extent of suspected lying on various levels: In the first place, both samples do 

not follow the same distribution (two-sample Kolmogorov-Smirnov test: p < 0.001). While the 

distribution of the percentage extent of lying appears to be close to a normal distribution (one-sample 

Kolmogorov-Smirnov test: p = 0.200), the distribution of the percentage extent of suspected lying does 

not (one-sample Kolmogorov-Smirnov test: p = 0.009). In fact, the latter is decreasing almost 

monotonously. The evident difference between both distributions indicates that the investors followed 

an incorrect pattern to estimate their advisors’ lying behavior. In the second place, the peak of the 

frequency distribution of the investors’ percentage extent of suspected lying is at the distribution’s lower 

limit around zero (at around 𝐿𝑔𝑢𝑒𝑠𝑠 = 0). By contrast, the frequency distribution of the advisors’ 

percentage extent of lying peaks twice at high levels (𝐿 ≫ 0), once around 100% and once around 200%. 

This suggests that truthful behavior was a much weaker reference point for the advisors than the 

investors expected it to be. Finally, the average percentage extent to which the advisors lied (148.10%) 

is significantly higher than the average percentage extent to which the investors suspected them to do 

so (55.94%) (Mann-Whitney U test: p < 0.001). It follows that the investors underestimated the 

percentage extent of lying on average by 92.16% (𝐿 vs. 𝐿𝑔𝑢𝑒𝑠𝑠). 

Finding 1. While the investors correctly predicted the proportion of liars, they largely 

underestimated the extent of lying (𝐿 > 𝐿𝑔𝑢𝑒𝑠𝑠). 

7.1.2. Extent of (expected) mistrust 

Table 4 contrasts the expectations that the advisors had about their investors’ mistrust with the actual 

mistrust of the investors. To begin with, it displays the proportions of different types of (expected) 
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mistrust on average over all ten rounds.31 In addition, the table reports the average percentage extent of 

(expected) mistrust over all ten rounds. 

Concerned variables Expected 

mistrust 

(advisor) 

Mistrust 

(investor) 

Difference 

of averages 

(2nd-1st) 

𝑝-value 

(two-sided Mann-

Whitney U test1) 

Proportion of (expected) mistrust 68.71% 72.26% 3.55% 0.701 

   Proportion of (expected) risk-reducing mistrust 58.06% 57.10% -0.96% 1.000 

   Proportion of (expected) risk-seeking mistrust 10.65% 15.16% 4.51% 0.273 

Proportion of (expected) trusting investments 31.29% 27.74% -3.55% 0.701 

Extent of (expected) mistrust2 -8.01% -7.21% 0.80% 0.767 
1 Mann-Whitney U test to compare the mean rank of the respective concerned variables between both players; 
2 Note that a negative percentage extent of (expected) mistrust refers to (expectations of) risk-reducing 

mistrust. 

Table 4. Proportion and extent of (expected) mistrust 

It can be seen that the advisors expected 68.71% of all investments to be mistrusting, while 72.26% of 

them actually were. This minor difference is not significant (Mann-Whitney U test: p = 0.701), which 

suggests that the advisors predicted the proportion of mistrust highly accurately. For a more detailed 

analysis, Figure 6 illustrates the distributions of the advisors’ percentage extent of expected mistrust 

(𝑇̅𝑔𝑢𝑒𝑠𝑠) on the left (6a) and the investors’ percentage extent of mistrust (𝑇̅) on the right (6b). To read 

this figure, recall that a negative percentage extent of (expected) mistrust refers to (expectations of) risk-

reducing mistrust, whereas a positive percentage refers to (expectations of) risk-seeking mistrust. 

  
(a) (b) 

Figure 6. Distributions of the extent of expected mistrust and the extent of mistrust: (a) 

Extent of expected mistrust 𝑇̅𝑔𝑢𝑒𝑠𝑠; (b) Extent of mistrust 𝑇̅ 

As can be seen by comparing both distributions, the advisors estimated their investors’ percentage extent 

of mistrust highly accurately: Firstly, both samples appear to come from a similar distribution (a two-

 
31 The proportion of mistrust refers to the percentage of investors who did not follow their received advice (i.e., 

the relative frequency of observed 𝑇̅ ≠ 0), calculated as an average over all ten rounds. Moreover, the proportion 

of expected mistrust refers to the percentage of advisors who expected their investors to make mistrusting 

investments (i.e., the relative frequency of observed 𝑇̅𝑔𝑢𝑒𝑠𝑠 ≠ 0), calculated as an average over all ten rounds. 
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sample Kolmogorov-Smirnov test is not significant: p = 0.607). Secondly, both frequency distributions 

peak close to zero (at around 𝑇̅𝑔𝑢𝑒𝑠𝑠 = 0 and 𝑇̅ = 0), which indicates that trusting behavior was as much 

of a reference point for the investors as the advisors expected. Thirdly, the average percentage extent of 

expected mistrust (-8.01%) barely differs from the average percentage extent of actual mistrust (-7.21%). 

This extraordinarily small difference (𝑇̅𝑔𝑢𝑒𝑠𝑠 vs. 𝑇̅) amounts to only 0.80% and is not significant (Mann-

Whitney U test: p = 0.767). 

Finding 2. The advisors predicted both the proportion and the extent of mistrust highly accurately 

(𝑇̅𝑔𝑢𝑒𝑠𝑠 ≈ 𝑇̅). 

7.1.3. Extent of (expected) misinvestment 

Table 5 compares the expectations of the advisors and the investors about the overall quality of 

investments. Firstly, it displays the proportions of different types of expected misinvestments for both 

players on average over all ten rounds.32 Secondly, the table shows both players’ average percentage 

extent of expected misinvestment over all ten rounds. 

Concerned variables Expected 

misinvestment 

(advisor) 

Expected 

misinvestment 

(investor) 

Difference 

of averages 

(1st-2nd) 

𝑝-value 

(two-sided Mann-

Whitney U test1) 

Proportion of expected misinvestments 73.22% 57.42% 15.80% 0.086 

   Proportion of expected underinvestments 11.61% 28.39% -16.78% 0.008 

   Proportion of expected overinvestments 61.61% 29.03% 32.58% <0.001 

Proportion of expected optimal investments 26.78% 42.58% -15.80% 0.086 

Extent of expected misinvestment 102.96% 10.95% 92.01% <0.001 
1 Mann-Whitney U test to compare the mean rank of the respective concerned variables between both players. 

Table 5. Proportion and extent of expected misinvestment 

The advisors expected a moderately and non-significantly higher proportion of non-optimal investments 

than the investors (73.22% vs. 57.42% of all investments; Mann-Whitney U test: p = 0.086). However, 

both players expected different types of misinvestments: Whereas the advisors expected their investors 

to make mostly overinvestments, the investors expected an approximately equal number of over- and 

underinvestments. As a consequence, the advisors expected a significantly lower proportion of 

underinvestments (11.61% vs. 28.39% of all investments; Mann-Whitney U test: p = 0.008) and a 

significantly higher proportion of overinvestments than the investors (61.61% vs. 29.03% of all 

investments; Mann-Whitney U test: p < 0.001). Going into more detail, Figure 7 visualizes the 

distributions of the percentage extent of expected misinvestment of the advisors (𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 ) on the  

left (7a) and of the investors (𝐹𝐼;𝑔𝑢𝑒𝑠𝑠) on the right (7b). 

 
32 The proportion of expected misinvestments refers to the percentage of advisors (or investors) who expected the 

investments to be non-optimal (i.e., the relative frequency of observed 𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 ≠ 0 or 𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 ≠ 0, respectively), 

calculated as an average over all ten rounds. 
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(a) (b) 

Figure 7. Distributions of both players’ extent of expected misinvestment: (a) Extent of 

expected misinvestment of the advisor 𝐹𝐴;𝑔𝑢𝑒𝑠𝑠; (b) Extent of expected misinvestment of 

the investor 𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 

Comparing both distributions shows that the average percentage extent to which the advisors expected 

their investors to overinvest (102.96%) is significantly higher than the average percentage extent to 

which the investors expected to do so (10.95%) (Mann-Whitney U test: p < 0.001). It follows that the 

advisors expected the average percentage extent of misinvestment to be 92.01% higher than the investors 

(𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 vs. 𝐹𝐼;𝑔𝑢𝑒𝑠𝑠). 

Finding 3. The advisors expected more overinvestments and a larger extent of misinvestment than 

the investors (𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 > 𝐹𝐼;𝑔𝑢𝑒𝑠𝑠). 

Concerned variables Value 

Proportion of misinvestments 83.87% 

   Proportion of underinvestments 24.52% 

   Proportion of overinvestments 59.35% 

Proportion of optimal investments 16.13% 

Extent of misinvestment 88.96% 

Table 6. Proportion and extent of misinvestment 

In order to assess the quality of both players’ estimates of the outcomes of the investments, Table 6 

provides an overview of the actual quality of investments. In the first place, it shows the proportions of 

different types of investments on average over all ten rounds.33 In the second place, it displays the 

average percentage extent of misinvestment over all ten rounds. As can be seen, only 16.13% of all 

investments were optimal. This is because 24.52% of all investments were underinvestments and 

59.35% overinvestments. 

 
33 The proportion of misinvestments refers to the percentage of investors who made non-optimal investments (i.e., 

the relative frequency of observed 𝐹 ≠ 0), calculated as an average over all ten rounds. 
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Figure 8. Distribution of the extent of misinvestment 𝐹 

For a more detailed analysis, Figure 8 visualizes the distribution of the percentage extent of 

misinvestment ( 𝐹 ). The comparison of the observed quality of investments and both players’ 

expectations towards it reveals that the advisors’ estimates of the extent of misinvestment were much 

more accurate than those of the investors: On the one hand, on average the advisors expected only a 

moderately and non-significantly higher percentage extent of misinvestment than there was (𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 

vs. 𝐹; 102.96% vs. 88.96%; Mann-Whitney U test: p = 0.229). As a result, they overestimated the 

percentage extent of misinvestment on average by only 14.00%. On the other hand, the investors 

significantly underestimated the percentage extent of misinvestment by 78.01% on average (𝐹𝐼;𝑔𝑢𝑒𝑠𝑠  

vs. 𝐹; 10.95% vs. 88.96%; Mann-Whitney U test: p < 0.001). 

Finding 4. The advisors barely overestimated the extent of misinvestment (𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 ≈ 𝐹), while 

the investors largely underestimated it (𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 < 𝐹). 

7.2. Strategy analysis: the relationship between lying, mistrust, and first-order beliefs 

In this subsection, I examine which strategies both players pursued in the CDG. Firstly, I analyze the 

relationship between both players’ behavior and their first-order beliefs. Secondly, I examine which 

types of strategies both players chose. I will begin with the advisors (7.2.1.) and then turn to the investors 

(7.2.2.). 

7.2.1. Lying and expected mistrust (advisors) 

Figure 9 visualizes the relationship between the advisors’ lying behavior and their first-order beliefs 

about their investors.34 It illustrates that the percentage extent of lying (𝐿) significantly increases with 

the percentage extent of expected risk-reducing mistrust (negative 𝑇̅𝑔𝑢𝑒𝑠𝑠) (Spearman’s rank correlation 

 
34 For the purpose of illustration, only the most relevant area of the plot in Figure 9 is displayed. Also note that the 

dotted line in Figure 9 marks the hypothetical line on which the advisors expected the investments to be optimal 

(which would imply: 𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 = 0). While points below this line represent expectations of underinvestments 

(𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 < 0), points above it represent expectations of overinvestments (𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 > 0). 



- 30 - 

between 𝐿 and −𝑇̅𝑔𝑢𝑒𝑠𝑠: ρ = 0.397 with p < 0.001). This relationship provides support for hypothesis 

H3. In line with this, lying by overstating (𝐿 > 0) was observed significantly more often for advisors 

who expected risk-reducing mistrust (𝑇̅𝑔𝑢𝑒𝑠𝑠 < 0) than for advisors with other expectations (in 92.22% 

vs. 56.15% of cases; Fisher exact test: p < 0.001). Moreover, advisors who expected to be trusted told 

the truth significantly more often than advisors who expected to be mistrusted (in 44.33% vs. 11.27% 

of cases; Fisher exact test: p < 0.001). The reported differences underline that the advisors’ first-order 

beliefs and their lying behavior are closely related to one another. This indicates that the advisors tended 

to make rather strategic decisions. 

Finding 5. The advisors’ lying behavior (𝐿) is closely related to their expectations of being 

mistrusted (𝑇̅𝑔𝑢𝑒𝑠𝑠). 

 

Figure 9. Relationship between the extent of lying 𝐿 and the extent of expected mistrust 

𝑇̅𝑔𝑢𝑒𝑠𝑠 

To show which strategies the advisors pursued, Table 7 summarizes the proportions of classes of 

observed advisor strategies (which are also displayed in a non-aggregated form in Figure 9). This 

summary is based on the taxonomy of lies and truth-telling defined above.  
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  Lying behavior 

  Understating lie 

(𝐿 < 0) 

Truth-telling 

(𝐿 = 0) 

Overstating lie 

(𝐿 > 0) 
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Underinvestment 

(𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 < 0) 

 

Spiteful lie 

0.32% 

Unprofitable 

truth-telling 

4.19% 

Suboptimal profitable 

white lie 

7.10% 

Optimal investment 

(𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 = 0) 

Optimal altruistic 

white lie 

0.65% 

Cooperative 

truth-telling 

13.87% 

Optimal profitable 

white lie 

12.26% 

Overinvestment 

(𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 > 0) 

Suboptimal altruistic 

white lie 

0.32% 

Profitable 

truth-telling 

3.55% 

 

Selfish lie 

57.74% 

 Total 
Understating lie 

1.29% 

Truth-telling 

21.61% 

Overstating lie 

77.10% 

Table 7. Proportions of advisor strategy classes 

It can be seen that in most cases (57.74%) the advisors were selfish liars, i.e., liars who lied in order to 

make their investors overinvest, which would increase their own payoffs while reducing the payoffs of 

their investors. However, in 19.36% of cases the advisors told profitable white lies. This means that they 

lied by overstating the optimal investment in the expectation of preventing their investors (at least 

partially) from underinvesting. Thereby, they would increase both players’ payoffs. Only in 0.97% of 

cases the advisors engaged in altruistic white lying, i.e., they lied by understating the optimal investment 

in order to prevent their investors (at least partially) from overinvesting. This strategy would reduce 

their own payoffs while increasing the payoffs of their investors. In even fewer cases (0.32%) the 

advisors told spiteful lies, i.e., lies that understated the optimal investment in order to make the investor 

underinvest, which would reduce both players’ payoffs. In all other cases (21.61%) the advisors told the 

truth. Most of them were cooperative truth-tellers (in 13.87% of all cases). These advisors expected 

their investors to trust them and gave honest advice, which in turn would result in optimal investments. 

However, some advisors told the truth, even though they then expected non-optimal investments. In 

particular, in 4.19% of cases the advisors were unprofitable truth-tellers, i.e., advisors who were willing 

to accept underinvestments and, therefore, a reduction of both players’ payoffs in order to tell the truth. 

By contrast, in 3.55% of cases the advisors were profitable truth-tellers, implying that they gave truthful 

advice and still expected their investors to overinvest. This would increase their own payoffs but reduce 

the payoffs of their investors. 

Assuming that the advisors’ behavior was consistent with their beliefs and their individual preferences 

for honesty, they pursued rational strategies in 77.74% of all cases. In Figure 9 this refers to all strategy 

points that are located within the hatched area, i.e., all points that are simultaneously on or above the 

dotted line (𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 ≥ 0) and on or left from the ordinate (𝑇̅𝑔𝑢𝑒𝑠𝑠 ≤ 0). That includes all cases in which 

the advisors engaged in cooperative truth-telling or optimal profitable white lying as well as a major 

fraction of cases in which they told selfish lies.35 It comes as no surprise that the advisors pursued these 

 
35 Note that 89.39% of all selfish liars pursued a rational strategy. The rest of them however had beliefs about their 

investors’ behavior that are not rational from a game theoretical point of view. 
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rational strategies more often than other strategies in every round (two-sided Binomial tests: p < 0.001 

for each round36). This is consistent with hypothesis H1 and therefore supports the idea of rational 

decision making based on individual lie aversion and rational beliefs. 

Finding 6. The advisors pursued rational strategies disproportionately more often (in 77.74% of 

cases) than other strategies. In most of all cases (57.74%) the advisors were selfish liars. 

7.2.2. Mistrust and suspected lying (investors) 

The scatter plot in Figure 10 visualizes the relationship between the investors’ mistrusting behavior and 

their first-order beliefs about their advisors.37 It can be seen that the percentage extent of risk-reducing 

mistrust (negative 𝑇̅) significantly increases with the percentage extent of suspected lying (𝐿𝑔𝑢𝑒𝑠𝑠) 

(Spearman’s rank correlation between −𝑇̅ and 𝐿𝑔𝑢𝑒𝑠𝑠: ρ = 0.752 with p < 0.001). This is consistent with 

hypothesis H4. In addition, investors who suspected their advisors to have lied by overstating the value 

of the optimal investment (𝐿𝑔𝑢𝑒𝑠𝑠 > 0) engaged significantly more often in risk-reducing mistrust  

(𝑇̅ < 0) than investors with other expectations (in 87.85% vs. 13.95% of cases; Fisher exact test:  

p < 0.001). In line with this, investors who suspected that their advisors told the truth engaged in 

completely trusting behavior significantly more often than investors who suspected to be lied to (in 

79.10% vs. 13.58% of cases; Fisher exact test: p < 0.001). These large differences highlight the fact that 

the investors’ first-order beliefs and their mistrusting behavior are closely related to one another, which 

suggests that the investors engaged in rather strategic decision making. 

Finding 7. The investors’ mistrusting behavior (𝑇̅) is closely related to their expectations of being 

lied to by their advisors (𝐿𝑔𝑢𝑒𝑠𝑠). 

 
36 The probability 𝑝𝐴;𝑟𝑎𝑡 that an advisor would engage in a rational strategy, i.e., a potential equilibrium strategy 

(with 𝐹𝐴;𝑔𝑢𝑒𝑠𝑠 ≥ 0 and 𝑇̅𝑔𝑢𝑒𝑠𝑠 ≤ 0), by making random choices depends on the given values of the optimal (𝑖∗) 

and the maximal (𝑖𝑚𝑎𝑥) investment. If the maximal investment is given, this probability can be described by the 

following function of the optimal investment: 𝑝𝐴;𝑟𝑎𝑡(𝑖
∗) =  

1

𝑖𝑚𝑎𝑥(𝑖𝑚𝑎𝑥−𝑖
∗)
∗ [0.5 ∗ 𝑖𝑚𝑎𝑥

2 + 0.5 ∗ 𝑖∗2 − 𝑖𝑚𝑎𝑥 ∗ 𝑖
∗]. 

With 𝑖𝑚𝑎𝑥 = 100, the values of 𝑝𝐴;𝑟𝑎𝑡(𝑖
∗) for the five optimal investments 𝑖∗, which I used in my experiment, are: 

𝑝𝐴;𝑟𝑎𝑡(50) = 0.125 , 𝑝𝐴;𝑟𝑎𝑡(70) = 0.045 , 𝑝𝐴;𝑟𝑎𝑡(25) = 0.281 ,  𝑝𝐴;𝑟𝑎𝑡(35) = 0.211 , and 𝑝𝐴;𝑟𝑎𝑡(10) = 0.405 . 

Based on these probabilities, I conducted a separate two-sided Binomial test for each round to compare the 

proportion of rational strategies to its expected value based on random choices. 
37 For the purpose of illustration, only the most relevant area of the plot in Figure 10 is displayed. Also note that 

the dotted line in Figure 10 marks the hypothetical line on which the investors expected to make optimal 

investments (which would imply: 𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 = 0 ). Hence, points below this line represent expectations of 

underinvestments (𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 < 0), whereas points above it represent expectations of overinvestments (𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 > 0). 
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Figure 10. Relationship between the extent of mistrust 𝑇̅ and the extent of suspected lying 

𝐿𝑔𝑢𝑒𝑠𝑠 

To illustrate which strategies the investors chose, Table 8 provides an overview of the proportions of 

classes of observed investor strategies (which are also displayed in a non-aggregated form in  

Figure 10). This summary is based on the earlier introduced taxonomy of mistrust and trust. 
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Underinvestment 

(𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 < 0) 

 

Excessive mistrust 

20.65% 

 

Unprofitable trust 

4.19% 

Suboptimal profitable 

white mistrust 

3.55% 

Optimal investment 

(𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 = 0) 

Optimal profitable 

mistrust 

20.65% 

 

Cooperative trust 

17.10% 

Optimal profitable 

white mistrust 

4.84% 

Overinvestment 

(𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 > 0) 

Suboptimal profitable 

mistrust 

15.80% 

 

Benevolent trust 

6.45% 

 

Benevolent mistrust 

6.77% 

 Total 
Risk-reducing mistrust 

57.10% 

Trusting behavior 

27.74% 

Risk-seeking mistrust 

15.16% 

Table 8. Proportions of investor strategy classes 

As shown before, in most of the cases (57.10%) the investors engaged in risk-reducing mistrust. Most 

of them engaged in profitable mistrust (in 36.45% of all cases), which means that they suspected their 

advisors to have overstated the optimal investment and engaged in risk-reducing mistrust in order to (at 
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least partially) improve the quality of their investments.38 However, in 20.65% of cases the investors 

even engaged in risk-reducing mistrust in the expectation of making underinvestments. These investors 

expected their excessive mistrust to reduce both players’ payoffs when compared to more trusting 

behavior. This indicates that, to some extent, they valued risk aversion over monetary gain. By contrast, 

in 8.39% of cases the investors engaged in profitable white mistrust, i.e., they suspected their advisors 

to have understated the optimal investment and engaged in risk-seeking mistrust in order to (at least 

partially) improve the quality of their investments, which would increase both players’ payoffs. 

Moreover, in 6.77% of cases the investors engaged in benevolent mistrust, implying that they engaged 

in risk-seeking mistrust, even though they thereby expected to overinvest. Compared to more trusting 

behavior, these investors expected their behavior to reduce their own payoffs while increasing the 

payoffs of their advisors. In all the other cases (27.74%) the investors trusted their advisors. Most of 

them engaged in cooperative trust (in 17.10% of all cases). This means that they expected their advisors 

to have given truthful advice and exactly followed it, which would result in optimal investments. 

However, some investors followed their received advice, even though they then expected to make non-

optimal investments. In particular, in 6.45% of cases the investors engaged in benevolent trust, i.e., they 

decided to trust their advisors and therefore expected to overinvest, which would reduce their own 

payoffs while increasing the payoffs of their advisors. By contrast, in 4.19% of cases the investors 

engaged in unprofitable trust, implying that they were willing to make an underinvestment and, 

therefore, to accept a reduction of both players’ payoffs in order to behave completely trusting. 

Under the assumption that the investors’ behavior was consistent with their beliefs and their individual 

preferences for trust, they pursued rational strategies in 60.00% of all cases. In Figure 10 this refers to 

all strategy points that are located within the hatched area, i.e., all points that are simultaneously on or 

right from the dotted line (𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 ≥ 0) and on or below the abscissa (𝑇̅ ≤ 0). This includes all cases in 

which the investors engaged in cooperative trust, benevolent trust, or profitable mistrust. The investors 

pursued these rational strategies more often than other strategies (two-sided Binomial test39: p < 0.001). 

This finding is consistent with hypothesis H2, which speaks in favor of the conjecture that the investors 

engaged in rational decision making based on individual trust preferences and rational beliefs. 

 
38 Notably, in 25.49% of all cases the investors suspected their advisors to have lied but still expected to make 

optimal investments by perfectly compensating their advisors’ extent of lying. In Figure 10, this refers to all 

strategy points that are located on the dotted line except for the ones at the point of origin. 
39 The probability 𝑝𝐼;𝑟𝑎𝑡 that an investor would engage in a rational strategy, i.e., a potential equilibrium strategy 

(with 𝐹𝐼;𝑔𝑢𝑒𝑠𝑠 ≥ 0 and 𝑇̅ ≤ 0), by making random choices depends on the values of the received advice (𝑎) and 

the maximal investment (𝑖𝑚𝑎𝑥). If the maximal investment is given, this probability can be described by the 

following function of the received advice number: 𝑝𝐼;𝑟𝑎𝑡(𝑎) =  0.5 ∗ (
𝑎

𝑖𝑚𝑎𝑥
)
2

. 

With 𝑎 ∈ [0, 𝑖𝑚𝑎𝑥], this function maximizes for 𝑎  = 𝑖𝑚𝑎𝑥 . With 𝑖𝑚𝑎𝑥  = 100, it yields: 𝑝𝐼;𝑟𝑎𝑡(𝑎) ≤ 𝑝𝐼;𝑟𝑎𝑡(𝑎 =

𝑖𝑚𝑎𝑥 = 100) = 0.5. Since not all investors received the same advice, I used this upper limit of 𝑝𝐼;𝑟𝑎𝑡  to perform 

the most conservative two-sided Binomial test possible that compares the proportion of rational strategies to its 

expected value based on random choices. 
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Finding 8. The investors pursued rational strategies disproportionately more often (in 60.00% of 

cases) than other strategies. Most of them engaged in profitable mistrust. 

7.3. Potential to manipulate others when lying 

As reported in the previous subsection, most advisors told selfish lies with the aim of manipulating their 

investors into overinvesting. In addition, my results suggest that the advisors’ behavior tended to be 

strategic. But how well thought out were the sizes of their lies? In this subsection, I explore how the 

advisors took their potential to manipulate their investors into account (7.3.1.) and whether their 

considerations were correct (7.3.2.). 

7.3.1. Strategic deception (advisors) 

In order to show how the advisors considered their potential to manipulate others, I first want to point 

out that they lied to the fullest possible extent in only 8.71% of cases. To explain this, it makes sense to 

analyze advisors who gave particularly high advice separately in more detail. Therefore, very high 

advice is assumed to be equal or superior to 85 coins. When considering only cases in which the advisors 

did not give such very high advice, the given advice is significantly and strongly correlated with the 

expected investments (Spearman’s rank correlation: ρ = 0.669 with p < 0.001). This suggests that the 

advisors expected their investors to use advice below the defined threshold as a reference for the 

investments. However, this changes when only cases in which the advisors gave very high advice are 

considered. Here, the correlation between the given advice and expected investments is close to zero 

and not significant (Spearman’s rank correlation: ρ = -0.024 with p = 0.828). The difference between 

these two correlations is significant (two-sided Fisher's Z test: p < 0.001). This indicates that the advisors 

expected their investors to particularly mistrust very high advice in such a way that giving higher advice 

above a certain level would not lead to higher investments and, therefore, not deliver a higher payoff. 

On this basis, it is reasonable to assume that the advisors took their potential to manipulate the investors 

into account when making their decisions, which in turn could explain why so many advisors refrained 

from lying to the fullest possible extent. 

Finding 9. The advisors very seldom lied to the fullest possible extent, as they expected their 

investors to particularly mistrust very high advice. 

7.3.2. Predictable mistrust (investors) 

Most interestingly, the considerations of the advisors about their potential to manipulate the investors 

turned out to be correct: As expected by the advisors, the investors particularly mistrusted very high 

advice (i.e., advice equal or superior to 85). This is reflected in the fact that the correlation between the 

investments and the received advice is strong and highly significant when only cases in which the 

investors did not receive such very high advice are considered (Spearman’s rank correlation: ρ = 0.549 

with p < 0.001). By contrast, the same correlation is close to zero and not significant when considering 
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only cases in which the received advice was very high (Spearman’s rank correlation: ρ = 0.040 with  

p = 0.716). The difference between these two correlations is significant (two-sided Fisher's Z test:  

p < 0.001). This suggests that the investors mistrusted particularly high advice by not following it any 

further above a certain level. 

Finding 10. The investors mistrusted very high advice in such a way that they did not make higher 

investments when receiving higher advice above a certain level. 

It can be concluded that both players made strategic considerations based on the size of the lie and the 

size of mistrust. 

7.4. Summary 

The analysis of lying and mistrust in the CDG has shown that both players tended to make strategic and 

belief-based decisions. In particular, I find that their behavior was consistent with their first-order beliefs 

(see Findings 5 and 7; Hypotheses 3 and 4) and that most of them pursued rational strategies (see 

Findings 6 and 8; Hypotheses 1 and 2). As a consequence, both players’ financial success in the game 

was largely determined by the accuracy of their first-order beliefs (see Findings 3 and 4). Here, the 

advisors took advantage of the fact that their first-order beliefs were much more accurate than those of 

the investors (see Findings 1 and 2). In fact, the advisors even correctly predicted that the investors 

would disproportionally mistrust very high advice (see Findings 9 and 10). As a result, most advisors 

avoided lying to the fullest possible extent. These findings suggest that the advisors took their potential 

to manipulate the investors into consideration when making their decisions. By this means, most of them 

successfully tricked their investors into overinvesting. In short, most advisors engaged in strategic 

deception while exploiting the predictability of their investors’ mistrust. 

These findings show that the size of the lie and the size of mistrust play an important role in strategic 

deception. Obviously, this is based on the assumption that both players’ behavior can be interpreted on 

continuous scales. To test whether my participants actually perceived it that way while playing the CDG, 

I asked them to assess their own behavior within the experiment in my post-experimental 

questionnaire.40 On this basis, in appendix C, I analyze how consistent my interpretation of both players’ 

behavior is with their own assessment of it. Based on their answers, I find that the larger the advisors’ 

extent of lying, the more dishonest they perceived their own behavior in the game (see Finding C2 in 

appendix C). This demonstrates that the self-perception of the advisors indeed depends on the size of 

the lie. In addition, my results reveal that the participants considered truth-telling and cooperative 

behavior in fact as honest, while considering selfish lying as dishonest. This is consistent with my 

taxonomy of lies and truth-telling. Interestingly, more dishonest behavior was also associated with a 

 
40 In this questionnaire, I asked, on the one hand, the advisors to rate their preference for honesty and their 

preference for risk on a 7-point-scale. On the other hand, I asked the investors to rate their preference for trust and 

their preference for risk on a 7-point-scale. More details on this can be found in appendix C. 
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higher preference for risk (see Finding C1). Turning to the investors, I find that the higher their extent 

of mistrust, the more mistrusting the investors rated their own behavior in the game (see Finding C4). 

From this it follows that the self-perception of the investors depends on the size of their mistrust. 

Moreover, my results show that the investors perceived risk-seeking mistrust in the game in fact as risk-

seeking and risk-reducing mistrust as risk-averse, which speaks in favor of this terminology (see Finding 

C3). Finally, my participants considered the act of following their received advice indeed as trusting. 

These findings are consistent with my taxonomy of mistrust and trust. It can be concluded that the size 

of the lie and the size of mistrust do not only matter from a strategic perspective but also have an impact 

on how people perceive their own behavior. 

In the next section, I will discuss these findings against the backdrop of the existing literature, including 

possible drivers and inhibitors of lying and mistrusting behavior in strategic deception. 

8. Discussion 

The purpose of this paper was to provide a novel experimental design that allows measuring lying and 

mistrusting behavior on continuous and easily comparable scales. For this purpose, I designed a new 

sender-receiver game: the Continuous Deception Game (CDG). This experiment allows observation of 

lying, mistrust and respective first-order beliefs on continuous scales. The additional information that is 

gained by observing the extents (rather than the frequencies) of lying and mistrust is essential to 

understanding how strategic deception works, not only in this experiment. For instance, the proportion 

of investors who suspected their advisors to have lied was identical to the proportion of advisors who 

actually lied.41 Solely based on this information, one might conclude that the investors’ beliefs about 

their advisors’ dishonesty were highly accurate. However, considering the size of the lie reveals that the 

investors strongly underestimated their advisors’ extent of lying. In fact, the advisors overstated the true 

value of the given optimum by about 148% on average, while the investors suspected them to do so by 

only 56%. This misjudgment resulted in the investors relying too much on their received advice and 

therefore overinvesting to a high extent (while wrongly expecting to make near-optimal investments). 

This example highlights the importance of including the size of the lie and the size of mistrust into the 

picture when one aims to understand how dishonest or mistrusting people actually behave. 

For this reason, studies that observe lying and mistrust as discrete, or even dichotomous, variables might 

yield completely different results if players were offered to choose to what extent they want to engage 

in dishonest or mistrusting behavior. With that in mind, I will discuss the meaning of my findings in the 

light of the existing literature, firstly, for the advisors (8.1.) and, secondly, for the investors (8.2.). 

 
41 Both proportions were approximately 78%. 
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8.1. Lying and expected mistrust 

There are many reasons why people lie or tell the truth. One of them is their expected monetary gain. 

On that matter, Gneezy (2005) finds in his sender-receiver game that people are sensitive to their 

monetary gain when deciding to lie. In particular, his results show that an increase of the profit the 

senders can expect from lying leads to a raise in the proportion of senders who lie – even if the losses 

that their lies are expected to cause to the receivers are increased by the same extent. Whereas Gneezy 

(2005) varies possible gains and losses from lying between treatments, in my experiment the senders 

(i.e., the advisors) can decide on the size of their lies (i.e., their extent of lying) themselves. In addition, 

gains and losses from lying in my experiment increase simultaneously with the extent to which the 

receivers (i.e., the investors) follow misleading advice.42 Transferring Gneezy’s (2005) findings to my 

experiment would suggest that the likelihood that a strategy which involves lying is pursued by the 

advisors increases with the expected profits associated with that strategy. This would also be in line with 

Fischbacher and Föllmi-Heusi (2013) and Gneezy et al. (2018) who find that most of their participants 

chose payoff-maximizing lies over partial ones when reporting the result of a die roll. My results 

however provide another perspective: If people can freely decide on the extent to which they want to 

lie, they rarely lie to the fullest possible extent (i.e., the players in my experiment do so in less than nine 

percent of all cases). Most advisors told selfish lies but they seldom fully exhausted their possibilities to 

lie. These results are consistent with a concept of lie aversion based on moral costs of lying that increase 

monotonously with the size of the lie (Gneezy et al., 2018; Lundquist et al., 2009). They are also in line 

with the aim to maintain a favorable self-concept (Mazar et al., 2008). Beyond that, even though the 

participants were anonymous to the experimenters, the advisors could have also been concerned about 

the experimenters’ ex post judgment of their dishonesty (Utikal & Fischbacher, 2013). 

While my paper does not aim to decide in favor of or against one of these theories (in fact, with the right 

conceptualization, all of them are in line with my findings), it offers another explanation: Strategic 

deception certainly involves expectations towards the own ability to manipulate others when lying. In a 

context with minimal social interaction, these expectations are condensed in beliefs about another 

person’s trusting behavior. More precisely, they are result-oriented beliefs a potential liar holds about 

how effective he or she can manipulate another person into following a desired course of action. On this 

matter, I find that the advisors in my experiment believed that giving higher advice above a certain level 

would not lead to higher overinvestments, since they expected their investors to disproportionally 

mistrust particularly high advice. As my results speak in favor of highly strategic and belief-based 

decision making, this indicates that some advisors thought that lying to a higher extent than they already 

 
42 It should be reminded that Gneezy (2005) and I use the same ratio between the profits from lying to the senders 

and the associated costs to the receivers. When Gneezy (2005) increases the profits to the senders, he raises the 

losses to the receivers by the same amount. Thus, the profit-loss ratio between his respective treatments is equal 

to 1. In my experimental design, the ratio to which gains and losses from lying are expected to increase depends 

on the ratio between both players’ payoff parameters (𝑚𝐴 and 𝑚𝐼). Since, in this paper, I use payoff parameters 

with equal values (𝑚𝐴 = 𝑚𝐼), the resulting profit-loss ratio is identical to the one of Gneezy (2005). 
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did would not deceive their investors any further and, thus, not yield higher payoffs. In other words, my 

findings suggest that people who refrain from lying to the fullest possible extent might still lie to the 

highest extent they expect to be convincing. Such considerations about the own potential to manipulate 

in strategic deception cannot be addressed in most other economic experiments, since lies in other 

experiments often do not have to be convincing in order to yield favorable results for the liar (e.g., 

Fischbacher & Föllmi-Heusi, 2013; Mazar et al., 2008; Utikal & Fischbacher, 2013).43 

One other experimental design in which such considerations certainly matter (even though they are not 

in the direct focus of the respective paper) is Lundquist et al.’s (2009) sender-receiver game. In their 

experiment, the senders were financially incentivized to lie about their individual test score in case it 

was below a certain threshold. To gain from lying, they needed to convince their receivers to sign a 

fixed-payment contract, which was only beneficial to the receivers if the senders had a test score equal 

or superior to the given threshold. Due to this binary payoff structure, the sizes of the senders’ lies did 

not matter beyond the fact whether they convinced their receivers to sign the contract or not. Therefore, 

in contrast to my experiment, the senders were not incentivized to convince the receivers that they had 

the highest possible score. Under these conditions, Lundquist et al. (2009) find that none of the senders 

lied to the fullest possible extent. However, they observe a great fraction of lies noticeably above the 

given threshold. These results cannot be explained by costs of lying that increase with the size of the lie 

alone. Without any conceptualization of the fact that, in order to be successful, deception needs to be 

convincing, there would be no need to lie to an unnecessarily high extent. Following this line of 

argumentation, my findings on belief-based considerations about one’s potential to manipulate another 

person provide a reasonable explanation for their results – namely that the senders in Lundquist et al.’s 

(2009) experiment might not have believed that the receivers would trust them, if they claimed to have 

test scores that were too close to the given threshold or the highest possible score. It can be concluded 

that, when liars need to convince others of their honesty, the extent of lying that is expected to maximize 

their payoffs does not necessarily correspond to the fullest possible extent of lying. While this 

demonstrates that sophisticated liars use the size of the lie as an instrument to manipulate others in 

strategic deception, it also shows the importance of considering this aspect when comparing different-

 
43 I argue that this also applies to all sender-receiver games that feature binary-like choices (e.g., Dreber & 

Johannesson, 2008; Erat & Gneezy, 2012; Gneezy, 2005; Gneezy et al., 2020; Jacquemet et al., 2019; Jacquemet 

et al., 2018; López-Pérez & Spiegelman, 2013; Peeters et al., 2013, 2015; Sánchez-Pagés & Vorsatz, 2007; Sutter, 

2009; Vranceanu & Dubart, 2019). While such experiments may allow for sophisticated deception through truth-

telling (as shown by Sutter, 2009), considerations about the own potential to manipulate the other player are still 

strictly limited by binary-like strategy sets. By contrast, my results suggest that such considerations are based on 

the size of the lie and the size of expected mistrust. 
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sized lies in particular and when analyzing the intent behind lying or any other deceptive behavior in 

general.44 

Of course, people who lie are not solely considering their potential monetary gain from lying. In fact, 

there are many other different drivers and inhibitors of deceptive behavior, which all account for 

different types of lying and truth-telling. To begin with, Erat and Gneezy (2012) argue that absent costs 

of lying, one would expect people to always tell profitable white lies (i.e., lies that constitute a Pareto 

improvement). However, in their Deception Game, they provide evidence that a significant fraction of 

senders tells the truth when offered the binary choice between truth-telling and telling such a lie. 

Therefore, they suggest that at least part of the reason why people tell the truth may be connected with 

some form of intrinsic costs of lying. In support of this, I observed a similar type of unprofitable truth-

telling. Beyond that, I find that not all players who engaged in profitable white lies did so to the fullest 

possible extent. Thus, these players lied but did not exhaust the full potential of expected Pareto 

improvement. That is interesting, since this cannot be explained by lie aversion that does not consider 

the extent of lying (as suggested by Hurkens & Kartik, 2009). This indicates that the respective players 

were dealing with moral costs of lying that increase with the size of the lie (as suggested by Gneezy et 

al., 2018; Lundquist et al., 2009). 

Moreover, I can add to this matter that the proportion of unprofitable truth-telling diminishes to less than 

five percent when the players can freely decide about their extent of lying. On the one hand, the mere 

existence of such behavior speaks in favor of some pure lie aversion (as suggested by Erat & Gneezy, 

2012), which is in contrast to Vanberg (2017) who finds no evidence for the existence of such a 

motivation in his experiment. On the other hand, the small fraction of unprofitable truth-tellers implies 

that for most players lying at least to a small extent was acceptable when they expected that doing so 

would yield a Pareto improvement. This in turn is in support of Vanberg (2017), as this means that 

 
44 Gneezy et al. (2018) provide yet another explanation for why expectations about the own credibility in front of 

others are important. They show that potential liars care about their social identity. This concept captures concerns 

the subject has about how he or she is perceived by others. Since these concerns refer to beliefs one has about 

another person’s beliefs about oneself, these concerns are based on second-order beliefs. By contrast, strategic 

considerations about one’s potential to manipulate others focus on beliefs one holds about how effective one can 

trick another person into choosing a desired course of action. Hence, such considerations are based on simpler 

first-order beliefs. In my experiment, I asked players solely for their first-order beliefs, since there is evidence that 

first-order beliefs already sufficiently capture the relation between beliefs and behavior in sender-receiver games, 

whereas second-order beliefs do not provide much more insight (López-Pérez & Spiegelman, 2013). While this 

allows keeping my experiment simpler, it makes it hard to ex post distinguish social identity concerns (Gneezy et 

al., 2018) from strategic considerations about one’s potential to manipulate others. To make this distinction, one 

could conduct a version of the CDG in which players are asked for their second-order beliefs in addition to their 

first-order beliefs. 

Since my experiment involves a minimum of social interaction (which is similar to many other experimental 

designs, such as those of Erat & Gneezy, 2012; Fischbacher & Föllmi-Heusi, 2013; Gneezy, 2005; Mazar et al., 

2008; Pruckner & Sausgruber, 2013; Sutter, 2009), it could also be interesting to implement different ways of 

communication between the advisors and investors. In combination with elicited first- and second-order beliefs, 

this would allow analyzing the impact of social interaction on social identity concerns and strategic considerations 

about one’s potential to manipulate others. 
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intrinsic lie aversion alone seems to not have been a strong driver for absolute truth-telling in my 

experiment. 

But then, what made players tell the truth? My results reveal that truth-telling is four times more likely 

to happen when players expect to be trusted by their co-players. In addition, the extent of lying decreases 

with a decreasing extent of expected mistrust. These findings suggest that both truth-telling and lie 

aversion are closely connected to the expectation of being trusted, which indicates that people want their 

honesty to be rewarded with trust. 

Truth-telling is generally seen in a more positive light than telling a lie. While this assessment is certainly 

true in most cases, not all lies are of bad intentions. For instance, in Erat and Gneezy’s (2012) sender-

receiver game a significant fraction of senders chose to engage in altruistic white lies (i.e., lies that are 

expected to help others at the expense of the liar) when offered the binary choice between telling such 

a lie or the truth. However, my results reveal that altruism is not a strong driver when the players can 

decide on the sizes of their lies themselves, since almost none of the subjects in my experiment (i.e., less 

than one percent) told this type of lie. Instead most advisors engaged in behavior that was expected to 

yield higher payoffs for themselves, such as selfish lying. This shows that altruism can be heavily 

undermined by other motivational factors, such as monetary gain. 

According to Erat and Gneezy (2012), selfish lies (i.e., lies that help the liar at the expense of another) 

are expected to evoke guilt, whereas profitable white lies (i.e., lies that constitute a Pareto improvement) 

are not. In line with this, Erat and Gneezy (2012) find that the fraction of senders who lie is significantly 

higher for profitable white lies than for selfish lies. When interpreting their results, one must remember 

that the senders in Erat and Gneezy’s (2012) experiment could never actively choose between these two 

types of lying. However, what happens if people can financially benefit from turning a profitable white 

lie into a selfish lie by further increasing their extent of lying? My results show that, when given this 

choice, most advisors chose selfish over profitable white lies. In fact, I observed nearly three times as 

many selfish lies as profitable white lies, which implies that, in most cases, neither additional costs of 

lying nor potential feelings of guilt were able to prevent players from telling selfish instead of profitable 

white lies. That difference between my results and those of Erat and Gneezy (2012) illustrates that the 

intention to tell a lie that is not only beneficial for the liar but also helps another person can be crowded 

out by adding the possibility of additional gain through telling a selfish lie. This suggests that people 

who tell lies that are mutually beneficial for themselves and for another person might not really care 

about the other person but use the fact that they are helping that person to rationalize the lie. 

Overall, the advisors in my experiment seem to have been largely driven by strategic considerations 

about how to increase their monetary gain, while altruism and guilt appear to have barely held them 

back from opportunistic behavior. However, my findings suggest that there is some form of intrinsic lie 
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aversion which appears to increase with the size of the lie. Finally, it seems that the expectation of being 

trusted can foster completely honest behavior. 

8.2. Mistrust and suspected lying 

The findings that I have discussed so far have shown the importance of trust and mistrust to the advisors. 

Many other studies on lying and truth-telling, however, examine lying behavior detached from trust 

(e.g., Fischbacher & Föllmi-Heusi, 2013; Mazar et al., 2008; Pruckner & Sausgruber, 2013) or at least 

focus more on the former than on the latter (e.g., Erat & Gneezy, 2012; Gneezy, 2005; López-Pérez & 

Spiegelman, 2013; Lundquist et al., 2009; Vranceanu & Dubart, 2019). While this focus on lying 

behavior serves the purpose of these studies in a good way, it also ignores the importance of trust for 

economic decision making. To address this issue, my experiments allows drawing conclusions on why 

people trust or mistrust potential liars.45 

On this basis, my results reveal four main drivers of (mis)trusting behavior: monetary gain, risk aversion, 

altruism, and some form of endogenous preference for trust. In addition, they suggest that trust is the 

result of strategic and belief-based decision making. This is consistent with studies that show that trust 

in both a sender-receiver game with binary choices (Peeters et al., 2015) and the Trust Game (Sapienza 

et al., 2013) is based on first-order beliefs. I can add to this matter that the extent of one’s mistrusting 

behavior is strongly connected to the first-order beliefs one holds about the extent of another person’s 

lying behavior. In particular, the extent of mistrusting behavior in my experiment increases with the 

extent of suspected lying. As a result, players engaged nearly six times more often in completely trusting 

behavior when they expected their co-players to have told the truth. Thus, the expectation of being told 

the truth seems to be a strong driver for cooperative trust, which is consistent with the motive of expected 

payoff maximization in my experiment. Even though a major fraction of investors suspected their 

advisors to have lied to them, most of them still used their received advice as an important reference 

point for their investments, which still indicates a general inclination to trust. However, most of the 

investors who suspected their received pieces of advice to be lies engaged in mistrusting behavior to 

improve the quality of their investments by (at least partially) compensating the extent to which they 

expected their advisors to have lied. In this way, they raised their expected payoffs. For this reason, I 

refer to such behavior as profitable mistrust, or rather profitable white mistrust if it also increased the 

advisors’ payoffs. Similar to cooperative trust, profitable (white) mistrust could be motivated by 

monetary gain. 

 
45 It should be reminded that, in my experiment, trust refers to honesty-related trusting behavior (i.e., one’s reliance 

on another person’s honesty), whereas trusting beliefs correspond to expectations about the honesty of another 

person. Note that my understanding of trust in the CDG differs from that in the original version of the Trust Game 

in which trust refers to the act of relying on another person’s social cooperation (instead of on another person’s 

honesty). 
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Apart from this, a significant fraction of investors engaged in excessive mistrust, which cannot be 

explained by expected payoff maximization. In these cases, the investors invested less than they 

expected to be optimal. While they could expect this to reduce both players’ payoffs, they could also 

expect it to decrease the risk associated with their own payoffs, since lower investments hold a lower 

risk for the investors in my experiment by design.46 This suggests that, to some extent, the investors 

valued risk aversion over monetary gain and, therefore, engaged in more mistrusting behavior. In 

support of this, the investors’ ex post self-assessment of their preference for risk within the experiment 

is largely consistent with the risk that is inherent to their displayed mistrust in the game. It can be 

concluded that risk aversion can be another driver of mistrusting behavior. This is in line with Sapienza 

et al. (2013) who find that trust in the Trust Game is correlated with a preference for risk tolerance. 

However, my findings add that this applies not only to trust that refers to expectations of social 

cooperation (as in the Trust Game) but also to honesty-related trust (as in the CDG). 

Furthermore, I observed benevolent trust and benevolent mistrust. In these cases, the investors expected 

their (mis)trusting behavior to result in overinvestments, which would reduce their payoffs while 

increasing the payoffs of the advisors. This type of behavior can neither be explained by expected payoff 

maximization nor by risk aversion (on the contrary, benevolent mistrust increases the risk associated 

with the investors’ payoff by design). One explanation for such behavior could be that the respective 

players valued risk-taking over monetary gain. However, the rates at which players engaged in 

benevolent (mis)trust are not correlated with their self-assessed risk preference. This speaks in favor of 

another explanation, namely that the respective players had some preferences over distributions of 

payoffs and, by intentionally making overinvestments, aimed to increase their co-players’ payoffs. 

Following this line of reasoning, it is plausible to assume that altruism was another driver of 

(mis)trusting behavior in my experiment. These findings complement those of Sapienza et al. (2013) 

who observe a similar pattern for trusting behavior in the Trust Game. In addition, they are consistent 

with Cox (2004) and Innocenti and Pazienza (2006) who use a clever triadic design to show that altruism 

is one decisive factor for trusting behavior in the Trust Game. Beyond the scope of the cited studies, my 

findings provide evidence that not only trusting but also mistrusting behavior can be driven by altruism. 

Finally, I observed that some investors engaged in unprofitable trusting behavior (i.e., even though they 

believed that their advisors had lied by understating the optimal investment, they still exactly followed 

their received advice). As a result, they expected to make underinvestments, which would reduce both 

players’ payoffs when compared to more mistrusting behavior. Since such unprofitable trust is expected 

to yield a Pareto deterioration, monetary gain and altruism can be ruled out as the sole driving factors 

behind this type of trusting behavior. One could argue, though, that such investments were the result of 

a trade-off between monetary gain (or altruism) and risk aversion. If this was the case, however, it would 

 
46 It bears repeating that, in the CDG, the size of a completely risk-reducing investment is zero. From that point 

upwards, the inherent risk of the investment increases with the size of the investment by design. 
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be improbable that the investments of the respective players would correspond exactly to their received 

pieces of advice (which they believed to be lies anyway). Thus, a combination of monetary gain, 

altruism, and risk aversion cannot fully explain the observed fraction of unprofitable trusting behavior. 

Moreover, it can be excluded that investors who engaged in unprofitable trusting behavior wanted to 

reward honesty with trust, since they expected their advisors to have lied. On this basis, I argue that the 

respective players assigned a positive value to trusting behavior per se. This suggests that people may 

have some endogenous preference for trust, which would be consistent with studies that link trust to 

positive (Barefoot et al., 1998; Kuroki, 2011) and mistrust to negative sensations (Gurtman, 1992). 

In the next, and last, section, I will summarize my most important findings. 

9. Conclusions 

By introducing continuous variables to the sender-receiver game, the Continuous Deception Game 

(CDG) enables the measurement of the extents of lying and mistrusting behavior as well as both players’ 

first-order beliefs on continuous scales. Due to the resulting continuous message space, this experiment 

can address the issue of sophisticated deception through truth-telling (Sutter, 2009). Beyond that, it 

allows researchers to make other types of sophisticated deception (such as the extent to which a lie is 

expected to manipulate another person) visible. Therefore, it enables distinctions to be made among a 

broad range of strategies for both players. By way of this method, the CDG sheds new light on several 

aspects of lying and mistrust in strategic deception. 

In the first place, with regard to lying and truth-telling, my results are in support of lying costs that 

increase with the size of the lie. However, I find only weak evidence for pure lie aversion. In addition, 

it seems that, when people can decide on their extent of lying themselves, altruism and guilt aversion 

can be largely undermined by the possibility of additional monetary gain that results from lying to a 

larger extent. Comparing these findings to those of Erat and Gneezy (2012) suggests that people use 

altruistic motives to rationalize lying for selfish reasons. Moreover, my findings indicate that people 

make strategic considerations about their own potential to manipulate others based on the size of the lie. 

In particular, sophisticated liars anticipate that lies that are of an unrealistically high extent (or, in other 

words, are too close to the fullest possible extent of lying) will be disproportionally mistrusted and 

therefore fail to further manipulate their recipients. Finally, I find evidence that people behave more 

honestly when they expect their honesty to be rewarded with trust. 

In the second place, I can identify four main drivers of trusting and mistrusting behavior. To begin with, 

I find that people might have some endogenous preference for trust. In addition, I provide evidence that 

mistrust can be motivated by expectations of additional monetary gain, as well as by excessive risk 

aversion, for which the decision makers are even willing to accept a reduction in their expected payoffs. 

Lastly, my results indicate that, when mistrusting behavior can actually help the mistrusted person, 

mistrust can also be driven by altruism. 
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In conclusion, there is a wide spectrum of internal and external factors that can drive (dis)honest and 

(mis)trusting behavior – and a broad range of them can be analyzed in the CDG. This demonstrates the 

variety of application possibilities of this experiment and shows its potential as a straightforward method 

to analyze the relationship between honesty, trust, and respective beliefs in strategic deception.  
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Appendices 

This section consists of four separate appendices. Firstly, appendix A shows the derivation of the set of 

game theoretical equilibria of the Continuous Deception Game (CDG). Secondly, appendix B contains 

the instructions and input screens that I presented to the subjects in the CDG. Thirdly, appendix C 

presents an analysis of the consistency of my interpretation of both players’ strategies in the CDG with 

their ex post self-evaluation of their behavior within the experiment. Finally, appendix D analyzes the 

temporal consistency of both players’ behavior and first-order beliefs. 

Appendix A. Set of game theoretical equilibria 

In this appendix, I solve the CDG by identifying its set of game theoretical equilibria, which allows me 

to determine strategies that are more likely to be pursued by rational players. Note here that the CDG is 

a sequential game with incomplete information.47 For the analysis, both players are modeled as risk-

neutral rational players who seek to maximize their expected utility based on their beliefs about the other 

player. In a first step, I derive the set of game theoretical equilibria with only monetary motivation (A.1.). 

In a second step, I derive the set of game theoretical equilibria with monetary and non-monetary 

motivation (A.2.). 

A.1. Only monetary motivation 

For the beginning, suppose, for simplicity, that both players are homines oeconomici who solely value 

their monetary payoffs and, therefore, do not care about other factors, such as being (or being recognized 

as) honest or trusting. 

I start by analyzing the investor’s payoff structure: Given a predefined maximal investment 𝑖𝑚𝑎𝑥 > 0 

and an optimal investment 𝑖∗ ∈ [0, 𝑖𝑚𝑎𝑥], which is randomly determined by a uniform distribution 

(𝑃([0, 𝑖∗]) =
𝑖∗

𝑖𝑚𝑎𝑥
 with 𝑖∗ ∈ [0, 𝑖𝑚𝑎𝑥]), the investor’s payoff 𝜋𝐼(𝑖) is defined as the following function 

of the investment 𝑖 ∈ [0, 𝑖𝑚𝑎𝑥]: 

𝜋𝐼(𝑖) = {
𝑖 ≤ 𝑖∗: 𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ 𝑖

𝑖 > 𝑖∗: 𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ (2 ∗ 𝑖
∗ − 𝑖)

 (10) 

with 𝑚𝐼 > 0. 

Note here that the optimal investment 𝑖∗, which is not known to the investor, maximizes the investor’s 

payoff function 𝜋𝐼(𝑖) by design. Since the homo oeconomicus type of investor has no reason to trust the 

advice 𝑎 , he or she disregards this information and, therefore, assumes that the true optimal  

 
47 If nature is assumed to be another player and if only monetary incentives are considered, this game can be 

thought of as a game with imperfect information where nature makes the first move by choosing the optimal 

investment 𝑖∗, but the investor does not observe nature’s move (for more details, see Harsanyi, 1967, 1968a, 

1968b). 
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investment 𝑖∗ is located somewhere between 0 and the maximal investment 𝑖𝑚𝑎𝑥 with equal probability. 

On this basis, the investor’s expected payoff 𝜋𝐼;ℎ𝑜𝑒𝑐
𝑒 (𝑖) can be defined as the following function of the 

investment 𝑖: 

𝜋𝐼;ℎ𝑜𝑒𝑐
𝑒 (𝑖) =

1

𝑖𝑚𝑎𝑥
∫ 𝜋𝐼(𝑖)

𝑖𝑚𝑎𝑥

0

𝑑𝑖∗. (11) 

Notice that the domain of the investor’s payoff function 𝜋𝐼(𝑖) is split into two regions that depend on 

the location of the optimal investment 𝑖∗. For that reason, it is necessary to distinguish between one 

region in which the optimal investment 𝑖∗ is lower than the investment 𝑖 (𝑖∗ < 𝑖) and another in which 

it is equal or superior to the investment 𝑖 (𝑖∗ ≥ 𝑖). It yields: 

𝜋𝐼;ℎ𝑜𝑒𝑐
𝑒 (𝑖) =

1

𝑖𝑚𝑎𝑥
∫ 𝜋𝐼(𝑖)

𝑖𝑚𝑎𝑥

0

𝑑𝑖∗

=
1

𝑖𝑚𝑎𝑥
∗ lim
𝑏↗𝑖
(∫𝜋𝐼(𝑏)⏟  

𝑖∗<𝑖

𝑏

0

𝑑𝑖∗)+
1

𝑖𝑚𝑎𝑥
∫ 𝜋𝐼(𝑖)⏟

𝑖∗≥𝑖

𝑖𝑚𝑎𝑥

𝑖

𝑑𝑖∗

=
1

𝑖𝑚𝑎𝑥
∗ lim
𝑏↗𝑖
(∫(𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ (2 ∗ 𝑖

∗ − 𝑏))

𝑏

0

𝑑𝑖∗) +
1

𝑖𝑚𝑎𝑥
∫ (𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ 𝑖)

𝑖𝑚𝑎𝑥

𝑖

𝑑𝑖∗

=
1

𝑖𝑚𝑎𝑥
∫(𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ (2 ∗ 𝑖

∗ − 𝑖))

𝑖

0

𝑑𝑖∗ +
1

𝑖𝑚𝑎𝑥
∫ (𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ 𝑖)

𝑖𝑚𝑎𝑥

𝑖

𝑑𝑖∗

=
1

𝑖𝑚𝑎𝑥
∗ [𝑖𝑚𝑎𝑥 ∗ 𝑖

∗ +𝑚𝐼 ∗ (𝑖
∗2 − 𝑖 ∗ 𝑖∗)]

0

𝑖
+
1

𝑖𝑚𝑎𝑥
∗ [(𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ 𝑖) ∗ 𝑖

∗]𝑖
𝑖𝑚𝑎𝑥

=
1

𝑖𝑚𝑎𝑥
∗ [𝑖𝑚𝑎𝑥 ∗ 𝑖 +𝑚𝐼 ∗ (𝑖

2 − 𝑖2)] +
1

𝑖𝑚𝑎𝑥
∗ (𝑖𝑚𝑎𝑥 − 𝑖) ∗ (𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ 𝑖)

=
𝑖

𝑖𝑚𝑎𝑥
∗ 𝑖𝑚𝑎𝑥 + (1 −

𝑖

𝑖𝑚𝑎𝑥
) ∗ (𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ 𝑖)

= 𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ (𝑖 −
𝑖2

𝑖𝑚𝑎𝑥
) 

(12) 

with 𝑚𝐼 > 0. 

Given this, the investor seeks to maximize their expected payoff 𝜋𝐼;ℎ𝑜𝑒𝑐
𝑒 (𝑖) within the investment’s 

limits (𝑖 ∈ [0, 𝑖𝑚𝑎𝑥]). The resulting investment is this type of investor’s best response 𝑖𝐵𝑅;ℎ𝑜𝑒𝑐. Thus, 

maximizing the given function of the investor’s expected payoff 𝜋𝐼;ℎ𝑜𝑒𝑐
𝑒 (𝑖)  with respect to the 

investment 𝑖, leads to: 
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max
𝑖
(𝜋𝐼;ℎ𝑜𝑒𝑐
𝑒 (𝑖))      →      

𝜕𝜋𝐼;ℎ𝑜𝑒𝑐
𝑒 (𝑖)

𝜕𝑖
=
!
0

↔     

𝜕 (𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ (𝑖 −
𝑖2

𝑖𝑚𝑎𝑥
))

𝜕𝑖
= 0 

↔      𝑚𝐼 −
2 ∗ 𝑚𝐼 ∗ 𝑖

𝑖𝑚𝑎𝑥
= 0

↔     𝑖𝐵𝑅;ℎ𝑜𝑒𝑐 =
𝑖𝑚𝑎𝑥
2

 

(13) 

with 𝑚𝐼 > 0. 

This means that this type of investor maximizes their expected payoff 𝜋𝐼;ℎ𝑜𝑒𝑐
𝑒 (𝑖) by investing half of the 

maximal investment 𝑖𝑚𝑎𝑥. For this best response 𝑖𝐵𝑅;ℎ𝑜𝑒𝑐 the following payoff 𝜋𝐼;𝐵𝑅;ℎ𝑜𝑒𝑐
𝑒  is expected: 

𝜋𝐼;𝐵𝑅;ℎ𝑜𝑒𝑐
𝑒 = 𝜋𝐼;ℎ𝑜𝑒𝑐

𝑒 (𝑖 = 𝑖𝐵𝑅;ℎ𝑜𝑒𝑐)

= 𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ (𝑖𝐵𝑅;ℎ𝑜𝑒𝑐 −
𝑖𝐵𝑅;ℎ𝑜𝑒𝑐

2

𝑖𝑚𝑎𝑥
)

= 𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ (
𝑖𝑚𝑎𝑥
2
− (
𝑖𝑚𝑎𝑥
2
)
2

∗
1

𝑖𝑚𝑎𝑥
)

= 𝑖𝑚𝑎𝑥 ∗ (1 +
𝑚𝐼
4
) 

(14) 

with 𝑚𝐼 > 0. 

In short, the homo oeconomicus type of investor maximizes their payoff by making an investment 𝑖 that 

equals half of the maximal investment 𝑖𝑚𝑎𝑥, regardless of the previously received advice 𝑎 (∀𝑎: 𝑖 =

𝑖𝐵𝑅;ℎ𝑜𝑒𝑐 =
𝑖𝑚𝑎𝑥

2
). Hence, this type of investor’s best response 𝑖𝐵𝑅;ℎ𝑜𝑒𝑐  is unique. This makes the 

investor’s best response 𝑖𝐵𝑅;ℎ𝑜𝑒𝑐 a strictly dominant strategy. 

Anticipating this, the homo oeconomicus type of advisor knows that their advice 𝑎 will not impact the 

investment 𝑖. Since the advisor’s payoff 𝜋𝐴(𝑖) depends solely on the investment 𝑖, this leaves them with 

no means to influence their payoff 𝜋𝐴(𝑖). Thus, an advisor that only values their monetary payoff 𝜋𝐴(𝑖) 

will give any random advice 𝑎 between 0 and the maximal investment 𝑖𝑚𝑎𝑥 with the same probability 

(𝑎 ∈ [0, 𝑖𝑚𝑎𝑥]). Therefore, this type of advisor’s set of best responses 𝑆𝐴;𝐵𝑅;ℎ𝑜𝑒𝑐 consists of all possible 

advice. It yields: 

𝑆𝐴;𝐵𝑅;ℎ𝑜𝑒𝑐 = {𝑎|𝑎 ∈ [0, 𝑖𝑚𝑎𝑥]}. (15) 

As the investor will invest equal to their unique best response 𝑖𝐵𝑅;ℎ𝑜𝑒𝑐, this type of advisor will expect 

a payoff 𝜋𝐴;𝐵𝑅;ℎ𝑜𝑒𝑐
𝑒  that amounts to: 
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𝜋𝐴;𝐵𝑅;ℎ𝑜𝑒𝑐
𝑒 = 𝜋𝐴(𝑖 = 𝑖𝐵𝑅;ℎ𝑜𝑒𝑐) = 𝑚𝐴 ∗ 𝑖𝐵𝑅;ℎ𝑜𝑒𝑐 = 𝑖𝑚𝑎𝑥 ∗

𝑚𝐴
2

 (16) 

with 𝑚𝐴 > 0. 

Since all advice 𝑎 will result in this same expected payoff 𝜋𝐴;𝐵𝑅;ℎ𝑜𝑒𝑐
𝑒 , this makes every advice 𝑎 ∈

[0, 𝑖𝑚𝑎𝑥] a weakly dominant strategy for the homo oeconomicus type of advisor. 

Finally, when both players solely care for their monetary payoffs, the set of game theoretical equilibria 

𝑆𝑒𝑞𝑢;ℎ𝑜𝑒𝑐 for the CDG can be defined as: 

𝑆𝑒𝑞𝑢;ℎ𝑜𝑒𝑐 = {(𝑎ℎ𝑜𝑒𝑐
𝑠 , 𝑖ℎ𝑜𝑒𝑐

𝑠 ) |𝑎ℎ𝑜𝑒𝑐
𝑠 ∈ [0, 𝑖𝑚𝑎𝑥] ∧ 𝑖ℎ𝑜𝑒𝑐

𝑠 =
𝑖𝑚𝑎𝑥

2
}. (17) 

A.2. Monetary and non-monetary motivation 

In this section, I derive the set of game theoretical equilibria of the CDG with rational players who care 

for more than their monetary payoffs. Since the CDG is based fundamentally on honesty and trust, it is 

reasonable to assume that the players in this game would assign a value to these two traits. It bears 

repeating that it has been theorized that our internal value system rewards honest behavior positively 

and dishonest behavior negatively for various reasons (e.g., Battigalli et al., 2013; Charness & 

Dufwenberg, 2006; Mazar et al., 2008; Vanberg, 2008). Since there are many studies in support of this 

idea, I assume that players have a preference for honesty. Moreover, on an interpersonal level, trust is 

related to positive feelings (Barefoot et al., 1998; Kuroki, 2011), while mistrust can lead to negative 

ones (Gurtman, 1992). For that reason, I assume that players have a preference for trust. In order to 

specify these homines morales (Alger & Weibull, 2013), I introduce different types for both players: 

firstly, the advisor’s type that depends on their preference for honesty and, secondly, the investor’s type 

that depends on their preference for trust. 

For the advisor, this is modeled in such a way that he or she incurs moral costs of lying 𝐶𝐿(𝑎) from 

giving untruthful advice (𝐿 ≠ 0). These costs 𝐶𝐿(𝑎) increase monotonously with the absolute value of 
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the percentage extent of lying (|𝐿|) and, thus, are a function of their advice 𝑎 in relation to the predefined 

optimal investment 𝑖∗.48 However, the nature of this function is specified by the advisor’s type. 

To be more exact, the advisor’s moral costs of lying 𝐶𝐿(𝑎)… 

…become zero if the advisor behaves completely truthfully by giving advice 𝑎 equal to the optimal 

investment 𝑖∗: 𝑎 = 𝑖∗ ↔ 𝐿 = 0 → 𝐶𝐿(𝑎 = 𝑖
∗) = 0. 

…are never negative: 𝐶𝐿(𝑎) ≥ 0. 

…are a continuous function and increase monotonously with the absolute value of the percentage 

extent of lying (|𝐿| = |
𝑎−𝑖∗

𝑖∗
|): 

𝜕(𝐶𝐿(𝑎))

𝜕𝑎
= {
𝑎 < 𝑖∗: ≤ 0
𝑎 > 𝑖∗: ≥ 0

 . 

With that, the advisor’s utility 𝑈𝐴(𝑎, 𝑖) can be defined as the following function of their given advice 𝑎 

and the investment 𝑖: 

𝑈𝐴(𝑎, 𝑖) = 𝜋𝐴(𝑖) − 𝐶𝐿(𝑎). (18) 

Analogous to the advisor, the investor’s preference for trust is modeled in such a way that he or she 

suffers from engaging in mistrusting behavior (𝑇̅ ≠ 0). These costs of mistrust 𝐶𝑇̅(𝑎, 𝑖) are assumed to 

increase monotonously with the absolute value of the investor’s percentage extent of mistrust (|𝑇̅|). 

Hence, they are a function of the received advice 𝑎 and the investment 𝑖. Again, the nature of this 

function is specified by the investor’s type.  

 
48 This is in line with Lundquist et al. (2009) who find that the aversion to lying increases with the size of the lie. 

Moreover, I argue that the percentage extent of lying (𝐿) in the CDG measures a combination of Gneezy et al.’s 

(2018) three dimensions of the size of the lie that determine the intrinsic costs of lying. To begin with, the outcome 

dimension (i.e., the difference between the given advice and the true optimal investment) increases continuously 

with the given advice by design. 

Suppose now that the advisor believes that the investor will use their advice as a reference point for the investment 

(I will argue in favor of this assumption in more detail later). Under this assumption, and since the advisor’s payoff 

is designed as a linear function of the investment, the advisor’s expectation towards their own payoff should be 

strongly connected to their given piece of advice. Thus, the payoff dimension (i.e., the advisor’s expected monetary 

gains from lying) can also be expected to increase with the given advice. 

Finally, the advisor knows that their lying behavior can be observed ex post by the experimenters. Therefore, 

according to Gneezy et al. (2018), lying should always lead to the lowest possible social identity. However, I argue 

that in my particular experimental design the advisor will care more about how he or she is perceived by the other 

player (i.e., the investor) than by the experimenters. Since each value of the true optimal investment can come up 

with the same probability, the investor has no way to know for sure whether a received piece of advice is a lie. 

However, as the advisor has a monetary incentive to advise an excessive investment, it is reasonable to assume 

that the higher the advice, the higher is the likelihood that the investor perceives it as dishonest. For this reason, 

with a given optimal investment, the advisor’s concerns about how he or she is perceived by the investor should 

increase with the extent to which he or she lies by overstating the value of the true optimum. This implies that the 

likelihood dimension of the size of the lie, which reflects concerns about one’s social identity (i.e., the advisor’s 

concerns about how he or she is perceived by others), should also be connected with the advisor’s extent of lying. 
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More precisely, the investor’s costs of mistrust 𝐶𝑇̅(𝑎, 𝑖)… 

…become zero if the investor behaves completely trusting by making an investment 𝑖 equal to the 

advice 𝑎: 𝑖 = 𝑎 ↔ 𝑇̅ = 0 → 𝐶𝑇̅(𝑎, 𝑖 = 𝑎) = 0. 

…are never negative: 𝐶𝑇̅(𝑎, 𝑖) ≥ 0. 

…are a continuous function and increase monotonously with the absolute value of the percentage 

extent of mistrust (|𝑇̅| = |
𝑖−𝑎

𝑎
|): 

𝜕(𝐶𝑇̅(𝑎,𝑖))

𝜕𝑖
= {
𝑖 < 𝑎: ≤ 0
𝑖 > 𝑎: ≥ 0

 . 

Based on this, the investor’s utility 𝑈𝐼(𝑎, 𝑖) can be defined as the following function of the advice 𝑎 and 

their investment 𝑖: 

𝑈𝐼(𝑎, 𝑖) = 𝜋𝐼(𝑖) − 𝐶𝑇̅(𝑎, 𝑖). (19) 

Also note that each player’s type is only known to themselves. However, it is assumed that the prior 

probability distributions over all possible realizations of both players’ types, i.e., over their possible cost 

functions 𝐶𝐿(𝑎) and 𝐶𝑇̅(𝑎, 𝑖), are common knowledge.49 

In summary, up to this point, the following is given: 

• 𝑖𝑚𝑎𝑥: maximal investment, 

• 𝑖∗ : optimal investment: This investment is randomly determined by a uniform distribution 

(𝑃([0, 𝑖∗]) =
𝑖∗

𝑖𝑚𝑎𝑥
 with 𝑖∗ ∈ [0, 𝑖𝑚𝑎𝑥]). 

• 𝑎: advice with: 𝑎 ∈ [0, 𝑖𝑚𝑎𝑥], 

• 𝑖: investment with: 𝑖 ∈ [0, 𝑖𝑚𝑎𝑥], 

• 𝑖𝑔𝑢𝑒𝑠𝑠: advisor’s guess about the investment 𝑖 with: 𝑖𝑔𝑢𝑒𝑠𝑠 ∈ [0, 𝑖𝑚𝑎𝑥], 

• 𝑖𝑔𝑢𝑒𝑠𝑠
∗ : investor’s guess about the optimal investment 𝑖∗ with: 𝑖𝑔𝑢𝑒𝑠𝑠

∗ ∈ [0, 𝑖𝑚𝑎𝑥], 

• 𝜋𝐴(𝑖): advisor’s monetary payoff function with: 

𝜋𝐴(𝑖) = 𝑚𝐴 ∗ 𝑖 with 𝑚𝐴 > 0, 

• 𝜋𝐼(𝑖): investor’s monetary payoff function with: 

𝜋𝐼(𝑖) = {
𝑖 ≤ 𝑖∗: 𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ 𝑖

𝑖 > 𝑖∗: 𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ (2 ∗ 𝑖
∗ − 𝑖)

 with 𝑚𝐼 > 0, 

• 𝐿: percentage extent of lying with: 𝐿 =  
𝑎−𝑖∗

𝑖∗
 with 𝑖∗ > 0, 

• 𝐿𝑔𝑢𝑒𝑠𝑠: percentage extent of suspected lying with: 𝐿𝑔𝑢𝑒𝑠𝑠 = 
𝑎−𝑖𝑔𝑢𝑒𝑠𝑠

∗

𝑖𝑔𝑢𝑒𝑠𝑠
∗  with 𝑖𝑔𝑢𝑒𝑠𝑠

∗ > 0, 

 
49 Any further assumptions about the prior probability distributions of both players’ types would be rather arbitrary 

and, thus, I do not believe that specifying these distributions would serve the purpose of my paper. However, in 

the results section, I empirically analyze the distribution of pursued strategies. With that in mind, at this point, I 

only assume that the prior probability distributions of player preferences for honesty and trust are common 

knowledge among the players, since this enables them to pursue their equilibrium strategies. 
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• 𝑇̅: percentage extent of mistrust with: 𝑇̅ =  
𝑖−𝑎

𝑎
 with 𝑎 > 0, 

• 𝑇̅𝑔𝑢𝑒𝑠𝑠: percentage extent of expected mistrust with: 𝑇̅𝑔𝑢𝑒𝑠𝑠 = 
𝑖𝑔𝑢𝑒𝑠𝑠−𝑎

𝑎
 with 𝑎 > 0, 

• 𝐶𝐿(𝑎): advisor’s moral costs of lying: These costs are a function of the advice 𝑎 in relation to 

the predefined optimal investment 𝑖∗. They represent the advisor’s preference for honesty. The 

exact nature of this function is determined by the advisor’s type. 

• 𝐶𝑇̅(𝑎, 𝑖): investor’s costs of mistrust: These costs are a function of the investment 𝑖 in relation 

to the received advice 𝑎. They represent the investor’s preference for trust. The exact nature of 

this function is determined by the investor’s type. 

• 𝑈𝐴(𝑎, 𝑖): advisor’s utility function with: 𝑈𝐴(𝑎, 𝑖) = 𝜋𝐴(𝑖) − 𝐶𝐿(𝑎), and 

• 𝑈𝐼(𝑎, 𝑖): investor’s utility function with: 𝑈𝐼(𝑎, 𝑖) = 𝜋𝐼(𝑖) − 𝐶𝑇̅(𝑎, 𝑖). 

Moreover, I assume that the advisor and the investor aim to maximize their utility (𝑈𝐴(𝑎, 𝑖) and 𝑈𝐼(𝑎, 𝑖), 

respectively). Based on this, I will first specify (A.2.1.) the advisor’s set of best responses 𝑆𝐴;𝐵𝑅 . 

Secondly, I will derive (A.2.2.) the investor’s set of best responses 𝑆𝐼;𝐵𝑅. Thirdly, I will identify (A.2.3.) 

the set of game theoretical equilibria 𝑆𝑒𝑞𝑢. Finally, I will outline (A.2.4.) some implications for the 

impact of both players’ beliefs on their behavior in equilibrium. 

A.2.1. The advisor’s set of best responses 𝑆𝐴;𝐵𝑅 

To begin with, the advisor aims to maximize their utility 

𝑈𝐴(𝑎, 𝑖) = 𝜋𝐴(𝑖) − 𝐶𝐿(𝑎)

= 𝑚𝐴 ∗ 𝑖 − 𝐶𝐿(𝑎) 
(20) 

with 𝑚𝐴 > 0. 

On the one hand, the moral costs of lying 𝐶𝐿(𝑎) are known to the advisor for all possible advice 𝑎, as 

he or she knows the value of the optimal investment 𝑖∗. On the other hand, the advisor’s monetary payoff 

𝜋𝐴(𝑖) is uncertain to them, since he or she does not know which investment 𝑖 the investor will make. 

However, the prior probability distribution over all possible realizations of investor types, i.e., over all 

possible cost functions 𝐶𝑇̅(𝑎, 𝑖), is common knowledge. Thus, the advisor is aware of the fact that the 

investor might have some preference for trust. Therefore, he or she knows that the investor could follow 

their advice 𝑎 or at least use it as a reference point. This allows the advisor to give strategic advice 𝑎. 

With that, there is no reason why he or she would lie by giving a piece of advice 𝑎 that understates the 

true value of the optimal investment 𝑖∗ (𝑎 < 𝑖∗ ↔ 𝐿 < 0), since this would potentially lead to moral 

costs of lying ( 𝐶𝐿(𝑎) ≥ 0 ) while also potentially reducing their monetary payoff 𝜋𝐴(𝑖) . As a 

consequence, he or she would either give truthful advice 𝑎  or lie by overstating the optimal  
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investment 𝑖∗ to get the investor to overinvest (𝑎 ≥ 𝑖∗ ↔ 𝐿 ≥ 0).50 This implies that the advisor’s set of 

best responses 𝑆𝐴;𝐵𝑅 consists only of advice 𝑎 between the optimal 𝑖∗ and the maximal investment 𝑖𝑚𝑎𝑥. 

It yields: 

∀𝑎 ∈ 𝑆𝐴;𝐵𝑅: 𝑎 ∈ [𝑖
∗, 𝑖𝑚𝑎𝑥]. (21) 

As both players know this, the investor can be expected to make an investment 𝑖 equal to or below the 

received advice 𝑎 (𝑖 ≤ 𝑎 ↔ 𝑇̅ ≤ 0). This in turn is known to the advisor. As a result, he or she can form 

their first-order beliefs about the investor’s mistrust accordingly (𝑖𝑔𝑢𝑒𝑠𝑠 ≤ 𝑎 ↔ 𝑇̅𝑔𝑢𝑒𝑠𝑠 ≤ 0). Based on 

this, the advisor can estimate their utility 𝑈𝐴(𝑎, 𝑖) by consulting their beliefs about the investor’s type 

and making a guess 𝑖𝑔𝑢𝑒𝑠𝑠 on the investment 𝑖. This leads to the following function for the advisor’s 

expected utility 𝑈𝐴
𝑒(𝑎, 𝑖𝑔𝑢𝑒𝑠𝑠): 

𝑈𝐴
𝑒(𝑎, 𝑖𝑔𝑢𝑒𝑠𝑠) = 𝑈𝐴(𝑎, 𝑖 = 𝑖𝑔𝑢𝑒𝑠𝑠)

= 𝜋𝐴(𝑖 = 𝑖𝑔𝑢𝑒𝑠𝑠) − 𝐶𝐿(𝑎)

= 𝑚𝐴 ∗ 𝑖𝑔𝑢𝑒𝑠𝑠 − 𝐶𝐿(𝑎) 

(22) 

with 𝑚𝐴 > 0. 

Furthermore, it should be remembered that the guessed investment 𝑖𝑔𝑢𝑒𝑠𝑠  can be expressed by the 

percentage extent of expected mistrust 𝑇̅𝑔𝑢𝑒𝑠𝑠 as follows: 

𝑇̅𝑔𝑢𝑒𝑠𝑠 = 
𝑖𝑔𝑢𝑒𝑠𝑠 − 𝑎

𝑎
     ↔      𝑖𝑔𝑢𝑒𝑠𝑠 = (𝑇̅𝑔𝑢𝑒𝑠𝑠 + 1) ∗ 𝑎 (23) 

with 𝑎 > 0 and 𝑇̅𝑔𝑢𝑒𝑠𝑠 ≤ 0. 

Note that the guessed investment 𝑖𝑔𝑢𝑒𝑠𝑠 depends on the advice 𝑎, since the investor is expected to use 

the advice 𝑎 as a reference point for the investment 𝑖. In particular, the guessed investment 𝑖𝑔𝑢𝑒𝑠𝑠 should 

increase monotonously with the given advice 𝑎 and become zero if the advice 𝑎 is zero. Beyond that, 

the percentage extent of expected mistrust 𝑇̅𝑔𝑢𝑒𝑠𝑠 also depends on the advice 𝑎 by definition. 

On this basis, the advisor’s expected utility 𝑈𝐴
𝑒 (𝑎, 𝑇̅𝑔𝑢𝑒𝑠𝑠(𝑎)) can be expressed as a function of their 

first-order beliefs about the investor’s mistrusting behavior 𝑇̅𝑔𝑢𝑒𝑠𝑠(𝑎) and the advice 𝑎 as follows: 

 
50 Note that an honest type of advisor incurs higher moral costs of lying than a dishonest type of advisor. This 

means that a completely honest advisor gives advice 𝑎 equal to the optimal investment 𝑖∗  (𝑎 =  𝑖∗ ↔ 𝐿 = 0), 

whereas a completely dishonest advisor tries to maximize their monetary payoff 𝜋𝐴(𝑖) by giving advice 𝑎 above 

the optimal investment 𝑖∗ if necessary (𝑎 > 𝑖∗ ↔ 𝐿 > 0). 
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𝑈𝐴
𝑒 (𝑎, 𝑇̅𝑔𝑢𝑒𝑠𝑠(𝑎)) = 𝑚𝐴 ∗ 𝑖𝑔𝑢𝑒𝑠𝑠 − 𝐶𝐿(𝑎)

= 𝑚𝐴 ∗ (𝑇̅𝑔𝑢𝑒𝑠𝑠(𝑎) + 1) ∗ 𝑎 − 𝐶𝐿(𝑎) 
(24) 

with 𝑚𝐴 > 0 and 𝑇̅𝑔𝑢𝑒𝑠𝑠 ≤ 0. 

Here the homo moralis type of advisor faces a trade-off between maximizing their estimated monetary 

payoff 𝜋𝐴(𝑖) (with: 𝑖 = (𝑇̅𝑔𝑢𝑒𝑠𝑠 + 1) ∗ 𝑎) and reducing their moral costs of lying 𝐶𝐿(𝑎) – or in other 

words, between the monetary incentive of lying and their preference for honesty. This trade-off can be 

solved by maximizing the expected utility 𝑈𝐴
𝑒 (𝑎, 𝑇̅𝑔𝑢𝑒𝑠𝑠(𝑎)) with respect to the advice 𝑎 ∈ [𝑖∗, 𝑖𝑚𝑎𝑥]. 

It yields: 

max
𝑎
(𝑈𝐴
𝑒 (𝑎, 𝑇̅𝑔𝑢𝑒𝑠𝑠(𝑎))|  𝑎 ∈ [𝑖

∗, 𝑖𝑚𝑎𝑥])      →      
𝜕𝑈𝐴

𝑒 (𝑎, 𝑇̅𝑔𝑢𝑒𝑠𝑠(𝑎))

𝜕𝑎
=
!
0

↔     
𝜕 (𝑚𝐴 ∗ (𝑇̅𝑔𝑢𝑒𝑠𝑠(𝑎) + 1) ∗ 𝑎 − 𝐶𝐿(𝑎))

𝜕𝑎
= 0

↔     
𝜕(𝐶𝐿(𝑎))

𝜕𝑎
= 𝑚𝐴 ∗

𝜕 ((𝑇̅𝑔𝑢𝑒𝑠𝑠(𝑎) + 1) ∗ 𝑎)

𝜕𝑎
 

(25) 

with 𝑚𝐴 > 0 and 𝑇̅𝑔𝑢𝑒𝑠𝑠 ≤ 0. 

This means that any interior solution to the advisor’s maximization problem must meet the condition 

that the derivative of the advisor’s moral costs of lying 𝐶𝐿(𝑎)  must be equal to the term  

𝑚𝐴 ∗
𝜕((𝑇̅𝑔𝑢𝑒𝑠𝑠(𝑎)+1)∗𝑎)

𝜕𝑎
. Thus, any interior solution corresponds to giving advice 𝑎  (between the  

optimal 𝑖∗ and the maximal investment 𝑖𝑚𝑎𝑥) such that the advisor’s preference for honesty (i.e., their 

sensitivity to change of their moral costs of lying) is balanced in a specific way with their monetary 

incentive (i.e., the rate at which their payoff increases with the size of the investment) and their belief 

about the other player’s type (i.e., the sensitivity to change of their guess about the investor’s mistrust 

in combination with the advice). Note, however, that this maximization problem could also have a 

boundary solution (i.e., completely honest or completely dishonest behavior). For this reason, it is also 

possible that either giving completely honest advice 𝑎, equal to the optimal investment 𝑖∗ (𝑎 = 𝑖∗), or 

giving the highest possible advice 𝑎, equal to the maximal investment 𝑖𝑚𝑎𝑥 (𝑎 = 𝑖𝑚𝑎𝑥), solves this 

problem. 

It follows that all pieces of advice 𝑎 that are included in the advisor’s set of best responses 𝑆𝐴;𝐵𝑅 must 

fulfill the following condition: 

∀𝑎 ∈ 𝑆𝐴;𝐵𝑅:     
𝜕(𝐶𝐿(𝑎))

𝜕𝑎
= 𝑚𝐴 ∗

𝜕((𝑇̅𝑔𝑢𝑒𝑠𝑠(𝑎)+1)∗𝑎)

𝜕𝑎
 ∨ 𝑎 = 𝑖∗ ∨ 𝑎 = 𝑖𝑚𝑎𝑥. (26) 
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Based on this, the advisor’s set of best responses 𝑆𝐴;𝐵𝑅 can be defined as: 

𝑆𝐴;𝐵𝑅 = {𝑎
𝑠 |𝑎𝑠, 𝑎𝑠′ ∈ {𝑎 ∈ [𝑖∗, 𝑖𝑚𝑎𝑥] |

𝜕(𝐶𝐿(𝑎))

𝜕𝑎
= 𝑚𝐴 ∗

𝜕 ((𝑇̅𝑔𝑢𝑒𝑠𝑠(𝑎) + 1) ∗ 𝑎)

𝜕𝑎
 

∨ 𝑎 = 𝑖∗ ∨ 𝑎 = 𝑖𝑚𝑎𝑥} ∧ ∀𝑎
𝑠′: 𝑈𝐴

𝑒(𝑎𝑠) ≥ 𝑈𝐴
𝑒(𝑎𝑠′)} 

(27) 

with 𝑚𝐴 > 0 and 𝑇̅𝑔𝑢𝑒𝑠𝑠 ≤ 0. 

A.2.2. The investor’s set of best responses 𝑆𝐼;𝐵𝑅 

Analogous to the advisor, the investor aims to maximize their utility 

𝑈𝐼(𝑎, 𝑖) = 𝜋𝐼(𝑖) − 𝐶𝑇̅(𝑎, 𝑖)

= {
𝑖 ≤ 𝑖∗: 𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ 𝑖 − 𝐶𝑇̅(𝑎, 𝑖)

𝑖 > 𝑖∗: 𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ (2 ∗ 𝑖
∗ − 𝑖) − 𝐶𝑇̅(𝑎, 𝑖)

 
(28) 

with 𝑚𝐼 > 0. 

After receiving the advice 𝑎, the investor knows their costs of mistrust 𝐶𝑇̅(𝑎, 𝑖) for every possible 

investment 𝑖. However, the investor has no way of knowing their exact monetary payoff 𝜋𝐼(𝑖) because 

he or she has no further information about the true value of the optimal investment 𝑖∗. Yet, when the 

investor receives the advice 𝑎, he or she learns the upper limit of the optimal investment 𝑖∗, since the 

advisor is expected to either give truthful advice 𝑎  or lie by overstating the value of the optimal 

investment 𝑖∗ (𝑎 ≥ 𝑖∗ ↔ 𝐿 ≥ 0).51 As the investor anticipates this (𝑎 ≥ 𝑖𝑔𝑢𝑒𝑠𝑠
∗ ↔ 𝐿𝑔𝑢𝑒𝑠𝑠 ≥ 0), he or she 

always makes an investment 𝑖 less or equal to their received advice 𝑎 (𝑖 ≤ 𝑎 ↔ 𝑇̅ ≤ 0).52 In addition, 

there is no reason why the investor would make an investment 𝑖  below their guess 𝑖𝑔𝑢𝑒𝑠𝑠
∗  on the  

optimal investment 𝑖∗. As a consequence, the investor’s set of best responses 𝑆𝐼;𝐵𝑅  consists only of 

investments 𝑖 between their guessed optimal investment 𝑖𝑔𝑢𝑒𝑠𝑠
∗  and the advice 𝑎. Hence: 

∀𝑖 ∈ 𝑆𝐼;𝐵𝑅: 𝑖 ∈ [𝑖𝑔𝑢𝑒𝑠𝑠
∗ , 𝑎]. (29) 

In order to make a sound investment, the investor needs to consider the commonly known prior 

probability distribution over all possible realizations of advisor types, i.e., over all possible cost 

functions 𝐶𝐿(𝑎). On this basis, he or she can estimate their utility 𝑈𝐼(𝑎, 𝑖) by consulting their beliefs 

 
51 For that reason, receiving a low value piece of advice 𝑎 means bad news for the investor. I owe that point to 

Johann Graf Lambsdorff. 
52 Aware of the possibility that the advisor wants to avoid lying, the investor can use the advice 𝑎 as a reference 

point for their investment 𝑖 . This means that the more trusting the investor, the more he or she follows the  

advice 𝑎 . Thus, a completely trusting investor would exactly follow the advice 𝑎  (𝑖 = 𝑎 ↔ 𝑇̅ = 0), while a 

completely mistrusting investor would try to maximize their monetary payoff 𝜋𝐼(𝑖), most likely resulting in an 

investment 𝑖 below the advice 𝑎 (𝑖 < 𝑎 ↔ 𝑇̅ < 0). 
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about the advisor’s type and making a guess 𝑖𝑔𝑢𝑒𝑠𝑠
∗  on the optimal investment 𝑖∗. This allows me to 

formulate the investor’s expected utility 𝑈𝐼
𝑒(𝑎, 𝑖, 𝑖𝑔𝑢𝑒𝑠𝑠

∗ ) as the following function of the advice 𝑎, their 

investment 𝑖, and their estimate of the optimal investment 𝑖𝑔𝑢𝑒𝑠𝑠
∗ : 

𝑈𝐼
𝑒(𝑎, 𝑖, 𝑖𝑔𝑢𝑒𝑠𝑠

∗ ) = 𝜋𝐼(𝑖)𝑖∗=𝑖𝑔𝑢𝑒𝑠𝑠∗ − 𝐶𝑇̅(𝑎, 𝑖)

= {
𝑖 ≤ 𝑖𝑔𝑢𝑒𝑠𝑠

∗ : 𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ 𝑖 − 𝐶𝑇̅(𝑎, 𝑖)

𝑖 > 𝑖𝑔𝑢𝑒𝑠𝑠
∗ : 𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ (2 ∗ 𝑖𝑔𝑢𝑒𝑠𝑠

∗ − 𝑖) − 𝐶𝑇̅(𝑎, 𝑖)
 

(30) 

with 𝑚𝐼 > 0. 

It should be remembered that the investor’s guess 𝑖𝑔𝑢𝑒𝑠𝑠
∗  on the location of the true optimal  

investment 𝑖∗ can be expressed by the percentage extent of suspected lying 𝐿𝑔𝑢𝑒𝑠𝑠 as follows: 

𝐿𝑔𝑢𝑒𝑠𝑠 = 
𝑎 − 𝑖𝑔𝑢𝑒𝑠𝑠

∗

𝑖𝑔𝑢𝑒𝑠𝑠
∗      ↔      𝑖𝑔𝑢𝑒𝑠𝑠

∗ =
𝑎

𝐿𝑔𝑢𝑒𝑠𝑠 + 1
 (31) 

with 𝑖𝑔𝑢𝑒𝑠𝑠
∗ > 0 and 𝐿𝑔𝑢𝑒𝑠𝑠 ≥ 0. 

Based on this, the investor’s expected utility 𝑈𝐼
𝑒(𝑎, 𝑖, 𝐿𝑔𝑢𝑒𝑠𝑠) can be expressed as the following function 

of the advice 𝑎, the investment 𝑖, and the investor’s first-order beliefs about the advisor’s lying behavior 

𝐿𝑔𝑢𝑒𝑠𝑠: 

𝑈𝐼
𝑒(𝑎, 𝑖, 𝐿𝑔𝑢𝑒𝑠𝑠) = 𝑈𝐼

𝑒 (𝑎, 𝑖, 𝑖𝑔𝑢𝑒𝑠𝑠
∗ =

𝑎

𝐿𝑔𝑢𝑒𝑠𝑠 + 1
)

=

{
 
 

 
 𝑖 ≤

𝑎

𝐿𝑔𝑢𝑒𝑠𝑠 + 1
: 𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ 𝑖 − 𝐶𝑇̅(𝑎, 𝑖)

𝑖 >
𝑎

𝐿𝑔𝑢𝑒𝑠𝑠 + 1
: 𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ (2 ∗

𝑎

𝐿𝑔𝑢𝑒𝑠𝑠 + 1
− 𝑖) − 𝐶𝑇̅(𝑎, 𝑖)

=

{
 
 

 
 𝑖 <

𝑎

𝐿𝑔𝑢𝑒𝑠𝑠 + 1
: 𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ 𝑖 − 𝐶𝑇̅(𝑎, 𝑖)

𝑖 ≥
𝑎

𝐿𝑔𝑢𝑒𝑠𝑠 + 1
: 𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ (2 ∗

𝑎

𝐿𝑔𝑢𝑒𝑠𝑠 + 1
− 𝑖) − 𝐶𝑇̅(𝑎, 𝑖)

 

(32) 

with 𝑚𝐼 > 0 and 𝐿𝑔𝑢𝑒𝑠𝑠 ≥ 0.53 

This function reflects the fact that the homo moralis type of investor faces a trade-off between 

maximizing their estimated monetary payoff 𝜋𝐼(𝑖) (with: 𝑖∗ = 𝑖𝑔𝑢𝑒𝑠𝑠
∗ =

𝑎

𝐿𝑔𝑢𝑒𝑠𝑠+1
) and reducing their 

 
53 The last transformation of the expected utility 𝑈𝐼

𝑒(𝑎, 𝑖, 𝐿𝑔𝑢𝑒𝑠𝑠) is valid because 𝑈𝐼
𝑒(𝑎, 𝑖, 𝐿𝑔𝑢𝑒𝑠𝑠) is a continuous 

function. For 𝑖 = 𝑖𝑔𝑢𝑒𝑠𝑠
∗ =

𝑎

𝐿𝑔𝑢𝑒𝑠𝑠+1
 it yields: 

𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ 𝑖 − 𝐶𝑇̅(𝑎, 𝑖) = 𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ (2 ∗
𝑎

𝐿𝑔𝑢𝑒𝑠𝑠 + 1
− 𝑖) − 𝐶𝑇̅(𝑎, 𝑖) 

with 𝑚𝐼 > 0 and 𝐿𝑔𝑢𝑒𝑠𝑠 ≥ 0. 



- 62 - 

costs of mistrust 𝐶𝑇̅(𝑎, 𝑖) – or to put it differently – between the monetary incentive to invest optimally 

and their preference for trust. In order to solve this trade-off problem, the investor can maximize their 

expected utility 𝑈𝐼
𝑒(𝑎, 𝑖, 𝐿𝑔𝑢𝑒𝑠𝑠) with regard to their investment 𝑖. Therefore, it must be considered that 

this function’s domain is split into two regions ( 𝑖 < 𝑖𝑔𝑢𝑒𝑠𝑠
∗ =

𝑎

𝐿𝑔𝑢𝑒𝑠𝑠+1
 and 𝑖 ≥ 𝑖𝑔𝑢𝑒𝑠𝑠

∗ =
𝑎

𝐿𝑔𝑢𝑒𝑠𝑠+1
). 

However, compared to all possible investments within the first region (𝑖 < 𝑖𝑔𝑢𝑒𝑠𝑠
∗ =

𝑎

𝐿𝑔𝑢𝑒𝑠𝑠+1
), the 

investor can always increase their expected utility 𝑈𝐼
𝑒(𝑎, 𝑖, 𝐿𝑔𝑢𝑒𝑠𝑠) by making an investment 𝑖 equal to 

their guessed optimal investment 𝑖𝑔𝑢𝑒𝑠𝑠
∗ , since this would not only reduce the investor’s costs of mistrust 

𝐶𝑇̅(𝑎, 𝑖) but also increase their expected payoff (which then would be equal to: 𝑖𝑚𝑎𝑥 +𝑚𝐼 ∗ 𝑖𝑔𝑢𝑒𝑠𝑠
∗  ). It 

follows that the investor can only maximize their expected utility 𝑈𝐼
𝑒(𝑎, 𝑖, 𝐿𝑔𝑢𝑒𝑠𝑠) within the second 

region (𝑖 ≥ 𝑖𝑔𝑢𝑒𝑠𝑠
∗ =

𝑎

𝐿𝑔𝑢𝑒𝑠𝑠+1
). 

Now, maximizing the investor’s expected utility 𝑈𝐼
𝑒(𝑎, 𝑖, 𝐿𝑔𝑢𝑒𝑠𝑠) with regard to the investment 𝑖 ∈

[
𝑎

𝐿𝑔𝑢𝑒𝑠𝑠+1
, 𝑎] leads to: 

max
𝑖
(𝑈𝐼

𝑒(𝑎, 𝑖, 𝐿𝑔𝑢𝑒𝑠𝑠) | 𝑖 ∈ [
𝑎

𝐿𝑔𝑢𝑒𝑠𝑠 + 1
, 𝑎])      →      

𝜕𝑈𝐼
𝑒(𝑎, 𝑖, 𝐿𝑔𝑢𝑒𝑠𝑠)

𝜕𝑖
=
!
0

↔     −𝑚𝐼 −
𝜕(𝐶𝑇̅(𝑎, 𝑖))

𝜕𝑖
= 0

↔     
𝜕(𝐶𝑇̅(𝑎, 𝑖))

𝜕𝑖
= −𝑚𝐼 

(33) 

with 𝑚𝐼 > 0 and 𝐿𝑔𝑢𝑒𝑠𝑠 ≥ 0. 

This means that any interior solution to the investor’s maximization problem must meet the condition 

that the derivative of the investor’s costs of mistrust 𝐶𝑇̅(𝑎, 𝑖) must be equal to their payoff factor −𝑚𝐼 

(by which the investor’s payoff 𝜋𝐼(𝑎, 𝑖) decreases when the investment 𝑖 deviates from the optimum 𝑖∗). 

Here the former depends on the investor’s type, while the latter is given by their payoff structure. As a 

consequence, any interior solution corresponds to making an investment 𝑖 (between their guess 𝑖𝑔𝑢𝑒𝑠𝑠
∗  

on the optimal investment 𝑖∗ and the received advice 𝑎) such that the investor’s preference for trust (i.e., 

their sensitivity to change of their costs of mistrust) is balanced in a specific way with their monetary 

incentive (i.e., with the rate at which their payoff decreases when their investment deviates from its 

optimum). However, this maximization problem could also have a boundary solution (i.e., completely 

trusting or mistrusting behavior). Therefore, it could also be solved by either a completely trusting 

investment 𝑖, equal to the received advice 𝑎 (𝑖 = 𝑎), or a mistrusting investment 𝑖, equal to the guessed 

optimal investment 𝑖𝑔𝑢𝑒𝑠𝑠
∗  (𝑖 = 𝑖𝑔𝑢𝑒𝑠𝑠

∗ ). 
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Hence, all investments 𝑖 that are contained in the investor’s set of best responses 𝑆𝐼;𝐵𝑅 must meet the 

following condition: 

∀𝑖 ∈ 𝑆𝐼;𝐵𝑅:     
𝜕(𝐶𝑇̅(𝑎,𝑖))

𝜕𝑖
= −𝑚𝐼 ∨ 𝑖 =

𝑎

𝐿𝑔𝑢𝑒𝑠𝑠+1
∨ 𝑖 = 𝑎. (34) 

On this basis, the investor’s set of best responses 𝑆𝐼;𝐵𝑅 can be defined as: 

𝑆𝐼;𝐵𝑅 = {𝑖
𝑠 |𝑖𝑠, 𝑖𝑠′ ∈ {𝑖 ∈ [

𝑎

𝐿𝑔𝑢𝑒𝑠𝑠 + 1
, 𝑎] |

𝜕(𝐶𝑇̅(𝑎, 𝑖))

𝜕𝑖
= −𝑚𝐼 ∨ 𝑖 =

𝑎

𝐿𝑔𝑢𝑒𝑠𝑠 + 1
∨ 𝑖 = 𝑎}

∧ ∀𝑖𝑠′: 𝑈𝐼
𝑒(𝑖𝑠) ≥ 𝑈𝐼

𝑒(𝑖𝑠′)} 

(35) 

with 𝑚𝐼 > 0 and 𝐿𝑔𝑢𝑒𝑠𝑠 ≥ 0. 

A.2.3. The set of equilibria 𝑆𝑒𝑞𝑢 

The set of game theoretical equilibria 𝑆𝑒𝑞𝑢  occurs at the intersection of both players’ sets of best 

responses (𝑆𝐴;𝐵𝑅  and 𝑆𝐼;𝐵𝑅) and under the condition that both players’ beliefs about each other are 

correct, which implies: 𝐿 = 𝐿𝑔𝑢𝑒𝑠𝑠  and 𝑇̅ = 𝑇̅𝑔𝑢𝑒𝑠𝑠 . It can be concluded that, when both players  

consider not only their monetary payoffs but also value honesty and trust, the set of game theoretical 

equilibria 𝑆𝑒𝑞𝑢 for the CDG is: 

𝑆𝑒𝑞𝑢 = {(𝑎
𝑠, 𝑖𝑠) |(𝑎𝑠, 𝑎𝑠′ ∈ {𝑎 ∈ [𝑖∗, 𝑖𝑚𝑎𝑥] |

𝜕(𝐶𝐿(𝑎))

𝜕𝑎
= 𝑚𝐴 ∗

𝜕(𝑖𝑠(𝑎))

𝜕𝑎
 ∨ 𝑎 = 𝑖∗ ∨ 𝑎 = 𝑖𝑚𝑎𝑥}

∧ ∀𝑎𝑠′: 𝑈𝐴
𝑒(𝑎𝑠) ≥ 𝑈𝐴

𝑒(𝑎𝑠′))

∧ (𝑖𝑠, 𝑖𝑠
′
∈ {𝑖 ∈ [𝑖∗, 𝑎𝑠] |

𝜕(𝐶𝑇̅(𝑎
𝑠, 𝑖))

𝜕𝑖
= −𝑚𝐼 ∨ 𝑖 = 𝑖

∗ ∨ 𝑖 = 𝑎𝑠}

∧ ∀𝑖𝑠′: 𝑈𝐼
𝑒(𝑖𝑠) ≥ 𝑈𝐼

𝑒(𝑖𝑠′))} 

(36) 

with 𝑚𝐴 > 0 and 𝑚𝐼 > 0. 

Depending on both players’ types and their beliefs about each other, there remain four possible 

combinations of classes of rational strategies that could be pursued by the advisor and the investor in 

equilibrium. These combinations are summarized in Table A1.  
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Strategy combinations 

Outcome 

of the investment 

 Advisor  Investor  

1 Cooperative truth-telling - Cooperative trust Optimal investment (𝐹 = 0) 

2 Optimal profitable white lie - Optimal profitable mistrust Optimal investment (𝐹 = 0) 

3 Selfish lie - Suboptimal profitable mistrust Overinvestment (𝐹 > 0) 

4 Selfish lie - Benevolent trust Overinvestment (𝐹 ≫ 0) 

Table A1. Possible equilibrium strategy combinations 

It can be seen that combination 1 (i.e., mutually cooperative behavior) and combination 2 (i.e., fully 

equalizing behavior) result in an optimal investment (𝑖 =  𝑖∗ ↔ 𝐹 = 0). Hence, both combinations lead 

to the same financial outcome for both players. However, combination 2 is less efficient for players who 

have a preference for honesty or trust. Even though both players might prefer a more cooperative set of 

strategies, neither of them would benefit from a unilateral deviation from their equilibrium strategy. By 

contrast, combination 3 (i.e., partially advantageous behavior) and combination 4 (i.e., fully 

advantageous behavior) result in an overinvestment (𝑖 >  𝑖∗ ↔ 𝐹 > 0), where the advisor monetarily 

benefits from the investor’s preference for trust. In both of these combinations the investor values  

trust so highly that he or she is willing to accept a financial loss in order to behave trustingly. In 

combination 4, the investor’s preference for trust is so strong that he or she values trust entirely over 

additional financial gain. 

A.2.4. Further implications 

After analyzing what rational players would do in the CDG, I wish to outline some implications that 

arise from the set of game theoretical equilibria. Therefore, I will focus on the rational homo moralis 

types of players and discuss how their first-order beliefs about the other player would influence their 

behavior. 

So far, the cost functions (𝐶𝐿(𝑎) and 𝐶𝑇̅(𝑎, 𝑖)) were defined very generally. Going into more detail, I 

argue in favor of both diminishing marginal costs of lying and mistrust. It is reasonable to suppose that 

the advisor would suffer more from a marginal higher extent of lying if he or she originally planned to 

give truthful advice 𝑎 than if he or she already planned to engage in a high extent of lying anyway. This 

is in line with Engelmann and Fehr (2016) who argue that one finds it easier to behave dishonestly when 

one has already justified being dishonest to some extent. The same can be assumed in regard to the 

investor’s preference for trust: The investor would suffer more from behaving marginally more 

mistrustingly if he or she originally chose to trust their advisor than if he or she already chose to mistrust 

the advisor. 

To meet these conditions, diminishing marginal costs of lying are assumed for the advisor and 

diminishing marginal costs of mistrust for the investor. With that, both players’ cost functions are 
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concave with a zero point for completely truthful (𝐿 = 0 → 𝐶𝐿(𝑎) = 0) or, respectively, completely 

trusting (𝑇̅ = 0 → 𝐶𝑇̅(𝑎, 𝑖) = 0) behavior. It yields the following conditions: 

𝜕

𝜕𝑎
(
𝜕(𝐶𝐿(𝑎))

𝜕𝑎
) = {

𝑎 < 𝑖∗: ≤ 0
𝑎 > 𝑖∗: ≤ 0

 (37) 

for the advisor’s cost function 𝐶𝐿(𝑎) and 

𝜕

𝜕𝑖
(
𝜕(𝐶𝑇̅(𝑎, 𝑖))

𝜕𝑖
) = {

𝑖 < 𝑎: ≤ 0
𝑖 > 𝑎: ≤ 0

 (38) 

for the investor’s cost function 𝐶𝑇̅(𝑎, 𝑖). 

Based on this, the nature of both players in the previously defined set of equilibria 𝑆𝑒𝑞𝑢 can be used to 

draw conclusions on the impact that each player’s first-order beliefs about the other player (𝑇̅𝑔𝑢𝑒𝑠𝑠 or 

𝐿𝑔𝑢𝑒𝑠𝑠) have on their behavior (𝐿 or, respectively, 𝑇̅) in equilibrium. 

As shown before, for any interior solution to the advisor’s maximization problem in equilibrium, the 

following applies: 

𝜕(𝐶𝐿(𝑎))

𝜕𝑎
= 𝑚𝐴 ∗

𝜕(𝑖(𝑎))

𝜕𝑎
 (39) 

with 𝑚𝐴 > 0. 

On this basis, it can be shown that the more mistrusting the advisor believes the investor to be, the more 

dishonest he or she behaves. To explain this, it shall be reminded that, in the CDG, a more mistrusting 

type of investor responds with a higher absolute value of the percentage extent of (risk-reducing) 

mistrust (|𝑇̅(𝑎)| ↑ with 𝑇̅(𝑎) ≤ 0) to any advice (∀𝑎) that he or she receives. Anticipating this, the 

advisor expects the absolute value of the investor’s extent of (risk-reducing) mistrust (|𝑇̅𝑔𝑢𝑒𝑠𝑠(𝑎)| ↑ with 

𝑇̅𝑔𝑢𝑒𝑠𝑠(𝑎) ≤ 0) to be higher for any advice (∀𝑎). As a result, the advisor would lie by overstating to a 

larger extent (𝐿 ↑ with 𝐿 ≥ 0), since:  
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|𝑇̅𝑔𝑢𝑒𝑠𝑠(𝑎)| ↑ 

(for all advice 𝑎) 
→     𝑇̅𝑔𝑢𝑒𝑠𝑠(𝑎) ↓ (since: 𝑇̅𝑔𝑢𝑒𝑠𝑠(𝑎) ≤ 0) 

 →     𝑖𝑔𝑢𝑒𝑠𝑠(𝑎) ↓ (since: 𝑖𝑔𝑢𝑒𝑠𝑠(𝑎) = (𝑇̅𝑔𝑢𝑒𝑠𝑠(𝑎) + 1) ∗ 𝑎) 

 

→     
𝜕 (𝑖𝑔𝑢𝑒𝑠𝑠(𝑎))

𝜕𝑎
↓ 

(since: 𝑖𝑔𝑢𝑒𝑠𝑠(𝑎) becomes zero for 𝑎 = 0, 

is concave, and increases monotonously.54 

Thus, if ∀𝑎: 𝑖𝑔𝑢𝑒𝑠𝑠(𝑎) ↓, this function must 

be flatter. It follows that, for any increment 

of the advice 𝑎, the increment of 𝑖𝑔𝑢𝑒𝑠𝑠(𝑎) 

must be lower.) 

 

→     
𝜕(𝑖(𝑎))

𝜕𝑎
↓ 

(since: 𝑖𝑔𝑢𝑒𝑠𝑠 = 𝑖 due to correct beliefs in 

equilibrium) 

 
→     (𝑚𝐴 ∗

𝜕(𝑖(𝑎))

𝜕𝑎
) ↓ (since: 𝑚𝐴 > 0) 

 

→     
𝜕(𝐶𝐿(𝑎))

𝜕𝑎
↓ 

(since: 
𝜕(𝐶𝐿(𝑎))

𝜕𝑎
= 𝑚𝐴 ∗

𝜕(𝑖(𝑎))

𝜕𝑎
 must be 

fulfilled for any interior solution to the 

advisor’s maximization problem in 

equilibrium) 

 
→     𝐶𝐿(𝑎)accepted by advisor ↑ 

(since: 𝐶𝐿(𝑎)  is concave and increases 

monotonously for 𝑎 ≥ 𝑖∗) 

 
→      𝑎 ↑ 

(since: 𝐶𝐿(𝑎)  increases monotonously  

for 𝑎 ≥ 𝑖∗) 

 →     (𝑎 − 𝑖∗) ↑ (since: 𝑖∗ is constant) 

 →      𝐿 ↑ (since: 𝐿 ≥ 0 ↔ 𝑎 ≥ 𝑖∗). 

This means that, in equilibrium, higher expectations of being mistrusted (i.e., a larger extent of expected 

mistrust |𝑇̅𝑔𝑢𝑒𝑠𝑠|) make the advisor engage in more dishonest behavior (i.e., a larger extent of lying 𝐿). 

Now, turning to the investor, for any interior solution to their maximization problem in equilibrium, the 

following condition must be fulfilled: 

𝜕(𝐶𝑇̅(𝑎, 𝑖))

𝜕𝑖
= −𝑚𝐼 (40) 

with 𝑚𝐼 > 0. 

This equation has an intuitive interpretation: The higher the investor’s monetary incentive to invest 

optimally (𝑚𝐼 ↑), the higher costs of mistrust 𝐶𝑇̅(𝑎, 𝑖) he or she is willing to accept. This in turn would 

result in a lower (and therefore more risk-reducing) investment 𝑖, since:  

 
54 It should be reminded that the advisor’s guess 𝑖𝑔𝑢𝑒𝑠𝑠 on the investment 𝑖 depends on the advice 𝑎 as follows: 

Since the investor can be expected to use the advice 𝑎 as a reference point for the investment 𝑖, the guessed 

investment 𝑖𝑔𝑢𝑒𝑠𝑠 increases monotonously with the given advice 𝑎 and becomes zero if the advice 𝑎 is zero. In 

addition, it is known to the investor that the advisor has an incentive to lie by overstating (𝐿 > 0). For this reason, 

the higher the advice 𝑎, the less the advisor should expect the investor to be influenced by an increment of the 

advice 𝑎. Thus, the advisor’s guess 𝑖𝑔𝑢𝑒𝑠𝑠 on the investment 𝑖 can be assumed to be a concave function of the 

advice 𝑎. 
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𝑚𝐼 ↑ →     (−𝑚𝐼) ↓  

 →     
𝜕(𝐶𝑇̅(𝑎, 𝑖))

𝜕𝑖
↓ 

(since: 
𝜕(𝐶𝑇̅(𝑎,𝑖))

𝜕𝑖
= −𝑚𝐼  must be fulfilled for any 

interior solution to the investor’s maximization 

problem in equilibrium) 

 →     𝐶𝑇̅(𝑎, 𝑖)accepted by investor ↑ 
(since: 𝐶𝑇̅(𝑎, 𝑖)  is concave and decreases 

monotonously for 𝑖 ≤ 𝑎) 

 →      𝑖 ↓ (since: 𝐶𝑇̅(𝑎, 𝑖) decreases monotonously for 𝑖 ≤ 𝑎). 

As shown before, the lower limit for the investment 𝑖 in equilibrium corresponds to the investor’s guess 

𝑖𝑔𝑢𝑒𝑠𝑠
∗  on the optimal investment 𝑖∗, which is equal to: 

𝑖𝑔𝑢𝑒𝑠𝑠
∗ =

𝑎

𝐿𝑔𝑢𝑒𝑠𝑠 + 1
 (41) 

with 𝐿𝑔𝑢𝑒𝑠𝑠 ≥ 0. 

This lower limit depends on the received advice 𝑎  and the investor’s belief about the advisor’s 

dishonesty (i.e., the extent 𝐿𝑔𝑢𝑒𝑠𝑠 to which the investor suspects their advisor to have lied). It follows 

that the more the investor suspects their advisor to lie by overstating (𝐿𝑔𝑢𝑒𝑠𝑠 ↑ with 𝐿𝑔𝑢𝑒𝑠𝑠 ≥ 0), the 

lower investments 𝑖 he or she potentially considered in equilibrium, since: 

𝐿𝑔𝑢𝑒𝑠𝑠 ↑ →     (
𝑎

𝐿𝑔𝑢𝑒𝑠𝑠 + 1
) ↓ (since: 𝑎 ≥ 0 and 𝐿𝑔𝑢𝑒𝑠𝑠 ≥ 0) 

 →     𝑖𝑔𝑢𝑒𝑠𝑠
∗ ↓ (since: 𝑖𝑔𝑢𝑒𝑠𝑠

∗ =
𝑎

𝐿𝑔𝑢𝑒𝑠𝑠+1
) 

 →      min(𝑖) ↓ (since: 𝑖 ∈ [𝑖𝑔𝑢𝑒𝑠𝑠
∗ , 𝑎]) 

 →      max(|𝑇̅|) ↑ (since: 𝑖 ≤ 𝑎 ↔ 𝑇̅ ≤ 0 and 𝑇̅ =
𝑖−𝑎

𝑎
). 

In other words, in equilibrium a stronger suspicion of being lied to (expressed in 𝐿𝑔𝑢𝑒𝑠𝑠) makes the 

investor consider more mistrusting strategies (i.e., a higher possible extent of risk-reducing mistrust |𝑇̅| 

with 𝑇̅ ≤ 0). However, their decision on the investment 𝑖 ultimately depends on the relation between 

their preference for trust and their monetary incentive to invest optimally.  
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Appendix B. Materials 

B.1. Instructions for the advisor (for the Continuous Deception Game) 

The following is a translation of the instructions that I presented to the advisors in classEx.55 Original 

German instructions are available upon request. 

B.1.1. Instructions before the experiment started (for the advisor) 

 

Figure B1. Instructions for the advisor – Part 1/5  

 
55 Technical instructions regarding the use of classEx on mobile phones were presented separately from these 

instructions and are omitted here. 
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Figure B2. Instructions for the advisor – Part 2/5  
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Figure B3. Instructions for the advisor – Part 3/5  
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Figure B4. Instructions for the advisor – Part 4/5  
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Figure B5. Instructions for the advisor – Part 5/5  
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B.1.2. Input screen for one single round of the Continuous Deception Game (for the advisor) 

 

Figure B6. Input screen for the advisor – Part 1/2  
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Figure B7. Input screen for the advisor – Part 2/2 

Note. The two greyed-out fields in Figure B7 automatically indicate the payoffs that both players would 

receive if the investor exactly follows the advice number that the advisor has entered in the first input 

field.  
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B.2. Instructions for the investor (for the Continuous Deception Game) 

The following is a translation of the instructions that I presented to the investors in classEx.56 Original 

German instructions are available upon request. 

B.2.1. Instructions before the experiment started (for the investor) 

 

Figure B8. Instructions for the investor – Part 1/5  

 
56 Technical instructions regarding the use of classEx on mobile phones were presented separately from these 

instructions and are omitted here. 
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Figure B9. Instructions for the investor – Part 2/5  
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Figure B10. Instructions for the investor – Part 3/5  
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Figure B11. Instructions for the investor – Part 4/5  
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Figure B12. Instructions for the investor – Part 5/5  
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B.2.2. Input screen for one single round of the Continuous Deception Game (for the investor) 

 

Figure B13. Input screen for the investor – Part 1/2  
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Figure B14. Input screen for the investor – Part 2/2  
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Appendix C. Consistency between players’ behavior and their self-assessment 

In this appendix, I will test how consistent my interpretation of both players’ strategies in the CDG is 

with their ex post self-evaluation of their behavior. Therefore, I will discuss the most relevant findings 

from my post-experimental questionnaire and relate them to both players’ behavior in the game. I will 

begin with a short description of the most relevant items of the questionnaire. Based on that, I will 

analyze the consistency of the observed behavior of the advisors (C.1.) with their self-assessed 

preference for risk and honesty. Then, I will examine how consistent the observed behavior of the 

investors (C.2.) is with their self-assessed preference for risk and trust. 

In my post-experimental questionnaire, I asked all players to rate… 

…their preference for risk within the experiment on a 7-point-scale from completely risk-averse to 

completely risk-seeking. 

…the preference for risk of the other players within the experiment on a 7-point-scale from 

completely risk-averse to completely risk-seeking. 

Moreover, I asked the advisors to rate… 

…their honesty within the experiment on a 7-point-scale from completely dishonest to completely 

honest. 

…the honesty of the other advisors within the experiment on a 7-point-scale from completely 

dishonest to completely honest. 

In addition, I asked the investors to rate… 

…their trust within the experiment on a 7-point-scale from completely mistrusting to completely 

trusting. 

…the trust of the other investors within the experiment on a 7-point-scale from completely 

mistrusting to completely trusting. 

Note that in the following evaluation of the questionnaire data all 7-point-scales are coded from 0 

(lowest) to 6 (highest). 

C.1. Lying behavior (advisors) 

In the first place, I focus on the advisors’ self-assessment of their preference for risk. This self-assessed 

risk preference was related to more dishonest behavior in the game, since it is significantly positively 

correlated with the percentage extent to which the advisors lied (𝐿) on average over all ten rounds 

(Spearman’s rank correlation: ρ = 0.581 with p < 0.001). In addition, their self-assessed preference for 

risk is significantly negatively correlated with their self-assessed honesty (Spearman’s rank correlation: 
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ρ = -0.425 with p = 0.019). This suggests that the advisors considered dishonest strategies, especially 

those that include lying by overstating, as more risk-seeking than honest ones. Interestingly, they rated 

their own preference for risk as moderately but barely non-significantly higher than they rated the one 

of the other players (ratings: 3.81 vs. 3.19; two-sided Wilcoxon signed-rank test: p = 0.096), which 

indicates that they slightly overestimated their own preference for risk in relation to the group. 

Therefore, it makes sense to have a closer look at advisors who considered themselves as more risk-

seeking than others. These advisors lied on average over all ten rounds to a significantly higher 

percentage extent (𝐿) than others (193.79% vs. 119.24%; two-sided Mann-Whitney U test: p = 0.006). 

It follows that lying was associated with experiencing one’s behavior as more risk-seeking than the 

behavior of the rest of the group. 

Finding C1. The higher the advisors’ percentage extent of lying (𝐿), the more risk-seeking they 

evaluated their own behavior. 

In the second place, the advisors’ self-assessment of their honesty in the game did not differ significantly 

from their assessment of the honesty of the other advisors (ratings: 1.83 vs. 1.57; two-sided Wilcoxon 

signed-rank test: p = 0.453). This indicates that their self-assessed honesty was consistent in relation to 

the group. It comes as no surprise that the advisors’ self-assessed honesty is significantly negatively 

correlated with the absolute value of the percentage extent to which they lied (|𝐿|)57 on average over all 

ten rounds (Spearman’s rank correlation: ρ = -0.542 with p = 0.002). In addition, their self-assessed 

honesty correlates, on the one hand, significantly positively with the rate at which they engaged in 

cooperative truth-telling (Spearman’s rank correlation: ρ = 0.415 with p = 0.023) and, on the other hand, 

significantly negatively with the rate at which they engaged in selfish lying (Spearman’s rank 

correlation: ρ = -0.536 with p = 0.002). It can be concluded that the advisors’ lying behavior is largely 

consistent with their ex post evaluation of their own honesty. In particular, the advisors considered truth-

telling and cooperative behavior as honest, while considering selfish lying as dishonest, which is 

consistent with my taxonomy of lies and truth-telling. 

Finding C2. The advisors’ lying behavior (𝐿) and their pursued strategies based on the taxonomy 

of lies and truth-telling are largely consistent with the advisors’ self-assessment of their honesty. 

C.2. Mistrust (investors) 

The investors’ self-assessment of their preference for risk was not significantly different from their 

assessment of the risk preference of the other players (ratings: 3.26 vs. 3.52; two-sided Wilcoxon signed-

rank test: p = 0.350). This indicates that their self-assessed preference for risk was consistent in relation 

to the group. Moreover, the investors’ self-assessed preference for risk correlates significantly positively 

 
57 Here, I use the absolute value of the percentage extent of lying (|𝐿|), since the advisors’ self-assessment of their 

(dis)honesty did not differentiate between lying by over- and lying by understating. However, both of these types 

of lies can be considered as dishonest behavior. 
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with the percentage extent to which they engaged in mistrusting behavior (𝑇̅) on average over all ten 

rounds (Spearman’s rank correlation with outlier-cleaned values: ρ = 0.552 with p = 0.002). It follows 

that they perceived risk-seeking mistrust in the game in fact as risk-seeking and risk-reducing mistrust 

as risk-averse. This means that my classification of the investors’ mistrust based on its inherent risk is 

highly consistent with the investors’ ex post evaluation of their own preference for risk in the 

experiment. 

Finding C3. The inherent risk of the investors’ mistrusting behavior (𝑇̅) is consistent with their 

self-assessment of their preference for risk. 

Turning to the investors’ self-assessment of their trust in the game reveals that their evaluation of their 

own trust barely differed from their assessment of the trust of the other investors (ratings: 2.45 vs. 2.58; 

two-sided Wilcoxon signed-rank test: p = 0.430). Thus, their self-assessed trust was consistent in relation 

to the group. In addition, the investors’ self-assessed trust correlates significantly negatively with the 

absolute value of the percentage extent to which they engaged in mistrusting behavior (|𝑇̅|)58 on average 

over all ten rounds (Spearman’s rank correlation with outlier-cleaned values: ρ = -0.554 with p = 0.002). 

This indicates that the investors considered both risk-reducing and risk-seeking mistrust as mistrusting. 

Beyond that, their self-assessed trust is significantly positively correlated with the rate at which they 

engaged in trusting behavior (which corresponds to either unprofitable, cooperative, or benevolent trust) 

on average per trust rating (Spearman’s rank correlation: ρ = 0.883 with p = 0.008). From this it follows 

that the investors considered trusting behavior actually as trusting, which is in line with my taxonomy 

of mistrust and trust. It can be concluded that the investors’ mistrusting behavior is strongly consistent 

with their ex post evaluation of their own trust. 

Finding C4. The investors’ mistrust (𝑇̅) and their pursued strategies based on the taxonomy of 

mistrust and trust are highly consistent with the investors’ self-assessment of their trust.  

 
58 Here, I use the absolute value of the percentage extent of mistrust (|𝑇̅|), since the investors’ self-assessment of 

their (mis)trust did not differentiate between risk-reducing and risk-seeking mistrust. However, both of these types 

of mistrust can be considered as mistrusting behavior. 
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Appendix D. Temporal consistency of players’ decisions in the CDG 

In this appendix, I test the temporal consistency of both players’ behavior and first-order beliefs in the 

CDG. I begin with the advisors (D.1.) and then continue with the investors (D.2.). 

D.1. Temporal consistency of advisor decisions 

Figure D1 visualizes lag plots for the percentage extent of lying (𝐿) on the left (D1a) and the percentage 

extent of expected mistrust (𝑇̅𝑔𝑢𝑒𝑠𝑠) on the right (D1b).59 Note that the percentage extent of lying can be 

expected to depend on the value of the optimal investment. In order to analyze the temporal consistency 

of the advisors’ lying behavior, it therefore makes sense to compare only rounds with identical optimal 

investments. Since each value of the optimal investment was used twice with a lag of five rounds, the 

values on the abscissa in the plot on the left (Figure D1a) are lagged by five rounds. As for the plot on 

the right (Figure D1b), it should be reminded that the percentage extent of expected mistrust is expected 

to depend on the given advice. Thus, to examine the temporal consistency of the advisors’ first-order 

beliefs, it is reasonable to compare only rounds with identical advice. For that reason, the plot on the 

right (Figure D1b) considers only advisors who gave the same advice at least twice. Here, the time lag 

of the values on the abscissa ranges from one to nine rounds, depending on how many rounds passed 

between the first and the second time that an advisor gave the same advice.60 

The lag plot for the percentage extent of lying (𝐿) in Figure D1a shows that the advisors’ lying behavior 

was largely consistent over time, since the percentage extent of lying correlates significantly positively 

with its time-lagged values (Spearman’s rank correlation: ρ = 0.538 with p < 0.001). This is a result of 

the fact that most points in the plot are located in the first quadrant, which represents lying by overstating 

at both points in time. However, the plot reveals that there were different trends in the development of 

the advisors’ (dis)honesty over time: Firstly, some advisors lied only the first time that an optimal 

investment was used but gave truthful advice the second time (points on the abscissa). Secondly, some 

advisors did the same, but in reverse order (points on the ordinate). Thirdly, some advisors lied by 

overstating twice to the same extent when a value of the optimal investment was repeated (points on the 

dotted diagonal line). Finally, most of the remaining advisors also lied by overstating both times but the 

extent of their overstatement changed over time. Overall, in 70.32% of cases, the advisors’ lying 

behavior had the same orientation before and after the time lag.61 

Finding D1. The advisors’ lying behavior (𝐿) was mostly consistent over time. 

 
59 For the purpose of illustration, only the most relevant section of the plot in Figure D1a is displayed. 
60 Note here that the extent to which the advisors changed their first-order beliefs over time seems not to depend 

on the length of the time lag, since the number of lagged rounds is not significantly correlated with the change in 

the extent of expected mistrust over the time lag (Spearman’s rank correlation: ρ = -0.123 with p = 0.250). 
61 This refers to whether they gave honest advice, lied by understating, or lied by overstating. 
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(a) (b) 

Figure D1. Temporal consistency of the advisors’ behavior and first-order beliefs: (a) Lag 

plot of the extent of lying 𝐿; (b) Lag plot of the extent of expected mistrust 𝑇̅𝑔𝑢𝑒𝑠𝑠 

Turning to the lag plot for the percentage extent of expected mistrust (𝑇̅𝑔𝑢𝑒𝑠𝑠) in Figure D1b, it can be 

seen that the advisors’ first-order beliefs about their investors’ mistrust were also generally consistent 

over time. In line with this, the percentage extent of expected mistrust correlates significantly positively 

with its time-lagged values (Spearman’s rank correlation: ρ = 0.482 with p < 0.001). This is because 

most points in the plot are located in the third quadrant, which represents expectations of risk-reducing 

mistrust at both points in time. However, the plot shows several different trends in the development of 

the advisors’ beliefs about their investors’ mistrust over time: Firstly, some advisors expected mistrust 

from their investors the first time they gave advice and then expected trust when they gave it the second 

time (points on the abscissa). Secondly, some advisors had the same expectations over time, but in 

reverse order (points on the ordinate). Thirdly, some advisors expected the same extent of mistrust from 

their investors in both instances when they gave the same advice twice (points on the dotted diagonal 

line). Fourthly, most of the remaining advisors also expected their investors to engage in risk-reducing 

mistrust when they gave the same advice two times, but each time to a different extent. On the whole, 

in 68.89% of cases, the advisors did not change the orientation of their first-order beliefs over time.62 

Finding D2. The advisors’ first-order beliefs about their investors’ mistrust (𝑇̅𝑔𝑢𝑒𝑠𝑠) were mostly 

consistent over time. 

 
62 This refers to whether they expected trusting behavior, risk-reducing mistrust, or risk-seeking mistrust from their 

investors. 
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D.2. Temporal consistency of investor decisions 

Figure D2 displays lag plots for the percentage extent of mistrust (𝑇̅) on the left (D2a) and the percentage 

extent of suspected lying (𝐿𝑔𝑢𝑒𝑠𝑠) on the right (D2b).63 Here, it can be expected that both the percentage 

extent of mistrust and the percentage extent of suspected lying depend on the value of the received 

advice. Thus, to analyze the temporal consistency of the investors’ behavior and first-order beliefs, it is 

reasonable to compare only rounds with identical advice. For that reason, both plots in Figure D2 

consider only investors who received the same advice at least twice. As a result, the time lag of the 

values on the abscissa ranges from one to nine rounds, depending on how many rounds passed between 

the first and the second time that the respective investor received advice with the same value.64 

  
(a) (b) 

Figure D2. Temporal consistency of the investors’ behavior and first-order beliefs: (a) Lag 

plot of the extent of mistrust 𝑇̅; (b) Lag plot of the extent of suspected lying 𝐿𝑔𝑢𝑒𝑠𝑠 

The lag plot for the percentage extent of mistrust (𝑇̅) in Figure D2a reveals that the investors’ mistrusting 

behavior was generally consistent over time, since the percentage extent of mistrust correlates 

significantly positively with its time-lagged values (Spearman’s rank correlation: ρ = 0.627 with  

p < 0.001). The main reason for this is that most points in the plot are located in the third quadrant, 

which refers to investors who engaged in risk-reducing mistrust at both points in time. However, the 

plot shows several different trends in the development of the investors’ (mis)trust over time: Firstly, 

 
63 For the purpose of illustration, only the most relevant section of the plot in Figure D2b is displayed. 
64 Note that the number of lagged rounds is neither significantly correlated with the change in the extent of mistrust 

over the time lag (Spearman’s rank correlation: ρ = 0.015 with p = 0.899) nor with the change in the extent of 

suspected lying over the time lag (Spearman’s rank correlation: ρ = -0.107 with p = 0.358). This indicates that the 

extent to which the investors changed their behavior and first-order beliefs over time does not depend on the length 

of the time lag. 
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some investors mistrusted their received advice the first time it was given to them but trusted it the 

second time (points on the abscissa). Secondly, some investors did the same, but in reverse order (points 

on the ordinate). Thirdly, some investors engaged in mistrusting behavior to the same extent in both 

instances when they received advice with the same value twice (points on the dotted diagonal line). 

Fourthly, most of the remaining investors mistrusted their advisors both times they received advice with 

the same value. However, each time they mistrusted it to a different extent. Overall, in 77.63% of cases, 

the investors’ mistrusting behavior had the same orientation before and after the time lag.65 

Finding D3. The investors’ mistrusting behavior (𝑇̅) was mostly consistent over time. 

It can be read from the lag plot of the percentage extent of suspected lying (𝐿𝑔𝑢𝑒𝑠𝑠) in Figure D2b that 

the investors’ first-order beliefs about their advisors’ lying behavior were also generally consistent over 

time. This is due to the fact that the percentage extent of suspected lying correlates significantly 

positively with its time-lagged values (Spearman’s rank correlation: ρ = 0.605 with p < 0.001). 

Moreover, it can be seen that most points in the plot are located in the first quadrant, which represents 

expectations of being lied to by overstating at both points in time. However, there were different trends 

in the development of the investors’ beliefs about their advisors’ lying behavior over time: Firstly, some 

investors suspected a piece of advice to be a lie the first time they received it but expected it to be true 

the second time (points on the abscissa). Secondly, some investors had the same expectations over time, 

but in reverse order (points on the ordinate). Thirdly, some investors expected the same extent of lying 

from their advisors both times they received advice with the same value (points on the dotted diagonal 

line). Fourthly, most of the remaining investors suspected their advisors to have overstated the optimal 

investment both times they received advice with the same value, but each time to a different extent. 

Overall, in 73.68% of cases, the investors did not change the orientation of their first-order beliefs over 

time.66 

Finding D4. The investors’ first-order beliefs about their advisors’ lying behavior (𝐿𝑔𝑢𝑒𝑠𝑠) were 

mostly consistent over time. 

 
65 This refers to whether they followed their received advice, engaged in risk-reducing mistrust, or engaged in risk-

seeking mistrust. 
66 This refers to whether they expected their advisors to tell the truth, to lie by understating, or to lie by overstating. 


