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Abstract

This article surveys both earlier and recent research on recession forecasting with probit based
time series models. Most studies use either a static probit model or its extensions in order to
estimate the recession probabilities, while others use models based on a latent variable ap-
proach to account for nonlinearities. Many studies find that the term spread (i.e, the difference
between long-term and short-term yields) is a useful predictor for recessions, but some recent
studies also find that the ability of spread to predict recessions in the Euro Area has diminished
over the years. Confidence indicators and financial variables such as stock returns seem to
provide additional predictive power over the term spread. More sophisticated models outper-
form the basic static probit model in various studies. An empirical analysis made for Finland
strengthens the findings of earlier studies. Consumer confidence is especially useful predictor
of Finnish business cycle and the accuracy of the static single-predictor model can be improved
by using multiple predictors and by allowing the dynamic extension.
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1 Introduction

Fluctuations of economic activity are a central topic both in theoretical and empirical macroeco-
nomic research. Predicting business cycles is one of the most challenging yet also one of the key
activities performed by several economic institutions. Information about the future state of the
economy is essential for policy makers, central banks, financial system surveillance authorities as
well as private sector decision makers such as commercial banks and households. The importance
of predicting the state of the economy is based on the fact that business cycles, especially recession
periods, are costly. Since recession periods can be severe and long-lasting, many institutions try to
mitigate the fluctuations of economic activity to the best of their knowledge. For example, govern-
ment authorities can adjust spendings or central banks can review their monetary policy. However,
if predictions are inaccurate, the timing of these policy actions may fail.

Therefore there has been a vital interest in tools for forecasting the economic activity. The
literature on economic forecasting can be broadly divided into two branchs: one focusing on pre-
dicting the growth rates of GDP or other quantitative measures and the other trying to forecast
the states of business cycles, i.e the recession and expansion periods of the economy. In macroe-
conomic research, so called probit models have been a standard tool to predict the business cycle
states ever since the study of Estrella & Hardouvelis (1991). Estrella & Hardouvelis were the first
authors, who in contrast to the previous literature!, considered predicting the U.S recession periods
with a static probit model. Various subsequent studies (see, e.g Estrella & Mishkin, 1998; Bernard
& Gerlach, 1998 and Estrella, Rodrigues & Schich, 2003 among others) have since then employed
the static probit model, but the past twenty years have also seen a significant amount of research
on developing the baseline model (see, e.g Dueker, 1997; Chauvet & Potter, 2005 and Kauppi &
Saikkonen, 2008 among others).

The literature on recession forecasting has identified several financial and sentiment-based vari-
ables as leading indicators of recession periods. These variables include term spread, stock returns
and short-term interest rates, confidence indicators and credit variables. Much of the previous
research lends support to the term spread being the main leading indicator (see, e.g Estrella &
Mishkin, 1998 and Nyberg, 2010) although some recent studies argue that the predictive power of
the term spread has diminished over the years in the Euro Area (see, e.g Fendel et al. 2018 and
Ponkéd & Stenborg, 2019) or that the term spread is not a reliable predictor for all countries (see,
e.g Bernard & Gerlach, 1998 and Ahrens, 2002). In addition to identifying the potential predictive
variables, the research on recession forecasting has paid attention to the accuracy of probit based
models. Extended methods outperform the baseline model in various studies (see, e.g Chauvet &
Potter, 2005; Kauppi & Saikkonen, 2008 and Ng, 2012).

The main purpose of this article is to survey the literature of probit based recession models.
Earlier surveys (see, e.g Stock & Watson, 2003 and Wheelock & Wohar, 2009) have mainly con-
centrated on summarizing the research investigating either the predictive power of term spread
or the ability of other financial variables to predict the output growth. Literature related to the
forecasting recessions is interest and important for several reasons. First and most obviously, those

who produce economic forecasts need to know which variables seem to provide reliable information

'Early work of recession forecasting includes the studies of Stock & Watson (1989) and Diebold & Rudebusch
(1989). These studies did not apply probit models but alternative methods. Stock & Watson constructed the
recession index by using dynamic factor models, whereas Diebold & Rudebusch estimated recession probabilities

from the leading economic index with a Bayesian sequential probability recursion.



about the future state of the economy. Second, the literature survey is useful for those who are
interested in understanding the mechanisms of the business cycles. Third, probit models can be
estimated also by using the monthly data. Policy makers and central banks need as real-time data
as possible and hence the views on the economic situation based solely on quarterly GDP are insuf-
ficient. GDP is considered to be the most central variable in determining the state of the economy;,
but the first GDP estimates for the previous quarter are published within a delay and usually re-
vised significantly. This highlights the fact that higher frequency data is needed in macroeconomic
forecasting.

Second purpose of this paper is to apply the static probit model and its extensions to predict the
business cycle states in Finland. The majority of previous academic research on recession forecasting
has been made for the United States or other large countries such as Germany. There exists rather
little probit model related research on small and open economies such as Finland. At the time of
writing this article, to the best of my knowledge, the only probit analysis of Finnish economy is by
Ponkd & Stenborg (2019). Ponkd & Stenborg applied probit models for quarterly data examining
the predictive power of five different variables. In this article, monthly data is used instead as well
as a larger set of explanatory variables is considered.

This paper begins in section 2 in which a definition of a recession is presented and business cycle
dating procedures are discussed. Next a brief introduction of the probit models is given emphasizing
the developments made during the past twenty years. After that the criteria for evaluating the
accuracy of these models and predictive variables are presented. Section 4 contains the review,
which covers altogether 25 articles and working papers. Finally, the empirical analysis of recession
periods in Finland is presented.

The results of this survey and illustration can be summarized as six main conclusions. First,
various financial and sentiment based variables are useful predictors of recession periods. Term
spread seems to be the most dominant predictor for forecasting U.S recessions, but the same does
not apply for all considered countries or the Euro Area. Second, extensions of the static probit
model outperform the baseline model. However, it remains unclear which extension yields the most
accurate predictions, since the research results are mixed depending the data sample and employed
variables. Third, there has been four separate recessions in Finland in 1988-2019 according to
business cycle dating algorithms. Fourth, the power of the term spread to predict these recessions
has decreased in Finland in 2010’s. Forecasts based solely on the term spread date correctly the
great recession of 1990’s and the financial crisis in 2008, but not the start of the two euro crises.
Modifying the term spread by using shadow rates improves the forecasts only slightly. Fifth, several
confidence indicators, such as the consumers expectations of the general economic situation in
Finland, are extremely useful in predicting the Finnish business cycle. Sixth, the most accurate
results for Finland are obtained by using multi-predictor models and dynamic extension. Our results
concerning the Finnish business cycle are in line with previous studies, especially with Ponki &
Stenborg (2019).



2 Defining and Dating Recessions

Before presenting the models that are used for predicting the business cycle states, it is necessary
to define what is meant by a "recession”. Since GDP has been considered to be the most central
indicator of the economic activity, it is natural that the definition of recession is usually based on
the fluctuations of GDP. For example, the decline in GDP for at least two consecutive quarters
(Two Quarters Rule) is regarded as a recession by many economic instutions. However, a broader
definition of recession has been favored in the US, where the National Bureau of Economic Research
(NBER, 2008) provides the most widely accepted definition:

”A recession is a significant decline in economic activity spread across the economy,
lasting more than few months, normally visible in real GDP, real income, employment,
industrial production, and wholesale-retail sales. A recession begins just after the
economy reaches a peak of activity and ends as the economy reaches its trough.

Between trough and peak, the economy is in an expansion.”

Hence, in determining the dates of business cycle turning points, i.e peaks and troughs of eco-
nomic activity, the Business Cycle Dating Committee of NBER examines several variables instead
of any single indicator such as GDP. This is due to two reasons. First, NBER applies the business
cycle definition originally suggested by Burns & Mitchell (1946), who stated that the cycles are
co-movement of multiple individual macroeconomic variables, which determine the turning points.
The duration of a cycle from peak to peak or trough to trough can be anything from one to more
than ten years. Second, NBER places considerable emphasis on monthly indicators since it has
traditionally maintained a monthly chronology of turning points?.

NBER has been dating the turning points of the US economy for almost 90 years and since
1978, when the Business Cycle Dating Committee was established, there has not been any changes
to previously-announced business cycle turning points®. The turning point dating methodology
applied by NBER is informal in a sense that the Business Cycle Dating Committee has no fixed rule
in determining the turning points. In other words, the Committee applies its own judgement on
the above definitions of recessions and expansions when deciding the "official” business cycle states
of the US economy. Today, the NBER business cycle chronology is considered as a benchmark of
US recessions periods.

However, if one accepts the NBER dates of peaks and troughs, some issues remain to consider.
Peaks and troughs are announced within a substantial delay, since the Committee waits long enough
so that the existence of the announced turning points is not in doubt. The announcement process
can last several months or even more than a year due to the revisions of the initial values of
macroeconomic data. For example, the second recent turning point in the US occurred in June
2009 and the Committee announced it as late as in September 2010, over a year after. The most
recent peak, that occurred in February 2020, was instead published after four months in June 2020.
There remains also some ambiguity about the duration of recessions, since for example a peak month
could be classified either as the last month of an expansion or the first month of a recession. Due to
this unclarity, the Federal Reserve Bank of Saint Louis calculates the durations of recessions using

three different methods: midpoint method (peak and trough months are included in the recession),

2Business cycle dates of NBER are available at www.nber.org/cycles.html
3Prior to 1978 there were some revisions.



peak method (peak month is included in the recession but trough month is not) and trough method
(peak month is not included in the recession but trough month is)*. All of these methods have been
used in the recession forecasting literature.

The determination of monthly business cycle states has gained increasing attention among other
economic institutions, because NBER determines the turning points only for the US economy. Eco-
nomic Cycle Research Institute (ECRI) applies the same judgement based turning point dating
procedure than NBER and has identified peak and trough months for 21 advanced and emerging
countries®. Austria, France, Germany, Italy, Russia, Spain, Switzerland, Sweden and UK represent
the European countries that have been examined by ECRI. ECRI also maintains the US business
cycle chronology, but it is an identical to that of NBER. Besides ECRI, Euro Area Business Cycle
Dating Committee of the Centre for Economic Policy® (CEPR) has accepted the NBER definition
of a recession and identified the peak and troughs of the Euro Area by the same judgement based
method. The CEPR turning point chronology is maintained quarterly”, since the Committee argues
that European statistics are of uneven quality, long time series are not available and data definions
differ across the countries, which makes it difficult to maintain monthly chronology. Unfornately,
CEPR has not dated the turning points for individual countries and therefore the Committee em-
phasizes that the business cycle dates may differ for the Euro Area and its member states.

The NBER, ECRI and CEPR turning points are widely accepted and used in business cycle
research. However, there have been several attempts by researchers to formalize the judgement
based turning point procedure. According to Hamilton (2011) there are at least three reasons
why the formalization attempts are beneficial: aforementioned publication lag of NBER, political
reasons® and that the mechanization of the informal procedure can help to understand better the
business cycles. The formalization attempts can be broadly classified either parametric, which
usually refer to the seminal work of Hamilton (1989) or non-parametric procedures, which refer to
the seminal work of Bry & Boschan (1971).

The presentation of the full methodology related to turning point formalization exceeds the
aim of this paper and therefore just a few key points are noted (see, e.g the survey of Hamilton
(2011) and Bry & Boschan (1971, chapter 2) for more details). Hamilton (1989) extended Markov
Switching models (MS models) to autoregressive processes and noticed that they can reproduce
quite accurately the US business cycle states defined by NBER. Markov Switching models are a
class of regime switching models, in which the behaviour of time series is expected to be different in
two or more regimes. In recession forecasting literature, the number of regimes has been usually set
to two to match the expansion and recessions periods”. The switching mechanism from one regime
to another is controlled by unobservable state variable that follows a Markov chain. However, MS
models do not define the exact turning points, but instead the (filtered and/or smoothed) regime
probabilities, i.e the probabilities that the time series is in spesific regime at a given time. In order

to classify the dates as recessions and expansions, some threshold value must be selected. Hamilton

4Recession series are available at fred.stlouisfed.org

STurning point chronologies of ECRI are available at www.businesscycle.com

SCEPR and Euro Area Business Cycle Network have partnered from May 2019 to jointly support the work of
Euro Area Business Cycle Dating Committee.

"The chronology of CEPR is available at cepr.org

8 According to Hamilton (2011) ... there is undeniably pressure to delay the announcement that a recession has

has begun or accelerate the announcement that a recovery has begun if one’s goal is to help the incumbent”.
9Sometimes three or four regimes are allowed. In three regime case, the economy is usually expected to have

recession periods as well as high and low growth rate eras.



(1989) applied the 50 % threshold value, which is a natural choice but of course leaves a question
of how probabilities near 50 % should be treated. In his original MS model, Hamilton allowed two
regimes and the regime switching in the mean, but the model has been since then extended in many
ways. For example, Hansen (1992) allowed the regime switching in parameters other than the mean,
whereas Clements & Krolzig (1998) allowed more than two regimes and Chauvet (1998) combined
the dynamic factor models with MS approach.

Non-parametric methods provide instead the exact turning point dates. Bry & Boschan (1971)
developed an algorithm that comes closest to translating the NBER peaks and troughs into practise
and can be seen as an extension of Two Quarters Rule. BB-algorithm is based on smoothing a
univariate time series with moving averages and then extracting local minimum and maximum
values from the series. Once the potential turning point candidates have been selected, they are
filtered according to several restrictions: a cycle from peak to peak has a duration of 15 months,
recessions and expansions last at least 5 months, identified peaks and troughs must alternate and
the turning points can not be detected in real time, but 6 months after the turn has occurred
(see Bry & Boschan, 1971, chapter 2 for more details). BB-algorithm is applied for monthly data
that is seasonally adjusted but not trend eliminated. Hence the turning points do not depend on
the selection of detrending method, which can be considered as a major advantage!?. Harding
& Pagan (2002) have provided the quarterly version of BB-algorithm, known as BBQ-algorithm,
which omitted the smoothing procedure but maintained the restrictions and other principles of the
original algorithm.

BB- and BBQ-algorithms have turned out to be quite succesful, but they do also suffer from
shortcomings. First, the turning points are detected several months after the peak or trough has
occurred. Second, BB- and BBQ-algorithm treat recessions and expansions symmetrically without
taking into account the differences in average durations and drifts of different states. As a con-
sequence the procedures may identify expansions phases that are both short and flat. To avoid
this, Monch & Uligh (2005) proposed an augmention to the original BB-algorithm by adding an
amplitude/phase-length criterion that excludes too short and flat expansion periods. They define a
“short” expansion as a one whose length is outside the one-standard deviation interval around the
average expansion length whereas the "flat” expansion is a one in which the annualized growth rate is
outside the one-standard deviation interval around the average positive annual growth rate. Third,
Morley & Piger (2005) noticed that BBQ-algorithm makes some systematic errors when selecting
the turning points of the US and suggested a slight modification at the first step of the algorithm!!.
The modified BBQ-algorithm was found to be more accurate than the original. Fourth, even the
extended and modified BB- and BBQ-algorithms are applicable only for the univariate time series
which leaves two options. Either BB-algorithm is applied to individual coincident series'? and in-
dividual turning points are aggregated or a coincident index is constructed and BB-algorithm is

applied to the index instead of individual series. For turning point aggregation, Harding & Pagan

ODating methods that are based on detrending the series are sometimes called growth cycle dating methods,
whereas identifying the turning points from the level of the series is called classical business cycle dating. This survey

focuses on the classical view.
"1n the heart of the first step is a definition of a local maxima (minima) as occuring at time ¢t when {y; - yitr >

()0}, k=1, ..., K where K is set to five or two depending the frequency of series y;. Morley & Piger replaced

the zeros by threshold values.
12Coincident variables such as GDP, employment or industrial production change approximately at the same time

as the whole economy thus providing information about the current state of the economy.



(2006) have developed an algorithm that clusters the turning points of individual series, while Stock
& Watson (2014) provide an alternative method.

The accuracy of parametric and non-parametric methods has been compared rather little in the
recent research. Harding & Pagan (2003a) compared the BBQ-algorithm and Hamilton’s (1989) MS
model with univariate US data and found that results achieved with MS model may lack stability
when sample size or model changes. Therefore they ended up recommending to use the BB-algorithm
or its modifications!®. Ahking (2014) compares original BB-algorithm and Hamilton’s (1989) MS
model with US data and finds very similar results than Harding & Pagan (2003a). Ahking concludes
that MS model is not robust to the sample period and to a slight change in the variable used in
determining the turning points. Thus Ahking ends up also recommending to use parametric methods
in business cycle research. Chauvet & Piger (2008) instead compared the aggregating method of
Harding & Pagan (2006) and Markov Switching dynamic factor model of Chauvet (1998) with
real-time multivariate US data and found that MS procedure was slightly more accurate in dating
US business cycles. However, they also stated that ”... both approaches are capable of identifying
turning points in real time with reasonable accuracy.” General consensus of superiority of one dating
method over the other has not been reached. Therefore some researchers have used both methods in
turning point dating (see, e.g Bengoechea & Perez Quiros, 2004; Bruno & Otranto, 2008; Schirwitz,
2009; among others).

3See the response of Hamilton (2003) and the counterpart of Harding & Pagan (2003b).



3 Probit Based Time Series Models in Recession Forecasting

3.1 Static Probit Model and its Extensions

The dependent variable of a probit model is defined as a binary indicator

1, if the economy is in a recession at time ¢ and
e 0, if the economy is in an expansion at time t.
We are interested in modelling of y; by using different explanatory variables. Let ;1 be the the
information set available at time ¢ — 1 and assume that, conditional on ;_1, y; follows a Bernoulli
distribution
Y| Q1 ~ B(py), (1)

where the conditional probability, p¢, is according to the properties of Bernoulli distribution

pe=Ei1(y) = P—1(ye = 1) = ®(my). (2)

In equation (2) E and P signify the conditional expectation and conditional probability given the
information set €2;_1, whereas ® is the cumulative distribution function of a continuous random
variable and 7; is a linear function of explanatory variables included in the information set €2;_1. In
practise, the function ® is usually assumed to be the cumulative distribution function of a standard
normal distribution or a logistic distribution. The former assumption leads to a probit model,
whereas the latter leads to a logit model'4. In this article, we focus on probit models.

In a static probit model the function 7; is specified as
T = w+ 2,0, (3)

where w is a constant and x;_g,k > 1 is a vector containing the explanatory variables. Lagged
values of explanatory variables may also be included in z;_j. Specification (3) is "static” in a sense
that explanatory variables have an immediate effect on the p;, since p; does not change unless the
values of x;_j change.

A significant limitation of the static probit model is that it does not take into account the
potential autocorrelation in dependent variable 3;. Thus, an obvious extension to the static model
(3) is to include a value of y;_;,1 > 1 as an explanatory variable. For example, Dueker (1997) and

Nyberg (2010), among others, have considered the dynamic probit model
T =w+xy 1+ 01y (4)

In model (4), only one lag of y; is included, but it is possible to generalize the model by including
any number of lags. In practise, when recessions are predicted in real time, one must however note
that the values of the binary indicator y; are known with a delay. Dueker (1997) argues that three
months is probably a minimum recognition lag time for recessions!®. Kauppi & Saikkonen (2008)

extended the model (4) into the dynamic autoregressive probit model

T =w+ x;_kﬁ + 0141 + a1, (5)

1411 empirical applications, probit and logit models yield very similar results (see, e.g Maddala, 1983, 23).
15 According to Dueker (1997), it would not be reasonable to include last month’s value of the recession binary

variable as an explanatory variable, since it takes more time to recognize that the economy is in a recession. Dueker
also argues that even if NBER may not have officially announced a turning point at three months, there has been

other information for decision makers to infer whether the economy is in a recession or not.



where the condition |a1] < 1 is assumed. Again, for simplicity, only one lag of 7 is included in (5),
but the model can be generalized by adding several lags of m;. By using recursive substitution and

the condition || < 1, model (5) can be expressed as
oo o0 oo
i—1 i—1 i—1
T = Z af tw+ Z o T Bt Z Ay Ytl-it1-
i=1 i=1 i=1

Thus, 7m; can be expressed in terms of the infinite history of y; and the explanatory variables xy.
Therefore, in cases where many lags of dependent variable and explanatory variables are needed in
specification (4), dynamic autoregressive model may provide more parsimonious and hence, prefer-

able alternative. The autoregressive probit model
T=w+ T, 1 B+ armg (6)

is obtained from (5) by restricting the coefficient d; to zero.

Traditional probit model and its extensions use typically only a few explanatory variables. To
account for the large number of possible predictors, the models of the form (3)-(6) have also been
augmented by using factors as predictive variables (see, e.g Chen et al. 2011, Bellégo & Ferrara,
2012 and Christiansen et al. 2014). These models are referred to as factor-augmented probit models

in this article.

3.2 Latent Variable Approach

An alternative way to specify a probit model is based on a latent variable approach. In this approach,

it is assumed that the dependent variable y; is defined as

1,if yf > 0 and
Yt =
0,if yy <0,

where y; is a continuous variable that is not observable, i.e a latent variable. The static probit

model (3) can be based on the equation
Yy =w+ a8 +er, e ~iid(0,1). (7)
The normality assumption of &; in (7) leads to a static probit model

pe=PF-1(y=1) = P1(y; >0)
=P 1(w+2,_pB+e >0)
=P 1(et > —w — x)_1B3)
=1- P (et < —w—1z}_13)
=1-®(-w—z;_1P)
= ®(w + z}_1.8),

where P signifies again the conditional probability given the information set and ® is the cumulative
distribution function of a standard normal distribution. Note that the last equality follows by the
symmetry of normal distribution.

The static probit model in latent variable approach has been extended in many ways. For

example, Poirier & Ruud (1988) have considered a latent variable model where the error term e;



is expected to follow a first order autoregressive process. Chauvet & Potter (2005) have suggested
various extensions to (7) to account for the possibility of multiple breaks and autocorrelation. In

their dynamic version the dependent variable y; follows a first order autoregressive process
yi =w+z_1 B+ by;_ | + o, e ~1.i.d(0,1), (8)

where the autoregressive parameter || < 1 and the error term is allowed to be time-varying by the
variance term o;. Chauvet & Potter concluded that this more sophisticated model outperformed

the standard static version.

3.3 Estimation and Forecasting

The parameters of probit models of the form (3)-(6) can be estimated by using the traditional
maximum likelihood (ML) estimation method (see appendix A). In the case of the models (3)-(4),
de Jong & Woutersen (2011) showed that, under appropriate regularity conditions, the conventional
large sample theory of ML estimation applies. The assumed regularity conditions include, for
example, the stationarity of explanatory variables and correctness of a probit specification. Under
these conditions, the ML estimator is consistent and asymptotically normal. Extending this theory
to the models with autoregressive components, such as (5)-(6), remains still to be done. However, the
results of de Jong & Woutersen seem to indicate, that under reasonable conditions the ML estimator
of a model containing an autoregressive term is also consistent and asymptotically normal. Assuming
this, Kauppi & Saikkonen (2008) show how robust standard errors allowing for autocorrelation can
be obtained.

Latent variable probit models can also be estimated by using the traditional ML estimation
method. Estimating the parameters of the model (8) by ML method requires, however, multiple
integration over the unobserved lagged variable. Therefore Chauvet & Potter (2005) used Bayesian
method!® based on the Gibbs sampler to estimate (8), but the needed computations were quite
extensive.

Thus, a major advantage of observation-driven probit models is that their estimation can be
carried out by standard numerical methods. Another important advantage is that the one- and
multi-period forecasts can be computed from explicit formulas. This is in contrast to many other
nonlinear time series models such as probit models based on a latent variable approach. Kauppi
& Saikkonen (2008) proposed two methods, "direct” and "iterative”, for computing the multiperiod
forecasts. In direct setting, the forecasts can be obtained by directly of the right sides of the
equations (3)-(6), whereas in iterative approach the computation is a bit more difficult. Iterative
method applies the same one period model iteratively accounting for all possible paths and their
probabilities (see appendix B and Kauppi & Saikkonen, 2008, for more details). The ranking
between direct and iterative forecasting procedures depends whether the model used in iterative
forecasting is close to or far from the true data generating process. If it is close, then iterated
forecasts tend to be more efficient, but if it is far, then direct forecasts are superior. (Kauppi &
Saikkonen, 2008.) Kauppi & Saikkonen compared both methods for the US data and concluded,

that in this case, the iterative forecasts tended to be superior.

16Bayesian methods have become popular in econometrics, especially when models are used for real-time forecasting

purposes. See, for example, Geweke & Whiteman (2006) for an overview.

10



3.4 Goodness-of-fit Measurement

Various goodness-of-fit measures have been proposed to evaluate the fitted values and forecasts
obtained with probit models. One of the most commonly used criteria is a counterpart of the
coefficient of determination (R?), designed for binary response models. This counterpart is typically
called a pseudo-R?.

Estrella (1998) proposed the following pseudo-R? (ps.R?)

logLy,,
R*=1-
be <10ch

9

> —(2/T)logLe

where logl,, denotes the unconstrained maximum value of the log-likelihood function, logL. denotes
the corresponding maximum value when all coefficients but a constant are restricted to zero and
T is the sample size. Pseudo-R? takes values in the unit interval. The endpoints of the interval
correspond straightforwardly to "no fit" and to "perfect fit". Pseudo-R? does not, however, take
into account the amount of explanatory variables used in a model. Therefore adjusted version of
pseudo-R? is sometimes used as a goodness-of-fit measure, since it allows to compare the models
containing a different amount of explanatory variables. Adjusted pseudo-R? is defined as

(1—-R?>)(T 1)
)

adj.ps.R? =1 — (

where k is the number of the explanatory variables.
Third commonly used evaluation measure is the quadratic probability score QPS (see, Diebold

& Rudebusch, 1989) that is defined as

T
1 2
QPS = T ;:1 Q(yt - Pt) ,

where y; is a value of a binary indicator and p; denotes the fitted probability. QPS takes values
between 0 and 2, endpoints corresponding to "perfect fit" and to "no fit".
Signal predictions and succes ratios have also been used in probit model evaluation. A signal

prediction of a binary indicator y; can be written as

gt = I(pt > ()

where [ is the indicator function and ( is a threshold. If a fitted probability p; is greater than
the threshold (, the signal prediction is g = 1 and if p; < (, then ¢ = 0. Success ratio SR is
the percentage of correct signal predictions. In calculating the success ratio, some pre-determined
threshold value must be selected. A choice ( = 0.5 is a commonly used and natural in probability
sense, but it may not be an optimal choice. Recessions are rare compared to expansion periods, so
the threshold may be time-varying or considerably lower than the natural threshold 0.5.

Since there is no rule on setting some specific threshold, success ratios may not be the most in-
formative measures on evaluating the predictive accuracy of probit models. The Receiver Operating
Characteristic (ROC) curve is an alternative method to asses the goodness-of-fit of binary response
models. The ROC curve has become a traditional tool in medical applications and biostatistics,
but it has also recently gained popularity among economic applications (see, for example Berge &

Jorda, 2011 and Christiansen et al. 2014). The ROC curve is a mapping of the true positive rate

TPR(¢) = P(pt > Clyr = 1)
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and the false positive rate
FPR(C) = P(pt > Cly: = 0)

for all possible thresholds ¢, described as an increasing function in the [0,1] x [0,1] space with
TPR(() on the Y-axis and FPR(() on the X-axis. A ROC curve above the 45-degree line indicates
predictive accuracy superior to coin toss. Instead of graphical representation, the area under the
ROC curve (AUC) is a more convenient way to summarize the predictive information contained in
the ROC curve. The AUC is defined as the integral of the ROC curve between 0 and 1 and thus
the AUC takes values in the unit interval.

Information criteria can also be used to determine the fit of a probit model. The most widely
used choices are the criteria of Akaike (1974) and Schwarz (1978).

Aforementioned goodness-of-fit criteria can be calculated for probit models estimated over the
entire sample period (in-sample results) and for models that are estimated by using the expanding
window approach (out-of-sample results). Typically, more emphasis is given to the out-of-sample
results, since they tend to give a more realistic view of the predictive ability of the model. However,
it is worth noting that when calculating out-of-sample results, there is no guarantee that the value
of the pseudo-R? will lie in the unit interval, as discussed in Estrella & Mishkin (1998).

12



4 The Literature Review

In this section we present the survey reviewing the earlier and recent probit model related literature.
For the sake of brevity, we focus on probit models that are used for predicting recession periods. Our
survey covers altogether 25 articles and working papers. Covered studies are represented in table
1 together with the information of the data sample used, countries investigated and the principal
findings based on-out-sample results or in-sample results, if out-of-sample results were not available.
We note that majority (15 out of 25) of these studies considers the U.S recession periods alone which
complicates drawing conclusions. We note also that more research is needed, especially for smaller
and non-industrialized countries, since nearly all previous studies have mostly focused on large
industrialized economies.

Estrella & Hardouvelis (1991) were the first ones to apply a static probit model to predict the
U.S recession periods. They find that the term spread between the yields on 10-year and 3-month
Treasury securities is useful for forecasting recessions 4 quarters ahead and that the result is robust
to including other variables in model. Estrella & Hardouvelis do not consider any other forecast
horizons than 4 quarters, since the main scope of their article was to predict U.S GDP growth
rate. After their seminal work, many subsequent studies have employed the static model and it has
become standard to use the difference between 10-year and 3-month yields as an estimate of term
spread.

Estrella & Mishkin (1998) consider a variety of horizons from 1 to 8 quarters and include a
large set of financial variables as possible predictors. They find that the term spread is a dominant
predictor at horizons beyond 2 quarters and that stock returns bring additional predictive power up
to 3 quarters. Estrella & Mishkin also highlight that the great in-sample result does not guarantee
the good performance in out-of-sample estimation. For example, the commercial paper spread
and a leading indicator of Commerce Department performed great in in-sample estimation, but
the deterioration in performance was substantial when the predictive ability was tested in pseudo
out-of-sample setting. The focus of the article of Estrella & Mishkin is in the U.S recessions, but
Bernard & Gerlach (1998) and Ahrens (2002) employ a static probit model for several industrialized
countries. They conclude that term spread is useful for the most of the countries, but it has very
limited predictive power in Japan, Netherlands, UK and Italy, which emphasizes that the term
spread is not a dominant or even a useful predictor for all economies. Euro Area recessions were
predicted by Moneta (2003) and Duarter, Venetis & Paya (2005), who find the term spread a useful
predictor by using the data sample from 1970 to 2000-2002.

Estrella, Rodrigues & Schich (2003) study the stability of term spread as a predictor of the
U.S and German recessions. They conclude that the spread is both a stable and a useful recession
predictor, but Chauvet & Potter (2005) find opposite results. Camacho & Perez-Quiros (2002) apply
probit model with a leading indicator of Conference Board and find that other nonlinear models
predict recessions better. Wright (2006) address the additive predictive power of federal funds rate.

Dueker (1997) was the first to employ a dynamic extension to a probit model. Moneta (2003) and
Duarter, Venetis & Paya (2005) consider also dynamic extensions. They all find that the dynamic
component brings additional predictive power to the static model. Kauppi & Saikkonen (2008)
provided an autoregressive probit model and extended the dynamic model with an autoregressive
component to allow even more richer dynamics. However, the dynamic model was found to be the

most accurate. Nyberg (2010) applied models of Kauppi & Saikkonen and allowed an interaction
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term between a dynamic component and the other explanatory variables exluding the autoregressive
component. Kauppi & Saikkonen considered only the term spread as a predictor, but Nyberg tested
various other financial variables ending up with the same conclusion as Estrella & Mishkin (1998),
i.e stock returns bring additional power. Fornari & Lemke (2010) and Ng (2012) highlight also the
role of financial variables in recession forecasting.

In previously mentioned studies it has been common to apply single-predictor models or multi-
predictor models with only a few explanatory variables. Chen et al. (2011) augmented probit
models by allowing factors, estimated by principal component analysis (PCA), to be explanatory
variables. These factor-augmented models have been found to outperform the static probit model
in various studies including Chen et. al, Bellégo & Ferrara (2012) and Fossati (2015).

It is quite interesting that until the study of Christiansen et al. (2014), the role of sentiment
was given less emphasis in recession forecasting and the related research was mostly focusing on
employing financial variables and extending the static model. However, Christiansen et al. (2014)
show that especially consumer confidence index and Purchasing Managers Index (PMI) are ex-
tremely useful predictors and their predictive power is robust to including the classical predictors.
As a measure of consumers confidence they use the University of Michigan’s Index of Consumer
Sentiment, which is based on a monthly survey, where a minimum of 500 households are interviewed
about their financial situation and the general business conditions in the U.S. Consumer confidence
represents the expectations of the demand side, while the expectations of the supply are measured
by PMI of Institute of Supply Management. PMI is constructed through a survey of more than 400
industrial companies in 20 manufacturing industries across the US. The respondents answer ques-
tions that compare the current level of activity with that of the previous month. Karnizova & Li
(2014) supplement the results of Christiansen et al. by concluding that economic policy uncertainty
indices are also useful sentiment-based predictors.

More potential recession predictors were found by Pénkéd (2017), who concludes that credit
variables, especially excess bond premium, bring additional predictive power to various forms of
probit models. When predicting the quarterly business cycle states of Finland, Pénki & Stenborg
(2019) find real house prices useful predictors. Ponkd & Stenborg also noted that the predictive
ability of term spread has decreased in Finland during the years and the spread could not forecast
the start of the euro crisis. Fendel et al. (2018) draw a same conclusion but for the Euro Area.
However, the shadow rate modified version of the spread is showed to perform better (for shadow
rates, see e.g Wu & Xia, 2016 and Kortela, 2016 and the discussion in Fendel et al.).

The covered studies mainly focus on the empirical aspect of the predictive ability of different
variables and discuss much less why term spread, stock returns or sentiment based variables might
be useful and stable predictors of future recessions. Theoretical explanation exceeds also the aim of
this article and is left for future research. However, some key points are noted.

The so-called expectations hypothesis of the term structure is usually the foundation of most
explanations of the term spread’s usefulness. The expectations hypothesis states that long-term
interest rates equal the sum of current and expected future short-term interest rates plus a term
premium. Term premium explains the positive slope of term spread and typically, if consumers
expect short-term rates to fall, term spread approaches to zero or turns to negative. Negative term
spread has for example preceded nearly all U.S recession periods. Rosenberg & Maurer (2008)
conclude that ethe xpectations component of term spread is a more useful predictor than a term

premium when U.S recessions are considered.
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Stock prices can be interpreted as expected discounted values of future divided payments. They
incorporate consumers and investors expectations regarding both the profitability of the firm and
future interest or discounting rates. Sentiment based variables in turn reflect the expectations of
the future economic situation thus being procyclical in relation to business cycles.

Thus all previously mentioned variables are somehow expectations and confidence related. Ben
Bernanke, a former Chairman of the Board of Governors of the Federal Reserve System, has stated!”
that

"As in all past crises, at the root of the problem is a loss of confidence by investors and
the public in the strength of key financial institutions and markets. The crisis will end
when comprehensive responses by political and financial leaders restore that trust,
bringing investors back into the market and allowing the normal business of extending

credit to households and firms to resume.”

Traditionally, more emphasis has been given to financial variables and interest rates in recession
predicting, but the studies of Christiansen et al. (2014) and Ponké & Stenborg (2019) demonstrated
that the role of sentiment cannot be neglected. It seems that confidence indicators contain some
information that is not captured by the standard classical predictors such as the term spread and
stock returns. However classical variables remain relevant predictors, at least for the U.S recession

periods. The literature survey also highlights the role of extended probit models.

'"The speech is available at https://www.federalreserve.gov/newsevents/speech /bernanke20081015a.htm
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5 Empirical Analysis of Recession Periods in Finland

5.1 Business Cycle Chronology

One of the main issues when applying a probit model for Finland is the selection of the business
cycle chronology, i.e the chronology of the binary indicator y; discussed in section 3.1. Finland has
witnessed several economic contractions during its history and there is no doubt that the economy
was in recession, for example, during the 1990’s and after the financial crisis in 2008 (for more
discussion of these two severe recession periods, see Gulan, Haavio & Kilponen (2014)). There
exists, however, no official recession and expansion chronology with exact start and end dates for
Finland today. Therefore some turning point identification method needs to be applied. In this
paper, we identify the turning points of Finnish economy by using the standard BB-algorithm for
monthly data and its quarterly version, BBQ-algorithm, for quarterly GDP'®. We use the trend
indicator of output, coincident index calculated by Lanne & Nyberg (2009, 2015) and its slightly
modified, stock returns augmented version to estimate the monthly chronology!?. The estimated

turning points are represented in table 2.

Table 2: Turning point candidates of Finnish economy in 1988-2019 based on BB- and BBQ-

algorithms.

GDP Lanne & Nyberg Modified Trend indicator
coincident index  coincident index of output
Sample 1988Q1-2018Q4 1988M1-2017M6 1989M2-2019M3 1995M1-2019M3

Peak Trough Peak Trough Peak Trough Peak Trough
1990Q1 1993Q2  1990M4  1991M9  1990M5  1991M6

2000M11 2001M8
2007Q4  2009Q2  2008M4  2009M7  2008M5  2009M6 2007M12  2009M5
2011Q4 2013Q1 2011M11 2013M3  2012M2  2012M8 2010M12 2014M12
2013Q3 2015Q1 2013M12 2015M4  2014M8  2015M4

Tt W N =

The estimated peaks and troughs are quite consistent and in line with the economic history of
Finland. However, there are some differences between the estimated turning points. First difference
is related to period after the tech bubble in Finland at the beginning of 2000’s. According to the
stock returns augmented coincident index, there was an economic downturn after the tech bubble
in early 2000’s, but by other variables, this was not an actual recession period. Second difference is
related to the financial crisis in late 2000’s and the eurocrisis, a recession that followed it. Financial
crisis and euro crisis are typically referred to as "double recession” in recent economic discussion
in Finland, but according to both quarterly GDP and coincident indices, there has actually been
three separate recession periods during that time. Only the trend indicator of output identifies the
recession period of 2010’s as a one prolonged economic downturn period.

Variables and indices seem also to date the length of 1990’s recession differently. Lanne & Nyberg
(2009) applied the BB-algorithm to the coincident index and concluded that the trough in 1990’s
was not reached until March 1993. However, when BB-algorithm is applied to the coincident index

after data revisions, the trough is dated to be in September 1991. In comparison, the chronology

18We used the latest available vintage of the series in May 2019.
9Variables included in Lanne & Nyberg coincident index are GDP, employment, industrial production, export

and import, whereas in the modified version the information of stock returns is also included. The modified index is

available at https://econometrics.utu.fi/cei-fi/
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based on quarterly GDP dates the trough at the second quarter of 1993. This highlights the fact
that turning points can differ considerably depending on the variables they are estimated from.
This also highlights the problematic relationship between the dating procedures and data revisions,
since the algorithms may date the turning points differently depending which version of data is
used. It is also worth of noting that unfortunately the trend indicator of output is not available
before January 1995, so the information of it can not be used to date the end of 1990’s recession.
Since our target is to apply a monthly probit model, we employ the monthly business cycle
chronology instead of quarterly. Considering the economic history of Finland, the Lanne & Nyberg
index seems to provide the most reliable alternative. However, we make a small modification to the
estimated turning points by changing the trough of September 1991 to trough of March 1993. This
is more in line with the development of GDP and unemployment rate as depicted in figure 1. The
selected turning points are tabulated in table 3. Figure 2 represents the chosen recession periods

together with coincident indices and the trend indicator of output.

Table 3: Selected turning points for Finland in 1988-2019.

Peak Trough

1 1990M4  1993M3
2 2008M4  2009M7
3 2011M11 2013M3
4 2013M12 2015M4
Quarterly GDP Unemployment Rate
50000 -
15-
45000 -
40000 - 10 -
35000 -
30000- -
1990 2000 2010 2021 1990 2000 2010 2020

Figure 1: GDP and Unemployment Rate with Recession periods in 1988-2018. For GDP, the

monthly periods are transformed to quarterly.

5.2 Data and Predictive variables

As discussed in the literature review, several possible leading indicators of recession periods have
been suggested for the United States and other major economies. For Finland, the only probit
analysis is by Ponkd Stenborg (2019), who applied the most common predictors, such as term
spread and stock returns, for quarterly recession periods. In this article, we consider a larger set

of variables and employ monthly data. The data sample starts from December 1988 and ends to
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Figure 2: Coincident Indices and Trend Indicator of Output and Recession periods in 1988-2018.

March 2019, since we want to include the 1990’s recession period in the sample??. Data set represents
variables typically employed in probit model research. However, since we require our data to be both
available from December 1988 and on a monthly frequency, some potential predictors are excluded.

The employed data set consists of 44 variables covering several financial variables, sentiment
based variables and price indices. Among the financial variables are stock indices, dividend yields
and the spread between the yield of Finnish government bond with maturity of 10 years and 3 month
euribor rate?!. Economic sentiment indices and confidence indicators of construction, consumers
and industry are instead among the sentiment based variables??. In addition, the predictive power
of the oil price, EUR/USD exchange rate and few building related variables, such as building cost
index and building permits??, are considered. Since Finland is a small open economy and thus
heavily affected by the fluctuations in global economy, we include also foreign variables, such as
German term spread, US stock returns and Euro Area business climate indicator, among the set of
possible predictors. All the employed variables, their abbreviations and possible transformations to

achieve stationarity are listed in Appendix C.

20We recognize that by choosing the start date of data sample as early as 1988M12, some potential predictors are

excluded, since long enough series of them are not available.
213 month Helibor Rate is used prior 1999.
22Data considering the consumer confidence in Finland was updated for this article in February 2020 after Statistics

Finland published the level revised series. Series were revised due to the change in data collection method.
23Building variables are included in the data set, since for example building permits is one of the key variables in

Leading Economic Index of Conference Board.
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5.3 Results from Single-Predictor Models

In this section, we present the findings based on single-predictor models. Following the common
representation, we first present the in-sample results and after that we consider the pseudo out-of-
sample setting. In-sample results are based on models estimated over the entire sample, whereas in
pseudo out-of-sample we apply the expanding window approach with estimation samples ranging
from 1988M12-1999M12 to 1988M12-2018M9. Thus in pseudo out-of-sample setting we estimate
the model by using data from 1988M12 to 1999M12 and, for example for the 6 month forecast
horizon, calculate the first forecast for 2000M6. Then we estimate the model again by using data
from 1988M12 to 2000M1 and calculate the second forecast for 2000M7. We continue this way until
the last forecast for 2019M3 is calculated. Models are estimated by using the maximum likelihood
estimation method and robust standard errors are obtained as in Kauppi & Saikkonen (2008)24. In
this article, forecasts are obtained directly??.

Previous research has suggested that the predictive ability of a leading variable may vary between
different forecast horizons. For example, the term spread has predicted quite well the US recession
periods with longer horizons (see, e.g Estrella & Mishkin, 1998 and Kauppi & Saikkonen, 2008).
Thus we represent the findings for each single-predictor model by using the forecast horizons of 6,
9 and 12 months. We employ the lag orders k and [ in a way that the most recent values of the
explanatory variables are used. Thus in 6 month forecast horizon we set the k¥ = [ = 6, which
has been a common choice in probit model research (see also Appendix B). Tables 4-6 summarize
the selective in-sample results of single-predictor models, whereas selective out-of-sample results are
represented in table 7. Variables in selective results are representatives of best-performing predictors
as well as of the different predictor categories. The rest in-sample results are provided in Appendix
D.

The in-sample findings from the single-predictor models implicate that term spreads, stock
returns, dividend yields, economic sentiment indices and various confidence indicators are potentially
useful monthly predictors of Finnish recession periods?®. Economic sentiment index for Finland
(ESI_FI), employment expectations in construction (CTRC_EE) and consumers expectation of
general economic situation in Finland (CONS GEN & CONS_ GENO) seem particularly useful.
The highest AUC-value is obtained by using the sixth lag of consumers expectations, whereas the
highest adjusted pseudo-R? is obtained by using the sixth lag of the Finnish term spread (TSFI).
As previous studies have concluded with US data, the term spread is able to predict the recession
periods even with the longer forecast horizons. Similar findings also hold for the employment
expectations in construction and consumers expectations, i.e they have predictive power even at the
longer forecast horizons. It is interesting to note that the amount of building permits (FI_BP) and
the price of oil (BR_OIL) are not successful predictors with forecast horizon of 6 months, but with
the horizons of 9 and 12 months. Average dividend yields of both DAX (DAX DY) and S&P500
(SP50_DY) indices are statistically significant predictors with all examined forecast horizons and

perform reasonably well even with the longer horizons.

2 Estimation is done via Matlab and the BFGS algorithm.
Z5This is due to the fact that iterative forecasts are computationally heavier and no proof of their superiority with

Finnish data was found.
26We also tested the ability of aggregate indicators of consumer, construction and industry confidence of EU/EUR

countries to predict Finnish recessions. However, the results were consistently weaker compared to those obtained by

the Finnish indicators and thus these results are excluded from the article.
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Table 4: In-sample results from single-predictor models.

Forecast horizon: 6 months

Variable Coefficient ps.R? adj.ps.R?> BIC logL AUC
TSFI_10y_3m -0.68™** 0.28 0.28 148.30 142.42 0.78
TSGE 10y 3m -0.66™** 0.21 0.21 160.40 154.52 0.78
FI_BP 0.69 0.02 0.02 194.93 189.04 0.58
BR_OIL 4.85 0.02 0.02 194.95 189.07 0.58
OMX_ HEL LD -4.07"*" 0.05 0.04 190.14 184.26 0.66
OMX HEL LDI12 -1.79*** 0.15 0.15 171.46 165.58 0.76
DAX DY M 0.73*** 0.14 0.13 173.46 167.58 0.76
SP500 DY M 1.01"** 0.18 0.18 165.50 159.62 0.79
BCI_EUR_YOY -0.31*** 0.07 0.07 185.42 179.54 0.70
IFO_GER_YOY -0.05** 0.05 0.05 189.53 183.65 0.65
ESI FI M -0.05"** 0.22 0.22 159.29 153.40 0.81
ESI FI_YOY -0.04*** 0.17 0.17 167.51 161.63 0.78
CTRC_FI D12 -0.03"** 0.19 0.18 165.12 159.24 0.76
CTRC_EE_ FI -0.02"** 0.22 0.21 159.40 153.52 0.80
CTRC_EC_FI D12 -0.02*** 0.13 0.13 175.08 169.19 0.70
IND EE FI DI12 -0.03*** 0.14 0.14 173.31 167.43 0.74
IND AO_FI -0.02*** 0.10 0.10 180.25 174.37 0.71
IND PE FI -0.04*** 0.16 0.16 168.92 163.04 0.78
CONS_GEN_FI -0.02"** 0.25 0.25 153.66  147.78 0.82
CONS_UE _FI 0.03*** 0.14 0.14 172.92 167.04 0.75
CONS_GENO_FI D12 -0.04*** 0.27 0.27 149.47 143.59 0.83

Notes: In the table *,** and *** denote the statistical significance of the estimated

coefficients using robust standard errors at 10%, 5% and 1% significance levels.

Abbreviations of variables can be found in Appendix C.
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Table 5: In-sample results from single-predictor models.

Forecast horizon: 9 months

Variable Coefficient ps.R? adj.ps.R?> BIC logL AUC
TSFI_10y_3m -0.59™** 0.24 0.24 154.17 148.29 0.77
TSGE_ 10y 3m -0.57* 0.17 0.17 166.78 160.91 0.77
FI_BP 1.20** 0.06 0.05 187.50 181.62 0.64
BR_OIL 8.49™* 0.06 0.05 187.54 181.67 0.64
OMX_ HEL LD -3.377" 0.03 0.03 191.97 186.10 0.64
OMX HEL LD12 -1.28"** 0.08 0.08 182.89 177.02 0.71
DAX DY M 0.57*** 0.09 0.09 181.60 175.73 0.73
SP500 DY M 1.01"** 0.14 0.14 172.42  166.54 0.75
BCI_EUR_YOY -0.19* 0.03 0.03 192.63 186.76 0.65
IFO_GER_YOY -0.02 0.01 0.01 195.82  189.95 0.58
ESI FI M -0.03"** 0.10 0.10 180.02 174.15 0.71
ESI FI_YOY -0.04*** 0.15 0.15 171.07 165.20 0.77
CTRC_FI D12 -0.02"** 0.11 0.11 178.31 172.44 0.69
CTRC_EE_ FI -0.02"** 0.12 0.12 176.67 170.80 0.72
CTRC_EC_FI D12 -0.01** 0.06 0.06 186.64 180.77 0.62
IND EE FI DI12 -0.23*** 0.09 0.08 182.22 176.35 0.71
IND AO_FI -0.01" 0.04 0.04 190.11 184.24 0.64
IND PE FI -0.03"** 0.07 0.07 184.51 178.63 0.70
CONS_GEN_FI -0.06™** 0.18 0.18 164.71 158.84 0.70
CONS_UE _FI 0.02** 0.05 0.05 188.57 182.70 0.67
CONS_GENO_FI D12 -0.03*** 0.19 0.19 163.50 157.62 0.78

Notes: In the table *,** and *** denote the statistical significance of the estimated

coefficients using robust standard errors at 10%, 5% and 1% significance levels.

Abbreviations of variables can be found in Appendix C.
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Table 6: In-sample results from single-predictor models.

Forecast horizon: 12 months

Variable Coefficient ps.R? adj.ps.R?> BIC logL AUC
TSFI_10y_3m -0.477* 0.18 0.18 165.49 159.62 0.74
TSGE_ 10y 3m -0.44™** 0.11 0.11 177.30 17144 0.73
FI BP 1.72%* 0.11 0.11 177.46  171.60 0.69
BR_OIL 12.18*** 0.11 0.11 177.63 171.76 0.69
OMX_ HEL LD -2.10™" 0.01 0.01 194.69 188.82 0.60
OMX HEL LD12 -0.89" 0.04 0.04 189.40 183.54 0.65
DAX DY M 0.49** 0.07 0.07 184.82  178.95 0.71
SP500 DY M 0.80""* 0.12 0.12 175.33  169.47 0.73
BCI_EUR_YOY -0.09 0.01 0 195.80 189.94 0.59
IFO_GER_YOY 0.001 0 0 196.94 191.07 0.49
ESI FI M -0.02* 0.04 0.04 189.69 183.83 0.63
ESI FI_YOY -0.04*** 0.12 0.12 174.85 168.99 0.75
CTRC_FI D12 -0.017** 0.08 0.07 183.27 177.41 0.64
CTRC_EE_ FI -0.01*" 0.06 0.06 186.27 180.40 0.64
CTRC_EC_FI D12 -0.01 0.04 0.03 190.71 184.85 0.56
IND EE_FI_DI12 -0.01* 0.04 004  189.96 184.09 0.65
IND AO_FI -0.01 0.01 0.01 194.85 188.98 0.57
IND PE FI -0.02 0.03 0.03 191.32 185.46 0.63
CONS_GEN_FI -0.05™** 0.16 0.16 167.77 161.91 0.78
CONS_UE _FI 0.01 0.03 0.02 192.27 186.41 0.62
CONS_GENO_FI D12 -0.02*** 0.10 0.10 178.40 172.53 0.72

Notes: In the table *,** and *** denote the statistical significance of the estimated
coefficients using robust standard errors at 10%, 5% and 1% significance levels.

Abbreviations of variables can be found in Appendix C.

The least favourable selected in-sample results were obtained with OMX Helsinki 1-month re-
turns (OMX HEL LD), Euro Zone business climate indicator (BCI _EUR), IFO index of Germany
(IFO_GER) and assessment of order book level in industry (IND AO). Compared to the 1-month
returns, the 12-month returns of OMX Helsinki (OMX HEL LD12) yields far more higher pseudo-
R?- and AUC-values while being statistically significant.

As an overall conclusion of the in-sample results with single predictor, the individual variables
can predict Finnish recession periods generally well. The coefficients are also of the expected sign;
the high term spread, stock returns and high economic sentiment index value are associated nega-
tively with the risk of a recession, whereas the high value of consumers unemployment expectations
indicator are associated positively with the risk of a recession. In general, most of the considered
variables were able to predict the 1990’s recession and financial crisis in 2008 while false negative
alarms were given during the double recession period in 2010’s.

As Estrella & Mishkin (1998) demonstrated, the variables with good in-sample fit do not nec-
essarily have good out-of-sample predictive ability. Therefore we present also the selective out-of-
sample estimation results for single-predictor models with forecast horizon of 6, 9 and 12 months
in table 7. Several variables, such as consumers expectations of general economic situation in Fin-
land and economic sentiment index, perform relatively well in 6 and 9 months forecast horizon, but
for a few variables, the deterioration in performance is substantial. Building permits, price of oil,
assessment of order book level in industry and construction confidence indicator (CTRC_FI) have

very poor AUC-values for all examined forecast horizons.
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Term spread of Finland yields moderate AUC-values also in pseudo out-of-sample estimation for
all horizons. The deterioration is probably due to the fact that the time period, when predictions
based on spread are substantially accurate, i.e the years 1989-1999, is excluded from the pseudo
out-of-sample AUC-calculations. It seems that the ability of term spread of Finland to predict
recessions has diminished after the financial crisis and the start of quantitative easing programme
of European Central Bank. In particular, the low interest rate environment has probably affected
the usefulness of term spread. It is also worth noting, that the first estimation sample includes
unfortunately only one recession period (1990’s recession), which may have affected our results a
little. In other words, we estimate the first out-of-sample forecasts for June 2000 (6 month forecast
horizon) and not, for example, for the period after financial crisis. We have chosen this approach in
order to keep the forecasting period as long as possible, so that the out-of-sample predictive ability
of different variables is tested at least with two different recession periods (financial crisis and euro

crises).

Table 7: Out-of-sample results from single-predictor models.

Forecast horizons

6 months 9 months 12 months

Variable AUC AUC AUC
TSFI_10y 3m 0.69 0.68 0.62
TSGE 10y 3m 0.71 0.70 0.63
FI_BP 0.33 0.36 0.42
BR_OIL 0.69 0.36 0.42
OMX HEL LD 0.59 0.57 0.51
OMX_HEL_LDI2 0.61 0.55 0.50
DAX DY M 0.80 0.77 0.73
SP500 DY M 0.71 0.67 0.64
BCI_EUR_YOY 0.65 0.58 0.50
IFO_GER_YOY 0.63 0.52 0.44
ESI FI M 0.71 0.65 0.58
ESI FI_YOY 0.78 0.74 0.66
CTRC_FI D12 0.66 0.55 0.48
CTRC_EE_FI 0.75 0.66 0.59
CTRC_EC_FI D12 0.60 0.49 0.42
IND EE FI D12 0.70 0.65 0.56
IND AO_FI 0.62 0.52 0.44
IND PE FI 0.71 0.62 0.54
CONS_GEN _FI 0.84 0.75 0.68
CONS_UE_FI 0.68 0.53 0.48
CONS_GENO_FI D12 0.79 0.72 0.61

Notes: Since adjusted pseudo-R? can take negative values in
out-of-sample estimation, only the AUC-value is
represented as a goodness-of-fit measure.

Abbreviations of variables can be found in Appendix C.
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5.4 Results from Multi-Predictor Models

Next we present the selective in-sample and out-of-sample results from multi-predictor models, based
on combinations of the variables used in the previous section?’. We have chosen the combinations
of variables in a following way. First, we want to include the term spread of Finland in every
model to test its significance together with other possible predictors. Second, we want to include
the best single predictor (CONS GEN) based on its out-of-sample performance. Third, we are
also interested whether construction or industry confidence bring additive predictive power over the

28 Since financial variables have been typically considered to

spread and construction confidence
bring also additional predictive power, we add the 1-month and 12-month stock returns of OMX
Helsinki in the variable set. We also extend our analysis by employing the dynamic probit model
of the form (4). We set the lag orders k and [ to match the forecast horizon and thus use the latest
values of explanatory variables. Autoregressive probit model is not included in our analysis, since
based on Pénké & Stenborg’s (2019) results, autoregressive component with Finnish data increases

the in-sample AUC-values only very slightly.

Table 8: In-sample results from multi-predictor models.

Forecast horizon: 6 months

Models

1 2 3 4 5 6 7 8
Variable Coefficients
Constant -0.48™* -0.89***  -0.19 -0.48™* -0.73***  -1.12***  -1.13"*  -1.13***
TSFI_10y_3m -0.66™**  -0.56""* -0.66™** -0.63*** -0.61""* -0.55"** -0.57"*" -0.53"**
CONS_GEN_FI -0.07***  -0.07*** -0.06™** -0.06"** -0.07*** -0.07"** -0.07""" -0.06"*
CTRC_EE _FI -0.02*** -0.01 -0.01 -0.01
IND_PE_FI -0.03***
OMX HEL LD12 -0.43 0.56
OMX HEL LD -1.75
ESI_FI_M -0.05**
REC 1.18** 1.22* 1.20**
ps.R? 0.43 0.53 0.47 0.44 0.52 0.58 0.58 0.58
adj.ps.R2 0.43 0.52 0.47 0.43 0.51 0.57 0.57 0.57
BIC 122.52 108.20 117.78 124.58 109.53 101.43 103.40 103.66
logL 113.70 96.44 106.02 112.82 97.77 86.73 85.76 86.02
AUC 0.89 0.93 0.91 0.89 0.92 0.94 0.94 0.94

Notes: In the table *,** and *** denote the statistical significance of the estimated
coefficients using robust standard errors at 10%, 5% and 1% significance levels.

Abbreviations of variables can be found in Appendix C.

In-sample findings are presented in tables 8-10, whereas pseudo out-of-sample findings are in
table 11. The results in tables 810 indicate that all selective multipredictor models perform better
than any of the considered single-predictor models. The highest AUC-value and adjusted pseudo- R?
value are obtained by using the 6-month forecast horizon, i.e the shortest forecast horizon considered

in this article. In terms of all goodness-of-fit criteria, the models 6, 7 and 8 yield the highest results.

27 All the possible combinations of variables are not calculated, since the purpose of this paper is to be illustrative
and the needed computations would be quite heavy. We also recognize, that by proceeding this way there is a

possibility, that the best-performing combination might not be presented.
28We tested all construction and industry confidence variables together with the spread and construction confi-

dence, but we present only the results of the best combination of these three variables.
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However, in model 7, the sign of the stock returns changes from negative to positive, which may
indicate overfitting or multicollinearity, since it is difficult theoretically to justify the sign change.
Even if the best performing models contain more variables, it is interesting to note that the model
2, based solely on two confidence variables and term spread, yields quite high in-sample AUC-values

on all examined forecast horizons.

Table 9: In-sample results from multi-predictor models.

Forecast horizon: 9 months

Models

1 2 3 4 5 6 7 8
Variable Coefficients
Constant -0.44**  -0.63*** -0.37 -0.44**  -0.52**  -0.72"**  -0.78*** -0.73***
TSFI_10y_3m -0.54™**  -0.46™**  -0.53"**  -0.54™"* -0.49"*  -0.45""" -0.46™"* -0.44"*"
CONS_ GEN_FI -0.05***  -0.05"** -0.04** -0.05"** -0.05""* -0.04"** -0.05""" -0.04™**
CTRC_EE _FI -0.01* -0.001 -0.01 -0.001
IND PE_FI -0.51
OMX HEL LDI12 0.02 0.53
OMX HEL LD -0.63
ESI_FI_M -0.02
REC 0.50 0.54 0.50
ps.R? 0.34 0.36 0.34 0.34 0.35 0.37 0.38 0.37
a.dj.ps.R2 0.34 0.36 0.33 0.33 0.34 0.37 0.37 0.37
BIC 139.93 138.26 142.27 142.87 140.49 139.20 140.94 142.00
logL 131.13 126.51 130.53 131.12 128.74 124.52 123.32 124.39
AUC 0.85 0.87 0.85 0.85 0.86 0.88 0.88 0.88

Notes: In the table *,** and *** denote the statistical significance of the estimated

coefficients using robust standard errors at 10%, 5% and 1% significance levels.

Abbreviations of variables can be found in Appendix C.
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Table 10: In-sample results from multi-predictor models.

Forecast horizon: 12 months

Models

1 2 3 4 5 6 7 8
Variable Coefficients
Constant -0.51*" -0.58™*  -0.54*" -0.52** -0.51** -0.60"**  -0.67"**  -0.59"**
TSFI_ 10y _3m -0.39***  -0.36™** -0.40™* -0.42*** -0.39"** -0.36""* -0.37"** -0.36"""
CONS_GEN_FI -0.04™**  -0.04™** -0.04™** -0.05"*" -0.04™** -0.04"** -0.05""" -0.04™*"
CTRC_EE _FI -0.001 -0.001 -0.01 -0.001
IND PE_FI 0.001
OMX_HEL_LD12 0.35 0.62
OMX HEL LD 0.59
ESI FI M -0.001
REC 0.07 0.13 0.07
ps.R? 0.26 0.26 0.26 0.26 0.26 0.26 0.27 0.26
adj.ps.R2 0.25 0.26 0.26 0.26 0.25 0.26 0.26 0.25
BIC 153.99 0.26 156.75 156.44 156.89 158.77 159.84 161.57
logL, 145.19 0.26 145.03 144.49 145.17 144.12 142.25 143.98
AUC 0.81 0.82 0.81 0.81 0.81 0.82 0.83 0.82

Notes: In the table *,** and *** denote the statistical significance of the estimated
coefficients using robust standard errors at 10%, 5% and 1% significance levels.

Abbreviations of variables can be found in Appendix C.

In general, the models performing well in 6-month forecast horizon, yield also the highest
goodness-of-fit criteria values in longer forecast horizons. Adding the dynamic component to the
models clearly improves the AUC and adjusted pseudo-R? values in 6-month forecast horizon. The
coefficient of the dynamic component is statistically significant at the 5% significance level in all
models. The coefficient is also of the expected sign. The positive sign indicates that recession
at present period increases the risk of a recession in the future. However, at the longer forecast
horizons the sign remains positive but coefficients become statistically insignificant. This is in line
with the results of Christiansen et al. (2014). Even if the dynamic model yields better AUC-values
in 6 month forecast horizon, it is worth noting that the values of the binary indicator y; are known
within a delay. Thus in real-time forecasting the use of the dynamic probit model is problematic,
especially if the delay is substantial as in the case of NBER.

Pseudo out-of-sample results confirm that multi-predictor models outperform the single-
predictor models (tables 7 & 11). Highest AUC-values are obtained when dynamic extension is
allowed. However, it is interesting to note that the model number 2, consisting only of three vari-

ables, performs again rather well especially in 6 month forecast horizon.
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Table 11: Out-of-sample results from multi-predictor models.

Forecast horizon:

6 months 9 months 12 months
Model number AUC AUC AUC
1 0.83 0.77 0.71
2 0.90 0.81 0.73
3 0.88 0.80 0.74
4 0.83 0.77 0.72
5 0.90 0.81 0.73
6 0.92 0.83 0.74
7 0.92 0.84 0.76
8 0.92 0.82 0.74

Notes: Since adjusted pseudo-R? can take negative values in
out-of-sample estimation, only the AUC-value is

represented as a goodness-of-fit measure.

5.5 Recession Probabilities in 1989-2019

Figures 3—4 represent the recession probabilities based on probit model including either term spread
(TSFI), consumers expectations (CONS_GEN _FI) or multiple predictors (model number 8 in table
829) together with the recession periods between 1989M6-2019M3. Term spread turned to negative
before the great recession in 1990’s and before the financial crisis in 2008 causing the recession
probabilities to increase timely. Instead, during the two euro crises in 2010’s, the probabilities
based solely on term spread probit model stay at a very moderate level. Probabilities between
20-25% are usually considered as a threshold of a weak recession signal, and the model containing
only a spread does not give even a weak signal before euro crises. Term spread model obtains its
highest value in 2010’s in Octover 2015, six months after the last part of euro crisis actually ended
and the Euro Area was recovering slowly.

Probit model based solely on consumers expectations of the general economic situation in Finland
gives high probabilities before the first part of euro crisis in 2011 performing even better than the
multi-predictor model. Both spread and consumers expectations based model give false positive
recession signals during the tech bubble. It is worth noting that the model based on expectations
gives weak signals nearly all the time between tech bubble and the financial crisis.

Multi-predictor model yields generally more accurate probabilities compared to single-predictor
models. The fitted probabilities are low during the expansion periods apart from few exceptions
like the tech bubble. The shortcoming of this multi-predictor model is that it does not induce high
enough probabilities at the beginning of the euro crises, unlike the model based solely on consumers
expectations. The fitted probability at the beginning of the first part of euro crises is only 8%.
However, the fitted probabilities for the following months increase quickly and after three months

they are already above 60%.

29Some other multi-predictor model could have been considered here, since the fitted probabilities with 6 month

forecast horizon are quite identitical between models 6, 7 and 8.
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Figure 3: Recession probabilities (in-sample) based on term spread and model number 8 with 6-

month forecast horizon.
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Figure 4: Recession probabilities (in-sample) based on consumers expectations and model number

8 with 6-month forecast horizon.

5.6 Employing shadow rates to probit models

In previous sections the analysis finds that a probit model with the term spread successfully gives
high probabilities before the great recession and the financial crisis, but on the other hand, fails
to predict the euro crises. The model also gives weak recession signals after the crises actually
ended and Finland as well as the Euro Area were slowly recovering. One reason for this may be
the quantitative easing programme started by European Central Bank and in particular the low
interest rate environment. New monetary instruments such as large asset purchases have influenced

the term spread and its components (see, for example, Wu & Xia, 2016; Kortela, 2016 and Kortela
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& Nelimarkka, 2020 for more discussion). Hence, the original term spread in Euro Area countries
may not have the same interpretation it had before the zero lower bound era, as discussed by Fendel
et al. (2018).

To restore the predictive ability of term spread, Fendel et al. (2018) suggest to use the modified
term spread instead of a basic spread. They estimate the modified term spread by replacing the
3-month euribor rate by a 3-month shadow rate of Wu & Xia (2016) from November 2013 onwards3C.
This modified term spread is showed to predict the Euro Area recessions defined by CEPR better
than the original spread, since it can succesfully predict the start of euro crises.

In this article, we follow Fendel et. al (2018) by modifying the original term spread. We use
the 3-month shadow rate estimated by Kortela (2016) and modify the original spread in two ways.
First, we replace the 3-month euribor rate by a shadow rate from November 2013 onwards as Fendel
et al. Second, we replace the euribor rate from May 2015 onwards, i.e from the first month when
the 3-month euribor rate was actually below the zero. As in previous sections, we employ the data
sample starting from December 1988 and ending to March 2019.

The in-sample findings from the single-predictor models are represented in table 12 whereas the
out-of-sample results are presented in table 13. Both modified term spreads yield higher goodness-
of-fit criteria values than the original spread. The increase in AUC-values is considerably notable for
all examined forecast horizons. The second modified term spread produces better criteria values for
6 and 9 month forecast horizons, but slightly worse values in the longest horizon. The out-of-sample

results confirm the in-sample findings.

Table 12: In-sample results from term spread models.

Forecast horizon: 6 months

Variable Coefficient ps.R?> adj.ps.R> BIC logL AUC
TSFI_10y_3m -0.68™** 0.28 0.28 148.30 142.42 0.78
Modified spread 1  -0.66™"* 0.30 0.30 143.89 138.01 0.81
Modified spread 2  -0.73*** 0.33 0.33 138.97 133.09 0.83
Forecast horizon: 9 months

TSFI 10y 3m -0.59™ 0.24 0.24 154.17 148.29 0.77
Modified spread 1  -0.61*** 0.29 0.28 146.22 140.35 0.82
Modified spread 2 -0.63*** 0.29 0.29 145.85 139.98 0.82
Forecast horizon: 12 months

TSFI_10y_3m -0.47* 0.18 0.18 165.49 159.62 0.74
Modified spread 1  -0.51*** 0.22 0.22 157.17 151.31 0.79
Modified spread 2  -0.51"** 0.22 0.21 158.44 152.58 0.78

Notes: In the table *,** and *** denote the statistical significance of the estimated

coefficients using robust standard errors at 10%, 5% and 1% significance levels.

30Fendel et al. (2018) argue that from November 2013 ECB showed signs of downward rigidity of monetary policy

by lowering the main refinancing rate to 0.25%.
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Table 13: Out-of-sample results from term spread models.

Forecast horizons

6 months 9 months 12 months

Variable AUC AUC AUC
TSFI 10y 3m 0.69 0.68 0.62
Modified spread 1 0.77 0.78 0.73
Modified spread 2 0.79 0.78 0.71

Notes: Since adjusted pseudo-R? can take negative values in
out-of-sample estimation, only the AUC-value is
represented as a goodness-of-fit measure. AUC-values

are calculated from the sample 2000M6-2019M3.

However, even the modified spreads cannot predict the start of the first part of euro crises in
Finland, as depicted in figure 5. Thus the increase in all goodness-of-fit criterias is not due to the
better ability of modified spread to predict the recession periods but instead the expansion periods.
The estimated recession probabilities after euro crises are notably lower in the modified spread

model than in the original model which can be considered as an advantage.
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Figure 5: Recession probabilities (in-sample) based on term spreads with 6-month forecast horizon.

In table 14 are represented the in-sample results of multi-predictor model (model number 8)
with the original term spread and the modified term spread. Out-of-sample results are tabulated
in table 15. Findings based on in-sample and out-of-sample estimation indicate that the model
including the revised spread produces more accurate forecasts compared the original model, though
the differences are very subtle. It seems that multicollinearity or overfitting becomes problem in the
longer forecast horizons, since the signs of recession indicator and stock returns change. In figure 6
are described the in-sample recession probabilities from multi-predictor models using the 6-month
forecast horizon. Fitted probabilities differ only after the last recession period in a way that a model

employing the modified term spread produces lower probabilities at the expansion era.
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Table 14: In-sample results from multi-predictor models including shadow rates.

Forecast horizon:

6 months 9 months 12 months
Variable Coefficients
Constant -1.13**  -1.04**  -0.73"** -0.61™*" -0.59™** -0.47""
TSFI 10y 3m -0.53"** -0.44™** -0.36™**
Modified spread 2 -0.54™** -0.477* -0.41***
CONS_GEN_FI  -0.06"* -0.06"* -0.04™** -0.04"" -0.04™*  -0.04™**
CTRC _EE FI -0.01 -0.01 -0.001 -0.001 -0.001 -0.001
OMX HEL LD -1.75 -1.78 -0.63 -0.60 0.59 0.64
REC 1.20** 1.14** 0.51 0.44 0.07 -0.01
ps.R? 0.58 0.59 0.37 0.39 0.26 0.29
adj.ps.R? 0.57 0.59 0.37 0.39 0.25 0.28
BIC 103.66 101.59 142 138.31 161.57 157.30
logLL 86.02 83.95 124.39 120.69 143.98 139.71
AUC 0.94 0.94 0.88 0.89 0.82 0.83

Notes: In the table *,** and *** denote the statistical significance of the estimated
coefficients using robust standard errors at 10%, 5% and 1% significance levels.

Abbreviations of variables can be found in Appendix C.

Table 15: Out-of-sample results from multi-predictor models.

Forecast horizons

6 months 9 months 12 months

Model number AUC AUC AUC
8, includes TSFI 10y _3m 0.92 0.82 0.74
8, includes modified spread 2 0.93 0.86 0.79

Notes: Since adjusted pseudo-R? can take negative values in
out-of-sample estimation, only the AUC-value is
represented as a goodness-of-fit measure. AUC-values

are calculated from the sample 2000M6-2019M3.
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Figure 6: Recession probabilities (in-sample) based on multi-predictor models employing term

spreads with 6-month forecast horizon.
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6 Conclusion

This paper has reviewed the literature on recession forecasting with probit models. According to
the review, which contains 25 articles and working papers, several financial and sentiment based
variables are useful predictors of recession periods. Term spread seems to be a dominant predictor
especially for the U.S recession periods, but its most accurate forecast horizon remains unclear.
Several studies argue that the best results are obtained with the longer forecast horizons, typically
3 or 4 quarters ahead or 9 to 12 months ahead. However, the predictive power contained in term
spread varies between countries. Business cycles in Japan, Netherlands and UK are especially
difficult to predict with a model solely based on term spread. The predictive power of the spread
seems to have also decreased in Euro Area countries after the euro crisis.

According to the review, various studies show that sentiment based variables, credit variables
and other financial variables such as stock returns contain additional predictive power over the term
spread. In addition, extended models outperform the basic static probit model. However, it remains
unclear which extension yields the most accurate predictions, since the research results are mixed
depending the data sample and employed variables.

One of the advantages of probit models is that they can be estimated by using monthly data.
Typical predictors such as term spread, stock returns and confidence indicators are quickly available
after the turn of the month, which is very useful, especially at the time of economic crisis. From this
point, we have also presented an empirical illustration of probit models by predicting the monthly
Finnish business cycle. We have established the Finnish chronology of expansion and recession
periods and conclude, that there has been four separate recession periods in Finland in 1988-2019.

In this paper, we have applied the standard static probit model and its dynamic extension
to forecast the Finnish business cycle states. Based on both in-sample and pseudo out-of-sample
estimation results, various classical predictors, such as the term spread and confidence indicators,
are useful in predicting recession periods of Finland. Our results are thus in general in line with
the earlier studies, especially with those concerning Euro Area countries. The best single-predictor
model uses data on consumers expectations of the general economic situation in Finland. Other
sentiment based variables like the general economic sentiment index and employment expectations
of construction perform also well. Dividend yields and 12-month stock returns of OMX Helsinki are
the most useful financial variables. Term spread predicts correctly the first two recession periods
in Finland, but does not capture the start of the euro crises unlike the model based on consumers
expectations. Thus we conclude that the power of the term spread has decreased in Finland after the
start of new monetary instruments, such as quantitative easing programme and forward guidance
by the European Central Bank. This result is also in line with previous studies concerning Euro
Area countries. Finally, we conclude that the multi-predictor models yield more accurate results
and the dynamic extension outperforms the static model.

The results of this study can be extended in many ways. Data richer probit models, such as
factor-augmented probit model, could be applied. It would be also interesting to investigate how
recession probabilities are transmitted from other countries to Finland as Finland is a small open
economy heavily influenced by the fluctuations in global economy. Since consumers expectations
seem to have a large role in predicting Finnish business cycle, a Finnish economic policy uncertainty

index could be constructed and test whether it has predictive power.
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Appendix A Maximum Likelihood Estimation of Probit Models

According to the properties of Bernoulli distributed random variables, y; follows a conditional

Bernoulli distribution, indicating that

pe=Pi1(yr = 1) = &(my)
1l—p=P_1(yy =0)=1—P(m),

where P signifies the conditional probability given the information set €;_;3'. Thus, the conditional

probability density function for observation y; is

fie1(ye) = Fud Q1) = ()Y (1 — (my)) ¥

Let us assume that we have observed the sample denoted by y = (y1,...,yr) and that the initial

value g is also available. Then the joint conditional probability density function is

T
fer (W) = (s yrl Q) = [ [ £ el Q)
t=1
Let us define the parameter vector § = [w  a §1]. Then the log likelihood function, conditional on

initial values, has the form

T T

10) =Y 1(0) =Y _lyslog(®(m(6))) + (1 — y¢) log(®(m(6)))],
t=1 t=1

where 7:(0) is given by (5) or some of its restricted versions. When equation (5) or (6) is used as
m(0), a choice for the initial value m is needed. Kauppi & Saikkonen (2008) suggested that this
initial value is chosen by a formula that can be interpreted as an estimate of the unconditional mean
of m;. For example, in the case of the model (5), they set 7o = (w + 017+ z;_,.8)/(1 — a1).

The maximization of the log likelihood function is a nonlinear optimization problem that can
be carried out by using standard numerical methods, such as the BFGS algorithm. The maximum

likelihood estimate § solves the first order condition s(f) = 0, where s(6) is a score function

LAl < 1 0d(m) 1 9d(m)
o0 = %507 =3 (e a0+ 0~ Vg a0

31The information set depends on the model spesification. For example, in the case of a model (6), the information
set is Q¢—1 = {(7¢, xe—p, k > 1)}
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Appendix B  Forecasting Procedures of Probit Models

Kauppi & Saikkonen (2008) have proposed two methods, "direct” and "iterative”, to calculate mul-
tiperiod forecasts of probit models. Here a brief review is given to cover the basic idea of these
procedures.

In a mean square sense, an optimal h-period forecast of y; based on information at a time t — h
is given by the conditional expectation Fy_p(y:) = P;—p(y: = 1). By the law of iterated conditional
expectations Fy_p(yt) = Ep—p(®(m;)), where m; is given by the probit model spesification (i.e the
equations (3)-(6)).

Let us consider, for simplicity, the dynamic probit model. In a mean square sense, the optimal

one-period forecast at time ¢ — 1 is obtained directly from an equation
pe =Py =1) = ®(w + 2418+ d1yi-1),

where P signifies again the conditional probability. The multiperiod forecasts can be constructed
either directly or in an iterative way. In a direct approach, an optimal h-period ahead forecast at

time t — h is obtained by an equation

pe=Pplyy=1) = ®(w+z,_1B + S191—1), 9)

assuming that k,1 > h so that the lagged values are known at time t — h 32. It has been common
to choose the lag orders k£ and [ in a way, that the most recent values of the explanatory values and
the recession indicator are employed. For example, Dueker (1997) applied the above model with
selection k = [ = h and Estrella & Mishkin (1998) applied the static probit models with a choice
k = h. However, Kauppi & Saikkonen (2008) have argued that the most recent values may not be
the most optimal and instead, the lag orders should be selected by statistical procedures.

In direct approach, the optimal h-period ahead forecasts can be obtained for one value of h at
a time. In iterative approach, the lag order of the recession indicator does not need to be related
to forecast horizon. Let us consider, for simplicity, again the dynamic probit model and the case

h = 2. By using the one-period model iteratively and assuming k& > 2 one obtains
Ero(yt) = Z P o(yi—1)®(w + x4 1.8 + d1yi-1),
y:+—1€0,1

where the conditional probability P is given by
Pioa(y1) = ®(w+ 2y 18+ 01yr2)" ! X [1 = ®(w +xf_p 1 B+ 61y—a)]' L

Thus the iterative forecast takes into account the two possible paths through which the economy
can enter the recession in two period’s time. Either the economy is in a recession at time t — 1 or
it is not. Naturally, when forecast horizon h > 2, the amount of possible paths is larger and the

explicit formulas become more complicated.

32In practise, when recessions are predicted, one must note that that the values of some explanatory variables as

well as the value of the binary indicator y: are known with a delay.
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Appendix C List of Variables

The following table lists the used variables, their abbreviations and possible transformations.

Table 16: Considered predictive variables.

Variable Abbreviation Transformation
Binary Indicator, 1 if economy is in recession at time ¢ and 0 if not REC no transformation
Interest rates and spreads

Term spread between the yield of Finnish government bond with

maturity of 10 years and 3 month euribor rate TSFI_10y_3m no transformation
Term spread for Germany TSGE 10y 3m no transformation
The yield of Finnish government bond with maturity of 10 years FI 10y D difference

3 month Euribor rate (Helibor Rate until 1999) FI 3m D difference

Prices

Consumer Price Index of Finland (1990=100) FI_CPI log

Production Price Index of Finland (1949=100) FI PPI log

The price of euro in US dollars (prior 1999 markka) EURUSD_ D difference

Brent Crude Oil Price BR_OIL log
Building-based

Building Cost Index of Finland (1980=100) FI_BCI log

Building Permits (housing permits) in Finland (1000m3) FI BP log

Financial
OMX Helsinki Price Index, 1-month returns

OMX Helsinki Price Index, 12-month returns

OMX_ HEL LD
OMX_HEL_LDI2

log-difference

log-difference, 12 lags

DAX Price Index DAX LD log-difference
S&P500 Price Index SP500 LD log-difference
Average dividend yield in DAX DAX DY M demean

Average dividend yield in S&P500 SP500 DY M demean
Sentiment-based

Euro Zone Business Climate Indicator BCI_EUR no transformation

Furo Zone Business Climate Indicator, difference

IFO Business Climate Index, Germany, 2015 = 100, YoY
Economic Sentiment Index, EU countries

Economic Sentiment Index, Euro countries

Economic Sentiment Index, Finland

Economic Sentiment Index, EU countries, YoY

Economic Sentiment Index, Euro countries, YoY

Economic Sentiment Index, Finland, YoY

Construction Confidence (CC) Indicator, Finland
Construction Confidence (CC) Indicator, Finland, difference

Construction confidence: Employment Expectations

over the next 3 months, Finland

Construction Confidence: Employment Expectations

over the next 3 months, Finland, difference

Construction Confidence: Evolution of the current

overall order books, Finland

Construction Confidence: Evolution of the current

overall order books, Finland, difference
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BCI_EUR_DI2
IFO_GER_YOY
ESI_EU M
ESI_EUR_M
ESI_FI_M
ESI_EU_YOY
ESI_EUR_YOY
ESI_FI_YOY
CRTC_FI
CRTC_FI_DI2

CRTC_EE_FI

CRTC_EE_FI_ D12

CRTC_EC_FI

CRTC_EC_FI_DI2

difference, 12 lags
Year-Over-Year Change
demean

demean

demean
Year-Over-Year Change
Year-Over-Year Change
Year-Over-Year Change
no transformation

difference, 12 lags

no transformation

difference, 12 lags

no transformation

difference, 12 lags



Considered predictive variables (Table 16 continues).

Variable Abbreviation Transformation

Industry Confidence: Employment Expectations

over the next three months, Finland IND_EE_FI no transformation
Industry Confidence: Employment Expectations

over the next three months, Finland, difference IND EE FI D12 difference, 12 lags
Industry Confidence: Assessment of order-book

level, Finland IND AO _FI no transformation
Industry Confidence: Assessment of order-book

level, Finland, difference IND_AO_FI_D1i2 difference, 12 lags
Industry Confidence: Production Expectations

over the next 3 months, Finland IND PE FI no transformation
Industry Confidence: Production Expectations

over the next 3 months, Finland, difference IND PE FI D12 difference, 12 lags
Consumer Confidence: General Fconomic Situation

over the next 12 months, Finland CONS_GEN_FI no transformation
Consumer Confidence: General Economic Situation

over the next 12 months, Finland, difference CONS_GEN_FI D12 difference, 12 lags
Consumer Confidence: Unemployment expectations

over the next 12 months, Finland CONS_UE_FI no transformation
Consumer Confidence: Unemployment expectations

over the next 12 months, Finland, difference CONS_UE_FI D12 difference, 12 lags
Consumer Confidence: General Economic Situation over

the last 12 months, Finland CONS_GENO_FI no transformation

Consumer Confidence: General Economic Situation
over the last 12 months, Finland, difference CONS_GENO_FI_D12 difference, 12 lags

Data sources: Reuters (interest rates and spreads), Statistics Finland (consumer and production price indices),
Deutsche Bérse (oil price, euro-dollar price, DAX price index & dividend yield), Bank of Finland
calculations (building variables), NASDAQ OMX Helsinki (OMX Helsinki price index),
Standards & Poor (S&P500 price index & dividend yield), Eurostat (sentiment variables
excluding the IFO index), Ifo Institute for Economic Research (IFO index).
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Appendix D In-Sample Results

Table 17: The rest in-sample results from single-predictor models.

Forecast horizon: 6 months

Variable Coefficient ps.R? adj.ps.R? BIC logL AUC
FI 10y D 0.11 0 0 198.46 192.58 0.50
FI 3m D 0.06 0 0 198.46 192.58 0.47
FI CPI -0.17 0 0 198.47 192.59 0.53
FI_PPI 0.18 0 0 198.49 192.61 0.52
FI_BCI 0.53 0 0 197.70 191.82 0.49
EURUSD_ D -2.08 0 0 197.97 192.09 0.52
DAX LD -2.46" 0.01 0.01 196.44 190.56 0.57
SP500 LD -3.53" 0.01 0.01 196.50 190.62 0.56
BCI_EUR -0.08 0 0 197.82 191.94 0.58
ESI EU M -0.02* 0.03 0.03 193.30 187.42 0.66
ESI EUR M -0.02" 0.03 0.03 193.50 187.61 0.65
ESI_EU_YOY -0.03*** 0.09 0.08 183.19 177.31 0.71
ESI EUR_YOY -0.03*** 0.09 0.08 183.15 177.27 0.71
CTRC_FI -0.01*** 0.10 0.09 181.44 175.56 0.71
CTRC_EE_FI D12 -0.02"** 0.16 0.15 170.43 164.55 0.75
CTRC_EC_FI -0.01 0.02 0.02 194.63 188.75 0.58
IND EE FI -0.02** 0.07 0.06 186.59 180.71 0.62
IND AO_FI D12 -0.01%** 0.08 0.08 183.47 177.59 0.72
IND PE_FI_DI12 -0.01* 0.06  0.06 186.91 181.03 0.66
CONS_GEN_FI D12 -0.02 0.03 0.03 193.55 187.67 0.62
CONS_UE_FI D12 0.02** 0.09 0.09 181.76 175.88 0.71
CONS_GENO_FI -0.03"** 0.26 0.26 150.69 144.81 0.84

Notes: In the table *,** and *** denote the statistical significance of the estimated

coefficients using robust standard errors at 10%, 5% and 1% significance levels.
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Table 18: The rest in-sample results from single-predictor models.

Forecast horizon: 9 months

Variable Coefficient ps.R? adj.ps.R? BIC logL AUC
FI 10y D 0.07 0 0 197.71 191.84 0.51
FI 3m D 0.24 0.01 0 196.71 190.83 0.55
FI_CPI -0.36 0 0 19746 191.59 0.54
FI_PPI 0.17 0 0 197.70 191.83 0.52
FI_BCI 0.48 0 0 197.05 191.17 0.49
EURUSD_ D -0.05 0 0 197.74 191.86 0.49
DAX LD -1.90 0.01 0 196.50 190.63 0.55
SP500 LD -2.88 0.01 0 196.41 190.54 0.55
BCI_EUR 0.11 0.01 0 196.57 190.70 0.52
ESI EU M -0.001 0 0 197.54 191.67 0.57
ESI EUR_M -0.001 0 0 197.58 191.71 0.56
ESI EU_ YOY -0.02** 0.05 0.04 189.65 183.78 0.66
ESI_EUR_YOY -0.02** 0.04 0.04 189.85 183.98 0.66
CTRC_FI -0.01" 0.03 0.03 192.03 186.15 0.61
CTRC_EE_FI D12 -0.02*** 0.11 0.11 177.60 171.72 0.72
CTRC_EC_FI -0.001 0 0 197.66 191.78 0.48
IND EE FI -0.01 0.02 0.01 194.70 188.82 0.53
IND AO_FI D12 -0.01%** 0.07 0.07 185.09 179.22 0.72
IND PE FI D12 -0.02** 0.04 0.04 189.96 184.09 0.66
CONS_GEN _FI D12 -0.02 0.03 0.03 192.40 186.53 0.63
CONS_UE_FI D12 0.02* 0.04 0.04 190.00 184.13 0.65
CONS_GENO_FI -0.02"** 0.14 0.13 173.34 167.47 0.76

Notes: In the table *,** and *** denote the statistical significance of the estimated

coefficients using robust standard errors at 10%, 5% and 1% significance levels.
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Table 19: The rest in-sample results from single-predictor models.

Forecast horizon: 12 months

Variable Coefficient ps.R? adj.ps.R? BIC logL AUC
FI 10y D 0.32 0 0 196.30 190.43 0.56
FI 3m D 0.19 0.01 0 196.30 190.44 0.57
FI_CPI -0.60 0 0 196.19 190.33 0.55
FI_PPI 0.04 0 0 196.94 191.07 0.51
FI_BCI 0.39 0 0 196.50 190.64 0.48
EURUSD_ D 1.48 0 0 196.68 190.81 0.54
DAX LD -0.41 0.01 0 196.88 191.02 0.51
SP500 LD 0.20 0 0 196.93 191.07 0.50
BCI_EUR 0.27" 0.03 0.03 190.84 184.98 0.61
ESI EU M 0.01 0.01 0 196.04 190.17 0.52
ESI EUR_M 0.01 0.01 0 195.93 190.06 0.52
ESI EU_ YOY -0.02 0.02 0.02 193.22 187.36 0.61
ESI_EUR_YOY -0.02 0.02 0.02 193.41 187.55 0.60
CTRC_FI -0.001 0.01 0 195.71 189.84 0.53
CTRC_EE_FI D12 -0.02*** 0.10 0.09 179.84 173.97 0.70
CTRC_EC_FI 0.001 0 0 196.16 190.30 0.57 T
IND EE FI -0.001 0.02 0.01 196.88 191.01 0.46
IND AO_FI D12 -0.01** 0.05 0.04 188.64 182.77 0.69
IND PE FI D12 -0.01* 0.03 0.02 192.05 186.19 0.62
CONS_GEN _FI D12 -0.02 0.03 0.03 190.84 184.97 0.62
CONS_UE_FI D12 0.01 0.02 0.02 193.11 187.24 0.60
CONS_GENO_FI -0.02*** 0.07 0.06 185.03 179.16 0.69

Notes: In the table *,** and *** denote the statistical significance of the estimated

coefficients using robust standard errors at 10%, 5% and 1% significance levels.
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