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Bringing 
Context back 
into privacy 
regulation and 
beyond 
About limitation on purpose 
as an (old) response to (new) 
data challenges

Karoline Krenn

Introduction

At the core of early privacy debates were state 
records, corporate records or survey data. The 
advancement of information technologies ex-

tended the availability of data. New technologies me-
diate many aspects of modern life and, thereby, enable 
data to be circulated. They provide access to very dif-
ferent types of data from very different 
sources. Along with that goes a strong 
power asymmetry between the indi-
vidual users and the organizations in-
volved in the industrial processing of 
data. The digital economy builds on 
access to individual data as fuel for its 
derivative operations, and government 
authorities respond with different di-
rectives to balance these asymmetries 
and protect the rights of citizens. The regulation of 
privacy reflects both a national and a supranational 
protective approach towards information infrastruc-
ture. 

In response to the challenges in the digital age, 
public and private bodies introduced a set of privacy 
principles aimed at protecting individual rights. In 
1980, the OECD formed the first internationally 
agreed-upon statement of core privacy protection 

principles, which were taken up and developed fur-
ther by many governments and organizations (OECD 
2011). By 2011, the International Organization for 
Standardization (ISO) had also published a privacy 
framework. The European Union Directive 95/46/EC 
from 1995 was the first serious attempt to implement 
privacy principles in a supranational regulatory frame-
work. The first European Data Protection Law, the Eu-
ropean General Data Protection Regulation 2016/679 
(GDPR),1 which has been in force since May 2018, is 
the EU’s first comprehensive response to the challeng-
es to privacy. It makes the common regulatory frame-
work directly binding and mandatory and conse-
quently more coherent for the member states.2 

The core of all sets of privacy principles is limit-
ing the collection, processing and storage of personal 
data to lawful and fair practices (OECD 2011). To 
those principles belong the specification of purposes 
for which personal data is collected (“specification of 
purpose principle”) and the limitation of use to these 
purposes (“limitation of use principle”). The former 
states that the purpose of the information must be 
stated explicitly and the latter stipulates that data can-
not be used for purposes other than those specified, 
except with informed consent or by the authority of 
law. The “data quality principle” concerns the accuracy 
and completeness of data. The “security and safeguard 
principle” points to the safety of data against unautho-
rized use. The “openness principle” requires transpar-
ency about developments, practices and policies with 
respect to personal data. The “individual participation 
principle” demands individual access to and the ability 
to challenge one’s own data. And finally, the “account-
ability principle” expresses the operator’s responsibili-
ty to comply with these principles. To a large extent 
these principles overlap between frameworks, al-

though their semantics and combination vary. With 
regard to their structure there has been little attempt 
so far to address how these principles relate to one an-
other and what principle should be applied first. 
Auditing methods for privacy protecting systems do 
prioritize specification of purpose, but without much 
explanation (Makri and Lambrinoudakis 2015).

In this article I will focus on the limitation on 
purpose principle (LoP). In the GDPR, the “principle 

Karoline Krenn is sociologist and researcher at the Fraunhofer Institute of Open 
Communication Systems (FOKUS) in Berlin. She is currently working on challenges of 
digital societies such as data sovereignity and privacy, the socio-economic dimensions 
of socio-technical design, and data methodology. She is the editor of “Markets and 
Classifications. Categorizations and Valuations as Social Processes Structuring Markets”, a 
Special Issue of Historical Social Research 42(1) (2017). karoline.krenn@fokus.fraunhofer.de 



economic sociology_the european electronic newsletter Volume 21 · Number 1 · November 2019

44Bringing Context back into privacy regulation and beyond by Karoline Krenn

of purpose limitation” unifies two other principles: the 
“specification of purpose principle” and the “limita-
tion of use principle”. In the following I will neither 
give a detailed account of how LoP operates in prac-
tice nor how it interacts with other principles. What I 
will do is to argue why LoP is particularly apt to re-
spond to privacy challenges and what we can learn 
from the German debate about the impact of LoP. The 
purpose of data is an overall defining criterion con-
tained within several principles such as specification 
of purpose, collection of data, as well as limitation of 
use. LoP is frequently singled out as an especially im-
portant principle, although it presents challenges in 
practice (Bygrave 2014). There are three particular 
reasons why I focus on limitation on purpose. First, it 
is particularly apt to define information domains 
avoiding the public-private distinction, which charac-
terizes many privacy debates (Pohle 2015). This is par-
ticularly relevant with regard to online data for which 
it is often hard to tell if it is private, public, or both at 
the same time. Second, purpose refers to the context 
of data generation, which has relevant implications for 
the interpretation of what we can learn from data. This 
brings me to my third reason. De-contextualization 
generates a specific uneasiness because of the wide-
spread use of data for (automated) decision-making 
by government agencies and businesses. A strong 
skepticism towards decision processes based on se-
lected pieces of decontextualized information (“the 
data shadow”) already characterized the European Di-
rective of 1995 (Mendoza and Bygrave 2017). The par-
tiality and shallowness of such decisions were consid-
ered as dehumanizing and making fully automated 
decisions was forbidden. 

LoP has been implemented in German regula-
tion since 1971 and has shaped the European debate 
since then (Pohle 2018). Reaching back to the 1970s, I 
describe the “context turn” in the German debate and 
how it influenced LoP. The debate shows that bringing 
context back in, first, shapes the understanding of pri-
vacy, and, second, provides a methodological criterion 
for data accuracy. This focus is also reflected in the lit-
erature. Context has regained prominence as a theo-
retical framework for privacy during the last decade 
(Nissenbaum 2009), although with distinction from 
the purpose approach. Nissenbaum critizes LoP for 
having “only indexical meaning” (Nissenbaum 2015, 
291), lacking substantive criteria to specify purpose 
and leaving the protection to the controller’s discre-
tion. Recent literature addresses this critique and ex-
plores a framework for LoP from a legal viewpoint 
(Grafenstein 2018). 

This article will proceed as follows. After a dis-
cussion of the challenges in a digital society and how 
LoP responds to them, I will explain the stipulation of 

LoP within the GDPR. I then turn to the German pri-
vacy discourse and regulation of the 1970s to show 
that data context was already perceived as relevant at 
this stage of information technology. In the section on 
digital mass data I examine the methodological limita-
tions of de-contextualization. Bringing these two de-
bates together opens up an additional perspective on 
the forms LoP can take and what constitutes its 
strength to control processes of information flow. The 
final section discusses the limits of the consent re-
quirement for derogation from LoP based on recent 
cases of data repurposing.

Digital challenges 
The challenges of the digital transformation of society 
have recently received increased public attention. De-
spite promises to facilitate social participation and ad-
vance transparency, societies are witnessing increas-
ing inequalities. This has stirred debates identifying 
digitization as an actual driver of social inequality and 
rising social polarization. Initially the focus was on the 
labor market, arguing that a technology and skill driv-
en economy is favoring capital and a minority of high-
ly skilled individuals (Acemoglu 2002; Brynjolfsson, 
McAfee, and Spence 2014). The growth of tracking 
and surveillance technologies, sensor networks and 
compiled databases made information exchange a 
subject matter for critical debate. The volume of data 
generated and circulated is reaching the petabyte-scale, 
fueling various dynamics. These technologies them-
selves generate social differentiation (Gandy 2009, 
Fourcade and Healy 2013, Pasqual 2015, Poon 2016). 
New instruments for monitoring, sorting and profil-
ing affect people on multiple dimensions: They seg-
ment markets and increase social inequality. They 
force cultural and political conformity, encroach on 
the moral autonomy of the individual, and threaten 
democratic principles.

Data is used for profiling and microtargeting in 
various domains. Microtargeting has long been a 
widely applied strategy in marketing. However, the 
digital infrastructure provided by online platforms 
and mobile applications has opened up new opportu-
nities to record behavioral traces and differentiate 
consumers. It has created permanent surveillance 
(Zuboff 2019; Sevignani 2017). In addition to familiar 
market records from electronic payment data, cus-
tomer profiles or loyalty programs, recent studies il-
lustrate the extent of the tracking of basically every 
digital activity (or lack thereof) (Christl and Spieker-
mann 2016). Online participation and communica-
tion are turned into a huge profiling database. Clicks, 
likes, swipes, web searches, flows of communication 
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and geo-locations are recorded and compiled. Data 
are aggregated into categories, often designed as be-
haviorally defined risk groups, to increase efficiency 
and to predict outcomes, promising greater profits for 
commerce and protection against high-risk custom-
ers. The tech industry is driven by the prospect of 
monetizing data. However, business models that rely 
on data harvesting are most often opaque, and the 
flows of data are non-transparent to the average inter-
net user.3

These efforts to detect patterns have a downside. 
Statistical profiling of online data is not a neutral tool 
but carries biases. An experimental study using a sim-
ulation tool that measured the use of information by 
web advertising algorithms and by personalized ad 
settings showed that, if information on the gender of 
users in search of a job was included, males were sig-
nificantly more likely to receive ads encouraging 
coaching services for high-paying jobs than females 
(Datta, Tschantz, and Datta 2015). This is just one ex-
ample of how digital profiling might systematically 
discriminate. Moreover, algorithmic sorting repeats 
existing patterns. Recommender systems expose digi-
tal media users to more of the same content and re-
duce new encounters. Thereby, sorting affects social 
connections and cultural experiences. This points to 
the cultural challenge of these new technologies. 

The social effects of algorithmic sorting and 
profiling depend on the domain of application. It gen-
erates various kinds of classification situations (Four-
cade and Healy 2013). Personalized ads and special 
offers can be annoying and price discrimination may 
contradict ideas of fairness. But there is also clear in-
formational harm and inequality (Hoven 2001). The 
inclusion or exclusion from chances of market partic-
ipation such as particular job or housing offers severe-
ly impact life chances of individuals. It reinforces ex-
isting inequalities between groups. And these classifi-
cation situations generate inequalities on novel di-
mensions specific for digital technologies. These risks 
grow when data is exchanged between the private and 
public sector. China is an interesting illustration of a 
blurred interplay of those two. Its Social Credit System 
illustrates the extent to which such a punishment-re-
ward-system can be escalated (Liang et al. 2017). 
There, recorded non-conformity to rather strict social 
norms and beliefs lead to exclusion from basic public 
goods such as education or transport. 

There is also a political challenge. Unbalanced 
access to information and potential manipulation also 
conflict with the self-understanding and value system 
of a democratic society as they defy individual rights. 
Societies have to deal with new polarizations. This is 
quite obvious in the political domain where tailoring 
information encroaches on the autonomy of the indi-

vidual and threatens civil liberties and democratic 
principles (Hoven 2001). Microtargeting of potential 
voters, echo chambers in social media news feeds and 
filter bubbles pose major risks for the political opinion 
building processes. The Brexit vote and the US elec-
tions in 2016 are two of the best examples. 

These challenges intensify with the proliferation 
of intelligent homes and urban spaces equipped with 
sensors, and with administrative processes becoming 
more and more tied to complex data. Consequently, 
they require a continued debate on “good” and “bad” 
data usage. Particularly, and aggravated by data driven 
automated decision-making, patterns of inclusion and 
exclusion are likely to be even more shaped by so-
cio-technical arrangements in future digital societies. 

As diverse as these challenges are, they are in-
tensified by an unregulated repurposing of data. Infor-
mation technology makes it easy to access and to com-
bine different information sources and to compile data 
collected for different purposes and from many differ-
ent contexts. This raises a general problem in a da-
ta-driven society: How to handle the multiple future 
usages of data whose use is not restricted at the mo-
ment of collection? This problem is made worse by the 
power asymmetry between organizations servicing 
the digital infrastructure and the individuals provid-
ing data. 

The challenges in digital societies point to fun-
damental underlying conflicts of interest and values. 
The domain of information exchange is just one, albe-
it important, stage for potential conflict. Regulation 
responds to these challenges by limiting the process-
ing of data. LoP is effective in particular because it reg-
ulates repurposing. The purpose frame allows linking 
the specification of purpose at the time of collection 
with those of further processing. It connects different 
contexts of usage (Grafenstein 2018) and provides a 
criterion for appropriate data use (Pohle 2015). More-
over, LoP not only addresses civil ideals such as infor-
mational self-determination, but, due to its link to 
data contexts, it also responds substantially to the 
main social challenges: the harms to the individual 
through the mixing of information from different so-
cial contexts. This conflation is a major gateway for the 
spread of disadvantage from one social domain to oth-
ers, as has been shown for the off-label use of credit 
scores in housing and job markets (Rona-Tas 2017). 
And, as I will explain below in more detail, de-contex-
tualization of data also compromises data quality and 
the accuracy of profiling. Hence, LoP also aims at en-
suring adequate information quality and data process-
ing results. 

For sure, no single privacy principle is sufficient 
to tackle all privacy problems equally. The practical 
weight of LoP has a lot to do with its exact stipulation. 
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The more restricted its stipulation is with regard to the 
limitation to the original purpose, the higher the pro-
tection, but the options for future usages are reduced. 
The more liberal it is, the more flexibility there is, but 
also greater likelihood of inhering ambiguity with re-
gard to the interpretation of criteria for derogation. 
Theoretically, there are three variants. Its most re-
stricted form stipulates that data can be used exclu-
sively for the original purpose (variant a). The most 
liberal form explicitly excludes specific purposes and 
contexts (variant b), while the more moderate version 
formulates exceptions from the limitation (variant c). 
The GDPR, like most regulation, follows variant c. 

Limitation of purpose within  
the GDPR

The GDPR is a comprehensive supranational response 
to the challenges of balancing power asymmetries in 
digital information flow. The significance and pres-
ence of privacy rules within EU legislation is regarded 
as high compared to other countries.4 The regulation 
does not intend preventing the circulation of data, but 
aims to achieve that the flow of data does not infringe 
upon the human right of privacy and data protection 
(Nicolaidou and Georgiades 2017). The Recital 
(GDPR, Recital 1) sets out the right to protection of 
personal data as a fundamental right. Furthermore, it 
puts an ethical orientation upfront: “The processing of 
personal data should be designed to serve mankind.” 
(GDPR, Recital 4). The set of privacy principles is stat-
ed in Article 5 starting with the claim for lawful, fair 
and transparent data processing (GDPR, Article 5 
(1a)). The limitation on purpose principle comes sec-
ond. It reads as follows: “[Personal data shall be] col-
lected for specified, explicit and legitimate purposes 
and not further processed in a manner that is incom-
patible with those purposes […]” (GDPR Article 5 
(1b)). There is also a strong correspondence between 
the EU Directive from 1995 and the five other princi-
ples that follow – data minimization, accuracy, storage 
limitation, integrity and confidentiality, and finally, 
the accountability of the data controller. Nevertheless, 
privacy principles were under discussion during the 
negotiations. A leaked version of an earlier draft of the 
GDPR proposed by the European Council in which 
the vigor of LoP was undermined by providing loop-
holes for incompatible purposes exposed the uncer-
tain status of the principle (Grafenstein 2018, 31). And 
still, the stipulation of “legitimate” purposes and rul-
ing out “incompatible” data processing is an opening 
for ambiguity in practice because it can be interpreted 
differently (see also Bygrave 2014).

Article 6 specifies the operation of the princi-
ples. With regard to LoP, it is also a source of further 
practical challenges. Parts of Article 6 have been criti-
cized for their lack of coherence and lack of an objec-
tive scale to determine whether the requirements for 
circumvention of original purpose are fulfilled, and 
therefore for the absence of legal certainty (Grafen-
stein 2018). Article 6 defines the terms for a lawful data 
processing (and possibly repurposing of data) such as 
consent given by the data subject, compliance with the 
legal obligations of the controller, protection of vital 
interests of the data subject, public interest, and legiti-
mate interests of the controller or third parties (as long 
as they don’t override fundamental rights of the data 
subject). Furthermore, where processing of data is not 
based on the data subject’s consent it is assessed as be-
ing compatible with the initial purpose so long as the 
interest pursued with the change of purpose outweighs 
the risks caused by it. Here, the GDPR allows member 
states to introduce specific provisions for some of those 
terms to adopt the application of the rule. 

In general, the very fact that the member states 
came to an agreement is regarded as a strong signal 
that Europe is seeking a balance of responsibility be-
tween civil society, market and state (Dijck, Poell, and 
Waal 2018). Nevertheless, a year after the enactment 
of the GDPR, evaluations differ substantially between 
different groups. Enterprise lobbyists point to eco-
nomic barriers. Data protection advocates indicate 
loopholes. For example, legal uncertainty in electronic 
tracking and profiling and in telecommunication ser-
vices provided across IP networks (over-the-top tele-
communication), predominantly the internet, is re-
ported (Schaar and Dix 2019).5 And EU authorities 
lament the slowness of corporate compliance, the fra-
gility of enforcement of the rules and the variation in 
the implementation by the member states.6 Stricter 
rules on what constitutes freely given informed con-
sent and the active enforcement of transparency over 
the extent of data collection are called for in particular. 

However, the overall aim of protecting EU citi-
zens from privacy breaches is generally accepted. 
Moreover, by mobilizing its regulatory capacity the 
EU shapes policy choices and makes other countries 
adjust to privacy rules so as to participate in its mar-
ket. Beyond sanctions and incentives, the European 
stance on privacy is becoming, as Giovanni Buttarelli, 
the European Data Protection Supervisor put it, the 
gold standard and raising the level of privacy protec-
tion on a global scale. For instance, the California state 
government passed the Consumer Privacy Act (CCPA) 
at the end of 2018, copying many aspects of the GDPR; 
several other states are working to introduce privacy 
laws, and calls on US senators to adopt these on the 
federal level have become louder.7
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The German debate – Limitation 
on purpose as safeguard to privacy
The limitation on purpose principle has a noteworthy 
history for social scientists in the privacy field. The 
first recorded mention can be found in an expert re-
port of the New York Law Commission in 1965 that 
identifies fully informed consent as necessary for the 
revelation of private information but simultaneously 
characterizes consent as always limited to context and 
purpose (Ruebhausen and Brim 1965; see also Pohle 
2015). These ideas were carried forward in a very in-
fluential period in the German data protection debate 
during the 1970s. The marking of a nexus between pri-
vacy and context and the embedding of consent in a 
purpose frame were at the core of that debate.8

Recent literature illustrates the complexity of 
the debate, resulting in different constructions of pri-
vacy (Pohle 2018). Far from following a single line of 
argument, the German debate was characterized by a 
lasting struggle over the accurate definition of the so-
cial good to be protected and over the related reason-
ing over phenomena and practices threatening priva-
cy. Briefly summarized, the influential juridical argu-
mentation circled around the question of which right 
or principle the right to privacy might be derived 
from.9 The interpretation of the protected social good 
moved from the idea of an individual private sphere to 
privacy as a property of shared social spaces (Podlech 
1989). Case-specific policy debates in the 1970s had a 
formative influence on leading privacy principles and 
its legal implementation. Three core positions entered 
data protection legislation during this period. Dealing 
with the design of a microcensus survey question-
naire, a judicial decision from 1969 stated that it was 
incompatible with human dignity to completely regis-
ter and catalogue a person (BVerfG 1969, 6). Secondly, 
in an advisory report for the German Home Office 
published in 1972 legal experts amplified the factual 
scope of a misappropriation rule that had been formu-
lated by the constitutional court before: Personal data 
should exclusively be processed for those purposes for 
which it had been collected (Steinmüller 1971). A de-
tail I will come back to in the discussion is that the 
advisory report regarded LoP as independent from in-
formational consent. And thirdly, in response to de-
bates in preparation of a population census, a judicial 
decision from 1983 (“Volkszählungsurteil”) legally 
implemented the right to informational self-determi-
nation. The decision declared the limitation of data 
use to its organizational context as a protective goal.

The leading discussion within this formative pe-
riod had a socio-theoretical nature. For Seidel (1970), 
who coined the idea of a right to informational self-de-

termination, the right to privacy is manifested in the 
protection of social engagements and bonds repre-
sented in data spaces. Although legal scholars such as 
Seidel dominated the debate, there was a short period 
of interdisciplinary exchange on privacy between 1972 
and 1978 (Pohle 2018). Sociologists participating in 
the debate took up context as a key concept and ap-
plied it to a definition of privacy, with reference to 
prominent theoretical schools such as symbolic inter-
actionism, role theory and social system theory. The 
claims of context-orientated sociology that social ac-
tions and expressions pointed to situations were ad-
opted by role theory in which the exchange of infor-
mation was regarded as context specific behavior. Ac-
cording to this theory, different information interests 
are regarded as tied to different functional roles. From 
this perspective, information exchange related expec-
tations contribute to the stabilization of role structures 
and the social system as a whole (Parsons 1951). 
Drawing on role theory, Müller and Kuhlmann de-
fined privacy as “the individual’s ‘visibility’ in varying 
contexts” (Müller und Kuhlmann 1972, 590). By that, 
they went beyond the common distinction between a 
private and a public sphere on which earlier privacy 
concepts were based. Pointing to the “the role-specific 
exclusivity of information” they allowed for privacy 
entitlements in public contexts (ibid, 595; see also 
Pohle 2018). Another twist was to use purpose and 
context as a looking glass to determine the sensitivity 
of data rather than the content of data (Lenk 1973; see 
also Miller 1969).

The boundedness to context was implemented 
as limitation on purpose within the German legisla-
tion. In an influential summary and interpretation of 
the debate Hoffmann (1991) argued that LoP is a pre-
requisite for informational self-determination when 
participating in public social life. He particularly 
stressed the threats of misappropriation of informa-
tion through automated data processing. The subject 
matter of protection is no longer a type of data but 
context and the purpose of use targeted by the data 
subject. In particular, privacy was understood as valu-
able not just to the individual but to the community as 
a whole (Podlech 1989). Privacy is a quality of the way 
the communal information exchange is organized. 
Therefore, a toleration of de-contextualization of in-
formation harms communal exchange in general. For 
Hoffmann LoP is an equivalent to the preservation of 
context with regard to the targeted use (Hoffmann 
1991). Therefore, LoP is regarded as the key mecha-
nism to guarantee privacy.

These arguments from decades ago still pin 
down the core problem of privacy: the appropriate 
distribution of information. The socio-theoretical turn 
to the recognition of privacy as linked to participation 
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in public social life advanced a position, which again 
appears topical for the current challenges of informa-
tion technologies. In this simplified historic reading, 
the accomplishment of purpose and context limitation 
is that they provide a criterion to keep different infor-
mation (or communication) domains separate. The 
linkage of this theorizing on data protection to the 
theory of functional differentiation opens up a per-
spective beyond domains of information (Rost 2013). 
It allows seeing privacy as construct of modern soci-
ety, an invention to justify the functional differentia-
tion of information. An information industry, which 
has an increasing potential to intrude in context em-
bedded activities and integrate and cross-reference 
data files that are deprived of context limitation, is 
making everything visible. This can be viewed as a 
somewhat newly generated “village situation” in which 
everyone knows everything about everybody else. 
However, it is not simply a regress to a pre-modern 
segmented social order because of a unique asymme-
try. The intermediating institutions themselves are be-
yond scrutiny. Compared to a platform such as Face-
book, in a village people meet at public spaces (in a 
modern village this would be the church, the pub or 
the market). The priest or the shaman might know a 
bit more than others about the villagers simply be-
cause of their roles. Compared to Google, in a village 
the stories of the villagers are recorded by the elder 
(the modern village might have a library). But all these 
positions are under public scrutiny and can be held 
accountable for what they do with their knowledge. 
The big digital platforms use their data without the 
public being privy to it. Privacy regulation balances 
this feature of the technological infrastructure. LoP is 
key for this maintenance of functional differentiation 
because it explicitly signifies the role character of in-
formation. LoP safeguards privacy and makes “the vil-
lage” a city.

How de-contextualization  
jeopardizes accuracy

Through de-contextualization contexts disappear in 
different ways. There are two types. In a first variant, 
data is moved from one realm to another. What gets 
lost here is the meaning of the data created in the orig-
inal context and shaped by its intended use. A meth-
odological critique of this problem was articulated in 
the German privacy debate. It was reasoned that mis-
appropriation of data carried the risk of distorted 
meaning. Different arguments were brought into the 
debate. One was context-related ambiguity of mean-
ing. Literature drawing on symbolic interactionism 

adjusted the focus from information to communica-
tion and argued that communication is not fully com-
prehensible when set outside its context, situation or 
social relation (Rüpke 1976). From this perspective 
privacy was to be understood as a shield against mis-
understanding and false interpretation. The literature 
investigating administrative mass data identified the 
bracketing of context of data origin as a main source 
for error (Bick and Müller 1983). 

A second form of de-contextualization concerns 
measurement and quantification. Calculative practic-
es must drop information to make cases comparable 
and to fit them into categories. Here de-contextualiz-
ing means ignoring unique or relational characteris-
tics. At the same time, the categories become essen-
tialized. It is overlooked that classifications are depen-
dent on the blurring of heterogeneity and on the en-
forcing of differences (Boltanski and Thévenot 1983, 
Zeruvabel 1991, 1996, Bowker and Star 2000), and 
that they make invisible the interventional character 
of measurement they depend on (Thévenot 1984, 
2009, Porter 1995, Diaz-Bone and Didier 2016). 

In the digital world both de-contextualizations 
tend to co-occur. Quantifying and categorizing over 
different data sources from very different contexts is 
the case for quite many digital data usages. Both vari-
ants of de-contextualization impact the accuracy of 
information to different degrees and affect the appro-
priate use of data unless they become re-contextual-
ized.

Although the debate on data accuracy and con-
text is apparently not novel, claims emerging with the 
proliferation of information technologies and big data 
methods make it highly topical (Lewis 2015, Marres 
2017). These technologies lead to a new idea of “trace-
ability” of social life, which often identifies data as 
facts. An often-cited assumption of contemporary 
data practices is that “with enough data, the numbers 
speak for themselves” (Anderson 2008). The faith in 
data can be observed in the commercial field and even 
in academia. It is the vision of computational social 
science that compiled data adequately explains the 
world and helps to achieve a comprehensive picture of 
patterns of individual and group behavior (Lazer et al. 
2009). The main objections against the “data as fact” 
claim are with reference to context (Edwards et al. 
2011). Collection and extraction of data never covers 
all information available. Usually they are themselves 
embedded in an institutional context and follow a spe-
cific purpose that determines the choices and decision 
throughout the process. This is nothing specific to dig-
ital data but is a general property of mass data (Baur 
2009). Choices and interpretations through data col-
lection are most often purpose-driven. This also means 
“different people in different contexts with different 
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goals will choose different answers as they construct 
their data models” (Shaw 2015, 3). At the same time 
data is continuously repurposed (Andrejevic and 
Gates 2014).

The powerful effect of complex mass data comes 
from the aggregation of different data sources. How-
ever, the literature increasingly points to the challeng-
es (and traps) in the way mass-produced digital data is 
processed. The key problem is veracity, namely, that 
“data are not generated from instruments and meth-
ods designed to produce valid and reliable data amena-
ble to scientific analysis” (Japec et al. 2015, 849). Data 
used and transformed into data sets starting with the 
original source and ending in data warehouses are of-
ten by-products of other processes. Here we observe 
mostly de-contextualization of type one. When data-
sets are merged a series of processes take place. Data is 
reduced, parts of data are extracted and transformed 
into new variables by cleaning, aggregating, reformat-
ting, recoding, matching records. These transforma-
tive steps rely heavily on technically complex process-
ing (data mining, algorithms) and involve a high level 
of data interpretation (Japec et al. 2015). Due to the 
underlying assumptions about data along these steps, 
which are often not systematically reflected, literature 
talks about transformation biases (Baker 2017). Trans-
formations don’t take ambiguity of meaning into ac-
count, question data validity and jeopardize accuracy. 
Other concerns question if these data actually mea-
sure natural behavior and point to the artificiality of 
platform designs. The specific configuration of soft-
ware interfaces suggests certain actions and limits 
choices (Shaw 2015). Again other methodological 
concerns touch on the representativity of data. There 
is a systematic selection bias because some parts of the 
population are simply not online (population bias). 
Also, there are most certainly “holes” in individual 
data records. The handling of missing data in complex 
databases either by imputation or fusion techniques 
also runs the risk of reducing accuracy. In survey de-
signs these common sources for error are systemati-
cally controlled for. For big data analysis they pose 
even bigger challenges (Baker 2017).

This leads us to de-contextualization of type 
two. What is relevant to data, is also relevant to the 
usage of statistical profiles. Those are based on data 
driven classifications on the assumption that digital 
infrastructures depict invisible patterns in society and 
“that we can know what people are doing in an objec-
tive manner, without biases, without lying, without 
kidding ourselves, of trying to present a different im-
age than what we are” (Barabási 2012). However data 
science has to be aware of the (natural) boundary and 
measurement fallacies (Krenn 2017) discussed above. 
The objective appearance of classifications gives them 

a strong legitimizing push for its usage. This insight is 
particularly relevant for complex mass data that also 
carries algorithmic bias (Crawford 2013). All these 
threaten the validity of data. 

From this follows that complex mass data only 
produce valid results for appropriate contexts and re-
quire complex interpretation. The collection, as well as 
the aggregation of different data sources, demand spe-
cial care to preserve data context. What kind of knowl-
edge may be gained from digital mass data is a ques-
tion that has to be discussed elsewhere. However, no 
matter what kind of data driven real world decision is 
made or how scientific data is used, safeguarding con-
text preserves the pragmatic meaning that individuals 
attach to their own behavior. In other words, LoP is 
equally a protection against misinterpretation and dis-
tortion of the pragmatic meaning of participation in 
the digital community.

Discussion
The distribution of data remains the present and fu-
ture challenge of privacy. Information technologies 
and supporting infrastructures build the substrate for 
tracking, compiling and classifying data. The design of 
these technologies and applications is highly asym-
metrical regarding the way the exchange of informa-
tion is organized and becomes comprehensible. Data 
protection regulation attempts to balance this asym-
metry and to protect the weaker party, the individual 
user, who is exposed to these technologies unless they 
abstain from participation in digital services. Looking 
back to early discussion showed that from the early 
days of the development of information technology 
LoP and context attachment have been considered as 
principles to safeguard such values as privacy and ac-
curacy. They provided an answer to the question of 
how to assess the appropriateness of data access and 
distribution. Since then de-contextualization and dis-
respect of targeted purposes mark the misappropria-
tion of data. De-contextualization and disrespect of 
purpose define a violation of privacy and as a harm to 
accuracy they present a distortion of information. 
Hence, informational norms grounded in context are 
not just only a 21st century invention (Nissenbaum 
2009), they might just still provide answers to contem-
porary challenges of informational asymmetry and be 
a valid guide for identifying privacy violations and 
false interpretations.

Pondering the implications of LoP brings us 
back to the various forms it can take. It is clear that the 
more liberal its stipulation is towards derogations 
from the intended purpose, the lower is the de facto 
level of protection. I would like to discuss this looking 
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at individual consent as basis of legitimacy for repur-
posing of data. From a theoretical viewpoint LoP is 
not necessarily intertwined with individual consent, 
as the narrative of the German debate has shown. In 
practice, consent often results in a potential loss of 
context. Let us picture this. In order to comply with 
GDPR requirements internet service providers have to 
obtain consent for data processing. In everyday prac-
tice this means that websites or apps often prompt 
data subjects to consent to quite hazy future data pro-
cessing. For instance, food delivery platforms ask us-
ers for their consent to cookies that identify which 
restaurants they like, what food they prefer and where 
and when they like to have their meals. Moreover 
these platforms prompt exchange of data with 
third-party suppliers such as social media sites to per-
sonalize information. The recent retreat of the food 
delivery service Deliveroo from Germany exposed a 
serious question: What actually happens to such data, 
obtained with consent for such imprecise purposes, 
when the company goes bankrupt? Who hinders the 
liquidators from selling it for completely different 
uses? Also, specific configurations of app permissions 
are an opening for service providers to work around 
LoP. The majority of users consent to share digital 
trace data such as geolocations, app usage and access 
to contact lists. As a recent app-study showed, users 
hardly differentiate between the different data requests 
(Kreuter et al. 2018). 

Another evocative example gives a recent report 
by Privacy International, which reveals that mental 
health websites in France, Germany and the UK shared 
information on depression with third parties (Privacy 
International 2019). This included information on 
web searches and depression test results. This is a seri-
ous privacy violation considering the impact it might 
have on profiling. In addition to undesired personal-
ized advertising, such data could seriously affect ma-
jor future decision processes in the job market or in 
other domains. For this reason, health data already 
belong to a special category within the GDPR and 
merit higher protection (GDPR, Recital 53). However, 
this targets the national health sector, and mental 
health websites are privately operated platforms. Most 
websites contained third-party elements such as track-
ing cookies or java script, making devices identifiable 
and saving data on website activities. Many of the ob-
served websites didn’t meet the GDPR standards for 
freely given, specific, informed and unambiguous 
consent with a clear affirmative action (such as a 
GDPR conform cookie banner). So, this might appear 
counterintuitive as an example of the consent require-
ment. However, as the study mentioned above showed, 
users hardly differentiate between consent requests. 
Hence, compliance might only be a part of the prob-

lem. This case also raises serious concerns about the 
qualification of consent the way it is implemented on 
most website as safeguard against overriding funda-
mental rights of individuals. Without doubt, consent 
is an important feature for information exchange. But 
it is debatable if consent alone should always be suffi-
cient for deliberately repurposing data. This story 
about mental health websites demonstrates how im-
portant the specificity and context of information ex-
change are as basic principles. In the case of mental 
health websites an exception from LoP does generally 
not appear appropriate.

Another strategy of websites is to link consent 
requests with functionality incentives. Consent be-
comes a condition of using the website’s services. 
These are just a few examples for modes of industrial 
data processing that use (more or less) informed con-
sent to repurpose data in everyday practice. Not all 
purposes for which data usage is consented corre-
spond with contextual meaning of digital traces and 
purpose. Of course, it is not always easy to determine 
what the purpose of the data is. And it is even harder 
to define once and for all what a good or bad use of 
data is. Given that almost all mass data from platforms 
or applications have to deal with this tension between 
the intended visibility of the user in an exclusive con-
text and the translation of data to other purposes, be it 
consensual or not, the discussion on implementation 
of privacy rules will continue.

Considering the potential social impact profil-
ing has on users, a more restricted form of LoP ap-
pears better qualified for balancing the power asym-
metry between organizations and the individual user. 
It is worthwhile thinking about earmarking exclusive 
purposes for data processing as a feasible option – at 
least for some information domains. Implemented in 
such a way, LoP could become an even stronger an-
chor for testing and preserving the controllability of 
data flow. It might also allow dealing with situations 
where users are not aware of providing data and their 
consent is not asked for. 

Conclusion
Many productive ideas fall into oblivion only to later 
experience a renaissance. Context appears to be just 
such an old concept that still provides answers to con-
temporary questions. The problem of participation 
and privacy in the new public informational realm is a 
contemporary challenge for the ordering of democrat-
ic societies. The strength of a context perspective is 
that it covers the distribution as well as the accuracy of 
data. Hence, limitation on purpose as the prime priva-
cy principle has the potential to cover the core matters 
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for the regulation of information infrastructures. The 
limits of the imaginaries behind LoP as principle to 
control processes of information exchange are in its 
legal (and technical) implementation. National variet-
ies show that things can be different. Any concrete 

construction of privacy has to prove its potential to 
live up to transnational demands. The GDPR provides 
a legal basis for Europe on the key principle of LoP. 
Still, its impact is limited to the conclusiveness of 
bringing context back into the everyday use of data.

Endnotes

1	 Regulation (EU) 2016/679 of the European Parliament and of the 
council of 27 April 2016 on the protection of natural persons with 
regard to the processing of personal data and on the free 
movement of such data, and repealing Directive 95/46/EC 
(General Data Protection Regulation).

2	 Sanctioning mechanisms of regulatory policies have also been 
strengthened. Breaches of the GDPR can be fined up to 4% of a 
firm or organizations’ annual global turnover, which generates a 
strong incentive for compliance. An example is the record-setting 
fine imposed on Google in January 2019 (not to be confused with 
the anti-trust fine in July 2018) by French data protection 
authorities for illegal practices on mobile devices.

3	 For example, only a minority of smartphone apps correctly 
declare data sharing policies. Privacy breaches are particularly 
serious in, for example, health apps passing on information on 
depression or smoking habits to Facebook or Google (Huckvale  
et al. 2019).

4	 There are varying explanations given. From a socio-economic 
perspective the formation of data privacy regulation was 
influenced by the interplay of domestic policies regarding the 
consumer lending sector and transnational post-war globalization 
policy activism (Trumbull 2011). Institutionalist arguments focus 
on the leading role of national privacy authorities and regulatory 
institutions (Newman 2008); from the 1970s on they promoted 
privacy concerns at the European level through networks and 
coercive power. And another strand of literature follows more a 
cultural argument, seeing privacy standards as a reflection of 
deep-seated national values (Bellman et al. 2004). A recent 
continuation of the latter is given by an assessment of European 

policies (GDPR) as a sign for the upholding of “public values in a 
connective world” (Dijck, Poell, and Waal 2018).

5	 The regulation of user tracking demonstrates the difficulties 
regarding the national implementation of the GDPR. Looking at 
Germany, there are different interpretations on the question of 
which guidelines to administer. Data protection agencies 
interpret the GDPR as overruling national law, which allows user 
tracking (Schaar and Dix 2019).

6	 The national implementation of the GDPR gives countries enough 
scope to be an obstacle to the intention of the regulation as 
criticized by Verá Jourová, the European Commissioner for Justice. 
Speech on the occasion of the first anniversary of the GDPR. 
http://europa.eu/rapid/press-release_SPEECH-19-2697_en.htm 
(Last access September 7th 2019)

7	 https://www.cnbc.com/2019/05/23/gdpr-one-year-on-ceos-poli-
ticians-push-for-us-federal-privacy-law.html (Last access Septem-
ber 7th 2019) https://www.nbcnews.com/tech/tech-news/
california-bringing-law-order-big-data-it-could-change-inter-
net-n1005061 (Last access September 7th 2019)

8	 The German debate was in turn influenced by the debate in the 
US that took a lead role in the privacy debate (Pohle 2018). 
Likewise it’s not only the German discourse that regards context. 
For instance, Brenton (1964) had already called attention to the 
risk of de-contextualization of private information through 
computer technology. 

9	 An early German source mentioned is Kohler (1880), who 
described the right to privacy as a fundamental individual right by 
the end of the 19th century. Shortly after, a first reference to 
privacy was published in the US by Warren and Brandeis (1890).
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