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Abstract

In a seminal paper, Davis and Haltiwanger (1990) demonstrate that recessions are associated with
an increase in job reallocation, at least in the manufacturing sector. The conventional view has
interpreted this as evidence of “cleansing” effects: less productive jobs are destroyed in recessions,
and resources are reallocated towards more productive uses. Thus, recessions serve to improve
allocative efficiency. This paper shows that when credit market frictions are introduced, the result
can be reversed. That is, the most efficient jobs are destroyed in recessions, resources are
reallocated towards less productive uses, and misallocation is exacerbated.
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Introduction

One of the most active areas of research in macroeconomics in recent years has centered on how
business cycles affect the allocation of resources in the economy. This research was motivated by
empirical work starting with Davis and Haltiwanger (1990) which demonstrated that recessions
are associated with more intense reallocation of jobs across plants, at least in the manufacturing
sector.! In light of these facts, macroeconomists have spent great effort in trying to understand
the reallocation process and what it has to say about the nature and welfare implications of
business cycles. The prevailing view to emerge from this research program is that recessions help
to allocate resources more efficiently across production units. In the jargon of this literature,
the increase in reallocation during recessions represents a “cleansing” of inefficient production
arrangements, which frees up resources to be used more efficiently elsewhere. This view is
conveyed, for example, in Aghion and Saint Paul (1991), Hall (1991), Mortensen and Pissarides
(1994), and Caballero and Hammour (1994, 1996). To be sure, this literature does not argue that
recessions and reallocation are inherently desirable. Clearly, recessions can be associated with
other adverse effects. Likewise, if job reallocation is socially costly, an increase in reallocation
may be inefficient despite its inherent benefits. But a common theme in this literature is that
the increase in reallocation during recessions leads to a better allocation of resources across
production units. This increase in allocative efficiency is a desirable consequence of recessions,

even though it might ultimately be offset by other considerations.?

While there is relatively little empirical work on whether recessions serve to reallocate resources
into more productive uses, the evidence that does exist is not entirely favorable to the cleansing
view. Griliches and Regev (1995) examine average labor productivity for manufacturing plants

in Israel and find only weak composition effects within industries, some of which contradict

1For a survey of the empirical literature on reallocation in the manufacturing sector, see Davis, Haltiwanger,
and Schuh (1996). For a critique on whether these results extend to other sectors, see Foote (1998).

2The idea that recessions serve to allocate resources more efficiently has an even longer standing in the
economics literature. Early examples include the ‘liquidationist’ view set forth in Schumpeter (1939) which argues
that recessions provide a disciplining force that punishes unproductive investment. More recently, the sectoral
shifts literature starting with Lilien (1982) has argued that recessions are associated with efficient reallocation,
but the emphasis in this literature has been on reallocation across sectors rather than across plants. See also
Rogerson (1987), Hamilton (1988), and Phelan and Trejos (1996).



the cleansing hypothesis. Bailey, Bartelsman, and Haltiwanger (1998) examine similar data
for the U.S. and again find weak composition effects, but these are generally consistent with
cleansing. Using an altogether different approach, Barlevy (1998a) looks at wage data from
individual workers to make inference about changes in productivity over the cycle. He finds
that recessions are more likely to shift workers into less productive rather than more productive
jobs, in contrast with the cleansing effect. For specific industries, initial work by Bresnahan and
Raff (1991) appeared to find evidence of cleansing effects in the automobile industry during the
Great Depression through the entry and exit of plants. However, they find no evidence of real-
location towards more productive plants among those plants which survive the Depression, and
in subsequent work Bresnahan and Raff (1998) question whether the automobile plants which
survived the Great Depression did so because they were more productive. Bertin, Bresnahan,
and Raff (1996) investigate the blast-furnace industry during this same time period and find

no evidence of cleansing at all.

This evidence is quite puzzling, since agents employed in relatively unproductive jobs should
have great incentive to disband and move into more productive arrangements during reces-
sions. Why is it, then, that the cleansing effect is so muted, and, if anything, less productive
jobs appear to thrive during hard times? This paper attempts to provide one answer to this
question.? In particular, it argues that the presence of credit market frictions can reverse the
cleansing effect, allowing the less efficient jobs to thrive during recessions. To show this, I
develop a general equilibrium model in which, in the absence of credit market frictions, the
standard cleansing effect arises: recessions destroy those jobs which produce the least amount
of social surplus, and workers are reallocated into jobs which generate more social surplus. The
reason that cleansing effects arise in this context is that production decisions are subject to
participation constraints. Jobs which generate less surplus are more likely to violate the par-
ticipation constraint for at least one of the agents during recessions; simply put, there is not

enough surplus on such jobs during recessions to keep both parties interested in preserving the

3In a related paper, Barlevy (1998b) develops a model which introduces a “sullying” effect that works against
the cleansing effect. In particular, he argues that recessions hamper the ability of workers to search on-the-job
and move into better matches; as a result, fewer good matches are created during recessions, even as the worst
jobs at the bottom are cleansed. But this explanation cannot account for all the above evidence. In particular,
the data suggests the worst jobs at the bottom are not destroyed during recessions, a fact which is inconsistent
with cleansing regardless of whether it occurs simultaneously with sullying.



match. But once I introduce credit market frictions into this framework, production decisions
become subject to additional constraints from financial contracts used to finance production.
In contrast with the standard participation constraints, there is no obvious reason why these
financial constraints are more likely to be binding for the least efficient jobs during recessions.
It is therefore possible that introducing additional constraints on agents initiating production

can reverse the cleansing effect.

The key insight of the model is that it shows incentive constraints arising from credit market
imperfections can work in the opposite direction as participation constraints, i.e. they are more
likely to bind during recessions for the most efficient jobs rather than the least efficient jobs.*
Thus, credit market frictions can reverse the cleansing effect, further exacerbating the misallo-
cation of resources during recessions. To see why this is so, consider an economy populated by
entrepreneurs who (1) choose what type of technology to use for production, and (2) bargain
with workers who operate these technologies over how to split the output that is produced.
The argument proceeds in two steps. First, in an interior equilibrium, entrepreneurs must be
indifferent between paying a large cost to develop a superior technology and a small cost to
develop an inferior one. Projects with high setup costs will therefore be associated with more
revenue in equilibrium. But when revenues are large, workers can more effectively threaten to
hold out unless they receive higher wages. For conventional bargaining games such as Nash
bargaining, jobs with higher setup costs will pay higher wages to workers. Thus, in equilibrium,
both technologies generate the same profits for entrepreneurs, but workers employed on the
more costly technologies earn higher wages. This outcome is the first step in the argument —
jobs with higher setup costs generate more total surplus in equilibrium. This same intuition
has been discussed previously in Pissarides (1994) and Acemoglu (1998). The second step is the
one which involves credit market imperfections. Suppose entrepreneurs have to borrow all of
the funds to finance their investment. In addition, entrepreneurs face a moral hazard problem

when investing the funds that they borrow: they can either use the money to build a unit of

“This result differs from Caballero and Hammour (1998), who also develop models of reallocation with credit
market imperfections. Under their specification, ‘financial constraints’ apply to all existing jobs equally regardless
of productivity, and become binding first for the least productive projects among newly initiated projects. Monge
(1998) likewise presents a model in which incentive constraints bind for the least efficient jobs first. The reason
for this is that their models assume exogenous differences in job productivity. The present model differs from
both of these papers because the distribution of surplus across jobs arises endogenously.



capital and pay back their creditors, or they can steal their funds, use them to finance pri-
vate consumption, and default on their debt. Since entrepreneurs must be indifferent between
projects in an interior equilibrium, the payoff to building a production technology is the same
for both types of projects. But entrepreneurs who borrow more have more incentive to abscond
with the funds they borrow, simply because there is more to steal. As a result, when a negative
productivity shock hits the economy, profits decline equally on both préjects, and good jobs

which require more resources will violate the incentive constraint first.

The fact that recessions reallocation resources into less productive jobs is analogous to the
type of selection we observe in evolutionary biology. During harsh climactic episodes, the
animals that are most likely to survive are not majestic beasts, but cockroaches.® The reason
is not because cockroaches are inherently more efficient at finding food or more productive
at generating offspring than other animals, but because cockroaches require little resources to
sustain themselves. Likewise, since creditors are skittish about extending large amounts of credit
during recessions, the jobs which survive recessions are those jobs which require the least amount
of resources to sustain themselves, not the jobs which are necessarily the most productive or
efficient. Since the logic above dictates that jobs which require the most resources must also
generate the most amount of social surplus in equilibrium, we would expect that recessions kill

off good jobs, freeing up resources to sustain bad jobs.

The theory developed in this paper can provide an explanation for why reallocation during
recessions channels resources into less productive jobs rather than more productive jobs. But
the model also makes a contribution by illustrating a new channel through which credit mar-
kets amplify productivity shocks. The conventional analysis on credit markets, as laid out in
Bernanke and Gertler (1989) and Kiyotaki and Moore (1997), focuses on internal equity and
net-worth considerations. In these models, a small productivity shock reduces the amount of
internal funds available to entrepreneurs, forcing them to finance their projects by borrowing
more on the credit market. External finance distorts the incentives of entrepreneurs to invest,

deterring productive investment and further reducing output. My model presents an additional

®The durability of the cockroach is legendary. Biologists even speculate that cockroaches would be able to
outlast a nuclear holocaust. See Gordon (1996).



channel by which credit markets amplify productivity shocks: at a given level of external fi-
nancing, shocks affect the composition of projects that entrepreneurs develop in equilibrium,
because the more socially efficient projects are also more vulnerable to financing constraints.
. This consideration is distinct from the internal equity channel emphasized is previous work;
in fact, I generate this effect in a model where entrepreneurs are born penniless and must fi-
nance all of their investment externally, regardless of aggregate conditions. Thus, not only do
productivity shocks force firms to borrow more funds externally, but they change the type of
projects that firms who borrow externally can develop in equilibrium. Both of these effects will

exacerbate the damage inflicted by productivity shocks on the economy.

The paper is organized as follows. Section 1 develops the basic setup. Section 2 demonstrates the
conventional cleansing effect in the absence of credit market imperfections. Section 3 introduces
credit market imperfections and shows how the cleansing effect can be reversed. Section 4

concludes.

1. Basic Setup

This section describes the essential ingredients of the model, which borrows from Acemoglu
(1998). The key players in the model are entrepreneurs, who produce intermediate goods which
are subsequently used to produce a final good. As discussed in the Introduction, the model
relies on two assumptions. First, different intermediate goods are associated with different
setup costs to initiate production. Second, production requires the entrepreneur to hire a
worker, and the worker and firm engage in Nash bargaining over the revenue generated by
the match. This section imbeds these two assumptions into a general equilibrium model. To
simplify the analysis, I consider an economy with overlapping generations of entrepreneurs,
so that investment decisions in different periods are undertaken by different agents. Allowing
for longer horizons would introduce additional complications, although, as I discuss in the
Conclusion, the results described here might still carry over to longer horizons under certain

condtions.

There are two types of agents in the model, workers and entrepreneurs. There is a continuum of



mass 1 of each type of agent. Both types of individuals live for two periods and have identical
preferences defined over consumption and leisure. Agents can supply labor only in their first
period of life, and care only about consumption in their second period of life. These assumptions
help simplify the derivation, but are not essential. In addition, I impose the more restrictive
assumptions that preferences are linear, so that the preferences for an individual born at time
t are given by
u(cey1,9t) = cey1 — bl

where ¢;1 denotes consumption of final goods in the second period of life, ¢; denotes the fraction

of time the worker spends working in period ¢, and b is the marginal value of leisure.

While agents have identical preferences, they differ in their initial endowments. Workers are
endowed with one unit of labor each. Entrepreneurs, on the other hand, are endowed with no
labor. Instead, they are endowed with blueprints on how to produce capital, which can in turn
be operated by workers to produce intermediate goods. In other words, entrepreneurs cannot
supply their own labor, but can use their endowed knowledge to create capital and hire labor

to operate it.

Production in this economy occurs in three stages. In the first stage, entrepreneurs build units
of capital. After the capital is installed, entrepreneurs hire workers to operate the capital
and produce intermediate goods. Lastly, the intermediate goods are combined to produce a
final consumption good. I assume there are only two types of intermediate goods, indexed by
j € {g,b}. Each entrepreneur chooses the type of specific capital to build, which determines
the type of intermediate good he can produce in the subsequent period. Entrepreneur ¢ can
choose from a set ; C {g,b} of projects he can invest in. In general, I will allow Q; = {g,b} for
all ¢ € [0,1], i.e. any entrepreneur can produce either type of capital. The reason I introduce
this notation is that for certain instances, the only possible equilibrium involves job rationing.
Since price-taking entrepreneurs fail to take into account constraints on the aggregate number
of jobs, it will be necessary in such instances to introduce an exogenous rationing rule 2; that

limits the choice set of some of the entrepreneurs.

Each entrepreneur can produce only one unit of capital. Ignoring the production function for

capital momentarily, consider an entrepreneur who has already installed a unit of capital which



can be used to produce good j. Production of intermediate goods is Leontieff, i.e. the one unit
of capital can be combined with one unit of labor to yield one unit of intermediate good j.
For simplicity, I assume production eats up all of the capital, i.e. there is 100% depreciation.
Let 1;; denote an indicator that equals 1 if entrepreneur 4 produces capital of type j, and 0

otherwise. The total supply of intermediate good j is then given by
1
%:/Mﬁ
0

Intermediate goods cannot be consumed directly, but they can be converted into final con-
sumption goods. Let a lower case y; denote the quantity of intermediate good j employed by
a final goods producer. The amount of final goods that can be produced from given quantities

of intermediate goods is characterized by a constant returns to scale CES production function

1

2(3u5 +398 )’

= 2‘717z(y5 +y,’,’)

il

f(yg, yb)

=

where z is a measure of aggregate productivity and p € (0,1) is the elasticity of substitution
between intermediate inputs. One unit of good g and one unit of good b together yield z units
of the final good. This technology is readily available to all agents in the economy. Since the
technology exhibits constant returns to scale, I can assume final goods are produced by a single
agent. Moreover, since profits will be zero for this producer in equilibrium, the identity of the
agent who produces these goods is irrelevant. For convenience, I normalize the price of the final

good to equal 1.

Finally, I return to the production technology for capital. Producing one unit of capital for
production of intermediate good b requires k; units of the final good. Producing one unit of
capital for production of intermediate good g requires the same k; units of the final good, but
the process of converting the capital towards production of good g requires an additional £ < %

units of each type of intermediate good. The cost of a project of type g is therefore given by
kg = ky + zk

Note that the difference in setup costs between the two projects is proportional to 2, so that

whenever aggregate productivity improves, the cost of producing intermediate goods of type g



increases. The reason for choosing this specification will become clear in the subsequent discus-
sion. Also, it should be noted that this specification implies a chicken-and-egg paradox: final
goods must be produced before any new intermediate goods can be produced, but intermediate
goods must be produced before any new final goods can be produced. This paradox can be
resolved either by assuming an infinite history, or by assuming that enough goods are endowed

from heaven at the initial date so that production can take off.

Timing in the model is as follows. At the beginning of each period ¢, a new cohort of entre-
preneurs is born. Each entrepreneur chooses whether to produce a unit of capital, and if so,
which type. Since entrepreneurs have no funds of their own when they start out, they must
borrow the funds to finance their production. If the entrepreneur builds capital in period ¢, he
can hire a worker in period t + 1 to operate the capital and produce intermediate good j. This
good is then sold on the market at a price p;. In particular, the good will be sold to either
the final goods producer or to an entrepreneur in the next cohort who is producing capital for
sector g and requires both intermediate goods. The revenue from selling the intermediate good
is used by the entrepreneur to pay his worker and his creditor, with the remaining part going

to finance his own consumption.

The above paragraph describes the life of an entrepreneur. Workers, by contrast, spend their
first period of life working for entrepreneurs from the previous cohort who already have existing
capital. Since they only want to consume in the second period, they need to transfer their
earnings into consumption in the following period. 1 allow them do so in two ways. First,
there exists a storage technology which converts one unit of consumption into R units of con-
sumption in the following period, so agents can simply buy final goods today and store them.®
Alternatively, they can lend their earnings to entrepreneurs in their own cohort who wish to
finance projects for the subsequent period, and then use their returns next period to finance
consumption. In what follows, I will assume that workers are willing to supply more funds than

entrepreneurs require in equilibrium, so that no-arbitrage requires the interest rate on borrowed

SWhile I refer to this technology as storage, there is nothing requiring R < 1. In other words, it is possible
for the storage technology to be productive (e.g. planting a seed yields a tree), so that an agent can consume
more than he originally stored.



funds to equal R.” To summarize, then, output today is used to pay wages for workers, who
in turn lend out their wages to finance capital that will be used to produce output tomorrow.

These dynamics are illustrated graphically in Figure 1 for the reader’s convenience.

The second key assumption of the model is that the labor market operates with frictions. In
particular, I assume workers are randomly assigned to entrepreneurs after entrepreneurs invest
in capital. This assumption is meant to capture an underlying search process in which workers
bump into entrepreneurs at random. As long as search costs are sufficiently large, workers will
agree to work for whichever entrepreneur they first encounter. After production takes place
and the intermediate good is sold, the worker and entrepreneur negotiate over how to split the
revenue p;. I assume the two engage in a bargaining game of the type described in Rubinstein
(1982) in which the two parties make alternating offers until an offer is accepted. It is crucial for
the model that wages cannot be contracted in advance of the match: entrepreneurs must choose
which intermediate good to produce and workers must decide whether to supply their labor
prior to the wage being set. This feature introduces the possibility of inefficient production:
either the entrepreneur or the worker can hold up the production of an intermediate good which
generates positive surplus to both of them, simply because the two cannot credibly commit on

how to split the surplus in a way to satisfy both parties.

Binmore, Rubinstein, and Wolinsky (1985) demonstrate that as the length of time between
offers in the Rubinstein game goes to zero, the unique subgame perfect equilibrium of the game
is just the Nash bargaining rule, i.e.

wj = ap;

where a € (0,1) reflects the relative bargaining strength of the worker in the underlying bar-
gaining game. The wage is increasing in p;, so a project which generates more gross revenue
pays a higher wage. Hence, workers are better off in jobs with higher setup costs. Entrepre-

neurs, on the other hand, are indifferent between producing the two goods, since they are free

I could have equally assumed that the economy in question is a small open economy where any agent could
borrow and lend at a rate R, in which case the question of whether domestic funds can finance investment again
becomes moot. Likewise, I could have assumed lenders and borrowers bargain over the terms of loan contracts,
as in Caballero and Hammour (1998). If entrepreneurs had all of the bargaining power in credit markets, they
would offer to pay creditors no more than R, regardless of supply.
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to choose either project. Adding the surplus for both entrepreneurs and workers, we have that
jobs with higher setup costs yield more social surplus in equilibrium. For this reason, I follow
Pissarides (1994) and Acemoglu (1998) in indexing jobs by g and b, to reflect the fact that jobs

with higher costs are good jobs which pay higher wages and generate more social surplus.

The specification of wages completes the description of the economy. I can now define an
equilibrium for this economy in which the interest rate on loans is equal to the return to
storage R. An equilibrium consists of a set of quantities of intermediate goods produced by
entrepreneurs {Yg:,Ys} , a set of quantities of intermediate goods purchased by final goods

producers {yg, Yot }, and a set of prices {pg:, ppe} such that

1. ygt and yp solve the maximization problem of the final goods producer

max f(yge,Yst) — PgtYgt — PorYot (1.1)
Yg,Yb

2. Each entrepreneur chooses the most profitable project given the rationing rule €2;, subject

to participation constraints for both the entrepreneur and worker:

max {pjs+1 — wj+1 — Rk;} (1.2)

JEQ;
s.t. Djt+1 — Wyt41 2 Rkj (13)
Rwji4r 2 b (1.4)

3. The market for intermediate goods clears, i.e. demand for each intermediate good equals

supply:
Yjt = yje + kYg,t41 (1.5)

4. The supply of funds exceeds the demand for funds:

Z Yiqwji > Z Y;ik; (1.6)

j€{g.b} 7€{g,b}

which insures the interest on loans must be R.
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From (1.2), it follows that the wage in either sector will be at least % As long as the econ-
omy is in full employment in every period (i.e. every entrepreneur produces an intermediate
good), a sufficient condition to insure (1.6) is for = > k. This insures that all workers are
paid sufficiently high wages to provide funds for the next cohort of entrepreneurs to finance
their projects. Moreover, this condition can be entirely consistent with additional parameter

restrictions discussed in subsequent sections.
2. Equilibrium with Perfect Credit Markets

In this section, I characterize equilibrium when loan contracts are fully enforceable. My analysis
proceeds in two steps. I begin by solving for an equilibrium assuming that the labor participation
constraints (1.4) are not binding for either intermediate good. This approach is useful because it
demonstrates that fluctuations in z have no effect on the allocation of resources in this economy
unless labor participation constraints are binding in equilibrium for at least one of the goods.
I then derive the conditions under which labor participation constraints become binding, and
discuss how equilibrium changes once these constraints are taken into account. To preview the
results, labor participation constraints imply that a negative productivity shock will tend to
shift resources towards good jobs, leading to a more efficient allocation of resources. Thus, in
the absence of credit market imperfections, the model is consistent with the standard cleansing

view of recessions.

2.1. Equilibrium when Neither Labor Participation Constraint is Binding

In the definition of an equilibrium, the decision problem for an entrepreneur (1.2) is stated
as subject to two participation constraints: the entrepreneur must earn positive profits on his
investment, and the worker must be willing to operate the capital and forgo leisure. In this
subsection, I restrict attention to equilibria in which the second participation constraint is not
binding for either intermediate good. I return to the question of whether these constraints are

binding in equilibrium in the next subsection. In what follows, I assume Q; = {g,b} for all

11



entrepreneurs ¢. I begin my analysis with the following proposition. The proof of this as well

as all other propositions is delegated to an appendix.

Proposition 1: Suppose neither labor participation constraint is binding in equilibrium, and
consider an arbitrary period f. There exists a zp such that if z; < 29, no production in period
t is the unique equilibrium outcome (i.e. Yj; = y;; = 0 in any equilibrium where neither labor

participation constraint is binding), and no production is not an equilibrium outcome if z; > zg.

Although the detailed proof of Proposition 1 is delegated to an Appendix, there is a graphical
counterpart to the proof which illustrates the argument. Consider Figure 2 below. The axes
denote (1 — a)p;, which are the shares of revenue that go to the entrepreneur from producing
each of the two intermediate goods. In equilibrium, the maximization problem of the final

goods producer requires that p; > ——. I therefore trace out the set

dy;’

of of
') =q(l—-a) { z—,=—
(2) {( ) (Gyb 8yg)
Since the production function f(yg,ys) exhibits constant returns to scale, the derivatives of f

with respect to y; depend only on the ratio &, and I'(z) is a one-dimensional curve. As demon-
Y

for all pairs (yq,%) at a given z}

strated in the Appendix, I'(2) is downward sgloping and convex. An equilibrium in which both
goods are produced must correspond with a point on the curve I'(z), since the maximization
problem of the final goods producer requires that p; = 55; for y; > 0. By the same logic, an
equilibrium in which neither good is produced must correspond with a point on or above this
curve. Since neither labor participation constraint is binding by assumption, the only relevant
constraints are the nonnegative profit conditions (1 — a)p; > Rk;. These constraints appear as
horizontal and vertical lines in Figure 2. The rectangle labeled K (z) represents the set of prices
for which neither constraint is satisfied, i.e. (1 —a)p; < Rk; for both j, while the region labeled
K'(z) denotes the set of prices for which both constraints are satisfied, i.e. (1 —a)p; > Rk; for
both 7. For no production to be an equilibrium, it is necessary and sufficient that K N T # §,
i.e. there exists a pair of prices on or above the curve I" for which profits are nonpositive in both
sectors. At such prices, entrepreneurs are not willing to supply any intermediate goods, and

since p; > , setting y; = 0 solves the maximization problem for the final goods producer.

of
0y;

Figure 2 illustrates a case in which a no-production equilibrium exists. As z rises, the curve

12
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Figure 2: A No-Production Equilibrium (K N I" # &)



I'(2) shifts outwards along the 45° line and the line given by Rk, shifts upward. These changes
are depicted by the arrows in Figure 2. The Appendix shows formally that the curve I'(z) shifts
outward at a faster rate than the line Rk, shifts upwards. Hence, for z sufficiently large, I'(z)
will lie entirely outside K(z), and a no-production equilibrium will no longer be possible, since
for all prices on I'(2), entrepreneurs will wish to produce at least one type of intermediate good.

Hence, no production is an equilibrium only for low z.

While the above argument relies on graphical intuition, Proposition 1 also has a straightfor-
ward economic interpretation. When z; is small, the production technology for final goods is
inefficient: more than one unit of the final good is required (because of required setup costs for
capital) to produce a unit of the final good. Hence, no production will take place. However,
because of distortions introduced through the bargaining process, no production will continue
to be an equilibrium even when the production technology is efficient: entrepreneurs refuse to
engage in production because they receive too small a share of the revenue production gener-
ates. Previous work, such as Caballero and Hammour (1996), has tended to attribute great
importance to the inefficiency caused by this hold-up problem. I will ignore the possibility of
entrepreneurs holding up production by assuming z; > 2y for all ¢. This assumption is only
natural for this economy, since once production stops for one period, it ceases forever: with no
final goods produced today, no new capital can be built for production tomorrow. This type of
economic collapse is far too persistent. The restriction that z; > 2y leaves us with the question

of what equilibrium looks like for higher values of z;. This is taken up in the next proposition:

Proposition 2: Consider an arbitrary sequence {z;} where z; > 2y for all ¢, and suppose
neither labor participation constraint is binding in equilibrium. Then equilibrium prices and
quantities are uniquely determined. Moreover, the quantities of intermediate goods produced

and used in final good production are constant and independent of 2;, i.e. Y;; =Y, and y;; = y;

for j € {g,b}.

A few remarks are in order about the equilibrium in Proposition 2. First, it is an interior
equilibrium, i.e. both intermediate goods are produced. Since entrepreneurs are free to choose
between the two goods, this implies profits are the same in both sectors. Second, this equilib-

rium is inefficient. This is because entrepreneurs are indifferent between the two goods, but
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workers earn higher wages producing good g. The social surplus associated with good g is
therefore greater than with good b, implying more consumption goods could be produced from
the same amount of labor by shifting resources to produce good ¢ instead of good b. Finally, the
composition of output in equilibrium is independent of z. That is, if neither labor participation
constraint is binding in equilibrium, productivity shocks have no effect on the allocation of
resources across jobs. This result stands in contrast with Pissarides (1994). He also considers a
model with two jobs which differ in setup costs, but he finds changes in z affect the composition
of jobs, even though labor participation constraints are never binding. The difference between
the two models is that Pissarides assumes building capital for good g requires & units of the final
good, whereas my specification assumes it requires k units of intermediate goods. If building
capital requires final goods, a change in z has no effect on setup costs. At the same time, an
increase in z changes the prices of intermediate goods; specifically, the difference between the
prices of the two intermediate goods increases, since both prices increase by the same propor-
tion but p; > pp. As a result, an increase in z raises profits from producing good g more than
profits from producing good b. To restore equilibrium, more resources must be shifted into
good g until profits are once again equalized. For this reason, Pissarides finds that an increase
in z is associated with a reallocation towards good ¢g. By contrast, if building capital requires
intermediate goods, an increase in z raises both the setup cost and the price of good g. Since
the difference in costs between the two sectors changes at the same rate as the difference in
prices, no reallocation of resources occurs. The effect described in Pissarides is thus sensitive
to changes in the production structure. In fact, with a slightly different production structure,
I can get the difference in setup costs to increase by more than the difference in prices, causing
a reallocation of resources in exactly the opposite direction as in Pissarides.® In the absence of
empirical evidence as to which difference is more sensitive to the cycle, I choose a specification
in which this effect is neutral. With this effect suppressed, aggregate fluctuations have no effect
on the allocation of resources in the economy as long as labor participation constraints are not

binding.

8In particular, this will be the case if capital in sector g requires only intermediate goods, but capital in sector
requires only final goods.
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2.2. Equilibrium when Labor Participation Constraints are Binding

The previous subsection illustrates that in this economy, aggregate fluctuations can affect the
allocation of resources in this economy only if labor participation constraints are binding. This
raises two questions. First, under what conditions are labor participation constraints binding in
equilibrium? Second, when labor participation constraint are binding, how do aggregate shocks
affect the allocation of resources across jobs? This subsection tackles these two questions. The

next proposition establishes when labor participation constraints are binding in equilibrium.

Proposition 3:

2kb

11t h < 28

, then labor participation constraints are never binding in equilibrium for

z; > zg, and the unique equilibrium outcome is given by Proposition 2.

2
2. Ifb> Ol‘R ks

, then there exist two numbers z and Z where Z > 2z > 23 such that

e No production is the unique equilibrium in period t if 2z; < z.

e For a given period ¢, the labor participation constraint is not binding in equilibrium

if 2z, > Z. Hence, if z; > Z for all ¢, the unique equilibrium is given by Proposition 2.

Once again, there is a graphical counterpart to the proof of Proposition 3, which is presented

in Figure 3. Substituting in the Nash bargaining rule, the labor participation constraints
1-a)b
aR

lines which intersect on the 45° line. The region labeled B’ denotes the set of prices which

become (1 — a)p; > . Graphically, these constraints appear as horizontal and vertical

satisfy both l%bor participation constraints. The first panel of Figure 3 illustrates the case
ky,

—a)b
where b < O{ , which once rearranged becomes g}:}—?}— < Rky. When this condition holds,

K'(2) ¢ B’ for all z. Hence, labor participation constraints are automatically satisfied whenever

R’k
profits are nonnegative. The second panel of Figure 3 illustrates the case in which b > O{ 2

As can be seen in the figure, B’ will no longer contain K’(z). The effects of changes in z for
this case are illustrated in Figure 3. Just as before, as z rises, the curve I'(z) shifts outwards

along the 45° line and the line Rk, shifts upward. A no-production equilibrium exists as long as
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K'(z)NB'NT(2z) = §; when this condition is satisfied, it will always be possible to find a set of
prices on or above the curve I'(z) for which no entrepreneur will be able to produce intermediate
goods, since at least one of the constraints will be binding for each good. Since I'(2) shifts out
at a faster rate than the line Rk, there exists a z such that K'(z) NB'NT(z) = @ only if z < z.
Hence, no-production equilibria exist only for low values of z. Turning to higher values of z, I
show in the Appendix that any equilibrium with production must be an interior equilibrium;
but since entrepreneurs are free to choose which good to produce, this requires profits to be the

same for both goods. This will be the case only for a particular ratio of intermediate goods,

: e Yg
ie. only if = =
_ W 1-9
this condition traces out a ray which emanates from the origin and cuts through the point

for some constant ¢ € (O, %) defined in the Appendix. Graphically,

(Rky, Rky + Rkzp) as depicted in Figure 3. For any pair of prices above this ray, profits from
good g will exceed profits from good b, and vice versa for any pair of prices below this ray. An
equilibrium with production must lie both on this ray and on the curve T, i.e. the equilibrium
pair of prices is given by the intersection of these two curves. At Z this intersection lies on the
edge of K’ N B’, and since I" shifts out at a faster rate than K’, this intersection will lie in
the interior of K’ N B’ for all z > Z. In this case, both labor participation constraints will be

satisfied in equilibrium, as claimed.

The economic intuition behind Proposition 3 is as follows. First, labor participation constraints
can only be binding if workers care enough about leisure, i.e. b must be sufficiently large. The
other important parameter is z. For low values of 2z, a unit of labor cannot generate enough
final goods to induce workers to give up their leisure. In this case, no production is the unique
equilibrium. For sufficiently large z, a unit of labor is sufficiently productive so that workers
in both sectors are willing to forgo leisure, and neither labor participation constraint will be
binding. Proposition 3 leaves unanswered the question of what happens if z; assumes a value
between z and z. But, as can be inferred from Figure 3, an equilibrium fails to exist for
zt € (2,Z). The reason is that for z > 2z, the only candidate equilibria are those in which
both intermediate goods are used in the production of final goods. But if Q; = {g,b} for all
i, this requires profits to be equal for both goods, so the equilibrium will correspond with the

intersection of I'(z) and the ray defined by Yo - . For z € (2,%), this intersection lies
Y

y  1—¢
outside the set B’. In particular, the pair of prices in the set I'(2) which equalize profits across

sectors violate the labor participation constraint in sector b, so entrepreneurs will not be able

16



to produce this good. But this contradicts the fact that in any equilibrium with production,

both goods must be produced.

The solution to this existence problem is to introduce a rationing rule which allows for prices

¢

in I'(z) not on the ray generated by Yg _ to be an equilibrium. For z; € (z,%), the

only prices in I'(z) which satisfy both bconstrz;i—nts (i.e. which lie in K’ N B’) are associated
with greater profits from good b than from good g. We therefore need a rule which prevents
some of the entrepreneurs from producing good b even though it generates higher profits in
equilibrium.® The following rationing rule satisfies this requirement and allows the maximum

number of entrepreneurs to produce good b:

q. = g0 i< (1—¢:)(1 = 2kYg41) + KYgen (2.1)
“ {9} else '

where ¢, € [0,1] is defined by
Of(¢=1—0z) _ b

Oy aR

A few comments are in order about this rationing rule. First, the cutoff level (1 — ¢,)(1 —
2kYg +41) + kYy 141 is chosen so that if all entrepreneurs with ¢ below the cutoff produce good
b and all remaining entrepreneurs produce good g, the labor participation constraint will be
exactly binding in sector b when the prices of the intermediate goods are equal to their marginal
products. Second, the rationing rule is in part determined endogenously, since the number of
entrepreneurs who can produce good b depends on the production of good ¢ will in the next
period. Armed with this rule, I can now characterize an equilibrium when labor participation
constraints are binding. I begin with the case when productivity is constant over time.

R%k
Proposition 4: Suppose b > O{

b Qs given by (2.1), and z = z for all ¢. Then
-«

1. If z < 2z, no production is the unique equilibrium.

9The necessity of unequal profits at low levels of productivity and the use of rationing rules to resolve the
existence of equilibrium are also discussed in Matsuyama (1998).
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2. If z € (2,%), prices and quantities are uniquely determined in equilibrium. Equilibrium
quantities Yj; and y;; are constant over time, i.e. Y = Yj,and y;; = y; for j € {g,b}.
Moreover, the levels of output in sector g depend negatively on the level of z, i.e. Yg'(z) <0

and y,(2) < 0.

3. If z > Z, the rationing rule is not binding, and the unique equilibrium is given by Propo-

sition 2. Specifically, Y; and y; are independent of z.

Proposition 4 shows that when labor participation constraints are binding, the level of aggregate
productivity z does affect the allocation of resources. The intuition for this is as follows. As
more resources are devoted to producing good b, the price of good b falls, as does the wage for
workers producing good b. At low levels of aggregate productivity 2z, too many entrepreneurs
producing good b will cause wages to be so low as to violate the labor participation constraint.
At the same time, jobs producing good ¢ will not violate this constraint; this is because good ¢
generates more surplus than good b in equilibrium, enough surplus to keep both the worker and
the entrepreneur interested in preserving the match even when this is not the case in sector b.
As a result, some entrepreneurs have no choice but to produce good g. For this reason, lower
levels of aggregate productivity will be associated with a more efficient allocation of resources
into jobs which generate more social surplus.!? Interestingly, entrepreneurs who shut down less
productive jobs do so quite reluctantly in the model, since these projects are the ones which
generate high profits to the entrepreneurs even though they generate less total surplus. This
is consistent with casual evidence that entrepreneurs are often very reluctant to shut down

operations even though they are socially inefficient.

Proposition 4 compares the allocation of resources across different levels of productivity z; that
is, it states that less productive economies will tend to allocate their resources more efficiently.
But the same intuition extends to aggregate fluctuations in 2 within a single economy. The
easiest way to demonstrate this is to consider a simple process in which z; oscillates determin-

istically between two levels of productivity. This case is taken up in the next proposition:

10This statement is only true locally near Z. As z continues to fall, enough resources will be shifted to producing
good g until the efficient level is achieved. For still lower values of z, too many resources are shifted into good g,
causing a misallocation of resources. But since too little of good ¢ is produced relative to the efficient level for z
close to Z, reallocation will necessarily increase welfare locally.

18



R%k
Proposition 5: Suppose b > Olt—ab, §2; is given by (2.1), and that 2; = Z for t even, z; = 2

for t odd, where

2<2z2<Z< 2

Then the unique equilibrium is associated with fluctuations in the allocation of resources, specif-

ically

v, — Yy(Z) ifteven
T Yy(2) iftodd

and

_J y4(Z) ifteven
Y9t =\ yu(z) iftodd

where Yy (z) > Yy(Z) and yq4(2) > y4(2).

Proposition 5 demonstrates the familiar cleansing effect of recessions. In aggregate downturns,
bad jobs are “destroyed” because they fail to generate enough surplus to keep both parties
interested in preserving the match. This frees up resources to be reallocated towards good jobs,

which pay relatively higher wages and generate more social surplus.

To sum up, in the absence of credit market frictions, the model generates the familiar cleansing
effect which has been discussed in the previous literature. It generates these cleansing effects
through labor participation constraints. That is, a decline in aggregate productivity pulls down
wages on the least efficient jobs, up to the point at which workers refuse to participate in
production at the given wage. Their refusal to participate forces a reallocation of resources
from the least efficient jobs to more efficient jobs, where workers are willing to provide their
labor services. Consequently, even though recessions tend to reduce welfare by reducing the
amount of final consumption goods which the economy can produce, the decline in welfare is
partly offset by an improvement in allocative efficiency as bad jobs are cleansed and resources

are better allocated.
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3. Credit Market Imperfections

When credit markets operate without frictions, as in the previous section, the decision to
initiate production is subject only to participation constraints. Since these constraints become
binding for the least efficient jobs first when aggregate productivity falls, the jobs which get
destroyed during recessions are necessarily those which generate the least amount of surplus.
But once we add credit market frictions, production decisions become subject to additional
constraints. In particular, if entrepreneurs can default on the funds which they borrow because
of poor enforcement, credit contracts must be incentive compatible or else lenders will refuse
to extend credit to entrepreneurs. But unlike participation constraints, incentive constraints
will not necessarily become binding for the least efficient jobs first during a recession. To the
contrary: this section demonstrates that incentive constraints make the most efficient jobs more
vulnerable to aggregate fluctuations. Thus, once we modify traditional models to include credit

market imperfections, the cleansing effect can be reversed.

To model credit market imperfections, I assume that when an entrepreneur borrows funds to
finance the construction of new capital, he can either use the funds to build capital and pay back
his creditor, or embezzle the funds and use them to finance his own consumption. That is, if the
entrepreneur develops a unit of capital, his assets can be seized and liquidated in order to repay
the debt. But if the entrepreneur hides or uses the money to finance consumption, he cannot be
punished. This could reflect limited liability constraints, or the inherent weakness of courts in
verifying conflicting claims by disputing parties. This gives entrepreneurs the option to avoid
repaying the debt and consuming the funds that they borrow. Such a moral hazard problem
would clearly be less significant if I allowed for longer horizons, since reputation concerns could
be used to punish entrepreneurs who default on their loans. But as long as reputation concerns
are not sufficiently strong to deter agents from defaulting during recessions, the results should

continue to hold.

In this environment, lenders will only extend credit to those whom they expect will not default
on the loan. This means that it must be in the best interests of the entrepreneur to produce an

intermediate good rather than steal the funds and consume them. Formally, an entrepreneur
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can borrow funds to finance project j if the following incentive constraint is satisfied:
(1 — a)pj — Rkj > Rk] (31)

Note that the value of stealing the k; funds is equal to Rk;, since entrepreneurs can only consume
their funds in the second period of life, and so must store their bounty for one period before
eating it. Thus, the only modification of credit market imperfections to the previous framework
is to introduce an additional constraint on the decision to initiate production (1.2); not only
do the worker and entrepreneur have to agree to engage in production, which is reflected in the
standard participation constraints, but the contract must also be incentive compatible so that

the entrepreneur has incentive to go ahead with the project instead of defaulting on the loan.

As in the previous section, I begin by first ignoring labor participation constraints and assuming
they are not binding in equilibrium. The next proposition provides conditions for whether
the remaining incentive constraints are binding or not in equilibrium, and is analogous to

Proposition 3 for the case of perfect credit markets:

Proposition 6: Suppose (1.2) is subject to (3.1), and neither labor participation constraint is

binding in equilibrium. Then there exists two numbers 2’ and 2" where 2” > 2’ > zg, such that

1. No production is the unique equilibrium in period ¢t if z; < 2/.

2. For a given period t, neither incentive constraint is binding in equilibrium if z > 2”.

Hence, if 2; > 2” for all ¢, the unique equilibrium is given by Proposition 2.

3. If @, = {g, b} for all 4, there exists no equilibrium if 2z € (2/,2").

The cutoff 2” is potentially infinite. In particular, the cutoff 2” < oo if and only if

pe 17 (+ (+%)") ; (3.2)

2 %° R

The key difference between the above proposition and Proposition 3 is that the cutoff Z is

always finite, while the cutoff 2" is potentially infinite. The reason for this is that when labor is
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sufficiently productive, workers will always be willing to forgo the b units of utility they obtain
from leisure. Hence, participation constraints cease to be binding for z large. But with incentive
constraints, as 2z increases, the incentive for entrepreneurs producing good g to steal the funds
they borrow rises, since entrepreneurs need to borrow more funds and can therefore steal more
from their creditors. Thus, incentive constraints will be satisfied at high values of z only if the
amount of funds that entrepreneurs must borrow to produce good g does not grow too rapidly

with z. Condition (3.2) insures this is in fact the case.

The graphical counterpart of Proposition 6 for the case where 2” < oo is illustrated in Figure 4.
The incentive constraints (3.1) are given by horizontal and vertical lines at 2Rk;, respectively,
and the set A’(z) denotes the set of prices which satisfy both incentive constraints. As can
be seen from Figure 4, A’ C K’, so if the incentive constraints for good j are satisfied, the
entrepreneurs’ participation constraints are automatically satisfied as well. Noting the set A is
equivalent to a set K with an interest rate 2R instead of R, the existence of 2’ trivially follows
from the same argument which establishes the existence of zp. Next, if Q; = {g,b} for all ¢,
we know that equilibrium with production requires profits to be equal in both sectors. Once
again, then, equilibrium will occur at the intersection of I' and the ray defined by Y9 _ if;q&
At 2", the line Rky cuts through this intersection. Hence, for z = 2”, the interse?cJ’chion lies in
the set A’. Moreover, since I' shifts out at a faster rate than Rk, shifts upward, then this
intersection continues to lie in the set A’ for 2 > 2", so that the candidate equilibrium satisfies
both incentive constraints. But for z € (2, 2”), this intersection lies outside the set A’. It is

therefore impossible to simultaneously achieve equal profits and for incentive constraints to be
satisfied for both goods. In contrast with Proposition 3, for z € (2/,2"), prices in I'(z) which
satisfy both incentive constraints (i.e. which also lie in A’) are associated with greater profits

from good ¢ than from good b. This is because, as noted earlier, prices above the ray defined
Yg ¢

Y 1=

need to be rationed during recessions are good jobs, not bad jobs. I now define the following

are associated with higher profits from good g. This time, then, the jobs which

rationing rule, which allows the maximum number of entrepreneurs to produce good g:

) {g,b} if i < (1 —2kYy41) + kY 141
i = { {b} else (3.3)

22



where ¢, € [0,1] is defined by

Of(¢z,1—¢.) _ 2R(ky + zk)
8yg - l—«

Since good jobs are being rationed, a negative productivity shock would reallocate resources
into bad jobs rather than good jobs. Hence, the cleansing effect of the previous section is

reversed. This is demonstrated formally in the next proposition:

Proposition 7: Suppose neither labor participation constraint is binding in equilibrium, ; is

given by (3.3), condition (3.2) is satisfied, and 2z; = Z for ¢ even, and z; = 2 for t odd, where

<2< <Z

Then there is a unique equilibrium in which the allocation of resources also oscillates, i.e.

Y., — Y, (Z) ifteven
9T Y(2) iftodd

and

) y¢(Z) ifteven
Yot = yg(z) iftodd

and where Y, (Z) > Yy(2) and y4(Z) > yq(2).

Proposition 7 shows that incentive constraints work in the opposite direction as participation
constraints: they are more likely to bind for the more efficient jobs rather than the less efficient
jobs. Consequently, instead of cleansing out the less efficient jobs and redirecting resources into
more efficient uses, recessions now cleanse out the more efficient jobs and redirect resources
into less efficient uses. The intuition behind this result is as follows. As long as entrepreneurs
can freely choose which good to develop, profits will be the same from both goods. Hence,
the incentives for an entrepreneur to engage in production are the same for both goods. But

for entrepreneurs who commit to producing good ¢, the incentive to steal is greater, since
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these projects require more resources and offer more to steal. Thus, good jobs will violate the
incentive constraint first. Entrepreneurs who are unable to borrow funds to finance capital for
good g have no choice but to invest in good b, and resources are shifted into producing this
good. The driving force behind this result is the reluctance of creditors to extend large amounts
of credit to any one project during recessions. But the types of projects which require more
credit are precisely those which generate more surplus and higher wages. This pattern could
potentially account for why empirical evidence seems to go against the cleansing effect: the
reason why less productive firms continue to survive during recessions is because they are less
expensive to maintain. Bresnahan and Raff (1998) lend some credence to this view, since they
find that the most important determinant for exit among automobile plants during the Great
Depression was whether a plant faced large unavoidable costs to continue production, more so
than differences in productivity across plants. It is unclear, however, whether plants with such
costs were in fact forced to shut down because of the unavailability of credit to finance these
costs. Future work will hopefully establish whether recessions in fact shift credit towards less
efficient uses as predicted by the model, and how much this channel can account for the absence

of cleansing effects in the data.

Finally, I return to the question of whether labor participation constraints are binding, and how
they affect the nature of equilibrium. As the above analysis suggests, there is a tension between
participation constraints and incentive constraints during recessions: each tends to reallocate
resources to production of different goods. Which effect dominates turns out to depend on the
value of leisure b: if this parameter is sufficiently large, workers require high wages in order to
forgo leisure, and participation constraints will become binding first before incentive constraints
kick in. Alternatively, if this parameter is low, workers are willing to forgo leisure even at low
wages, and the incentive constraints become binding first. This is summarized in the following

Proposition:

Proposition 8: Suppose condition (3.2) holds. Then
1. There exist two numbers z* and z** where z** > z* > 2y such that

a. No production is the unique equilibrium in period ¢ if z; < 2*
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b. For a given period t, neither participation constraints nor incentive constraints are

binding if 2 > 2**

2. There exists a b* such that 2** > 2* for all b # b*. Suppose b # b*, and let z; = Z for ¢ even,
and z; = z for t odd, where

<z <7

Then there exists no equilibrium unless jobs are rationed. In particular,

a. If b < b*, jobs producing good g must be rationed. The following rationing rule

allows the maximum number of entrepreneurs to produce good g:

) {g,0} if i < (1 —2kYgs41) + kYg 141
it = { {b} else (3.4)

where ¢, € [0,1] is defined by
0f(¢z,1—¢,) e 2R(ky +2k) b

Oyq l1-a ’aR
This rule implies a unique equilibrium, for which Y;(Z) > Y,(2) and y4(Z) > y,(2)
b. If b > b*, jobs producing good g must be rationed. (2.1) allows the maximum number

of entrepreneurs to produce good b. This rule implies a unique equilibrium, for which

Y(Z) < Yg(2z) and y4(2Z) < y4(2)

In other words, for low values of b, the incentive constraints dominate and recessions exacerbate
the misallocation of resources, but for high values of b, the participation constraints dominate
and recessions ameliorate the misallocation of resources. The offsetting effects of these two
forces could explain why cleansing effects appear to be so muted in the data: the traditional
forces which operate toward cleansing could be offset by financing considerations which plague

the most efficient jobs, and the resulting changes in the composition of jobs are relatively minor.
4. Conclusion

Ever since Schumpeter originated the notion of creative destruction, it has been recognized

that the process of reallocating resources is painful but necessary for an economy to grow.
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Economists studying industry evolution have demonstrated that firm and plant turnover is a
crucial for industry productivity growth. For example, Olley and Pakes (1996) document that
entry and exit accounted for a most of the productivity growth in the telecommunications
industry following deregulation in the early 1980s. It is not surprising, therefore, that when
Davis and Haltiwanger (1990) demonstrated that recessions were associated with an increase in
reallocation of jobs across plants, the natural interpretation of their results was that this increase
in reallocation contributed to productivity growth and improved the allocation of resources
across production sites. Cleansing during recessions is also the most natural implication of the
simplest models with heterogeneity in productivity: when agents are allowed to choose whether
to shut down or not, it is obvious that the least productive will shut down first during recessions.
For this reason, it was almost taken for granted that the cleansing effect was true, even though
little empirical work has investigated whether the reallocation observed during recessions led
to an improvement in productivity. But as discussed in the Introduction, the evidence that
does exist seems to defy this conventional wisdom: there is very little evidence of cleansing in
the data, and some of evidence even suggests reallocation during downturns exacerbates rather

than improves the allocation of resources.

This paper presents a stylized model which shows that reallocation can work against the cleans-
ing effects, shifting resources into less productive rather than more productive arrangements.
The reason for this result is that the model introduces additional incentive constraints which
arise because of credit market imperfections. In contrast with the regular participation con-
straints, these constraints will not necessarily bind for the least efficient jobs first. The paper
develops a general equilibrium model in which, for certain parameter restrictions, the most
efficient jobs are also the most vulnerable to aggregate conditions. To ease the exposition, the
model relies on certain simplifications, some of which are helpful in generating this prediction.
For example, the model assumes short time horizons, which precludes creditors from punishing
entrepreneurs who default by holding back credit. However, the same result could probably be
generated with long horizons as well. Albequerque and Hopenhayn (1997) and Monge (1998)
both consider the problem of optimal contracts in dynamic environments in which default is
potentially desirable for the entrepreneur. One could introduce projects which require fixed in-
vestment to sustain production every period into their framework, and allow different projects

to have different fixed costs. As long as entrepreneurs can choose which projects to develop, the
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same results would most likely continue to hold: in an interior equilibrium, the return on both
projects must be the same, so that the threat of punishment will be the same for both types of
projects. But projects with higher setup costs would be associated with a greater temptation
to default, and so would be the first to be destroyed. Another simplification in the model
concerns the interest rate. In my framework, the interest rate R is determined exogenously by
the storage technology. But without this feature, creditors could potentially use interest rates
to design contracts which are incentive compatible. Once again, the results described in this
paper will probably continue to hold. Lenders who extend larger amounts of credit will also
require higher interest rates. But if these interest rates are too high, entrepreneurs will have
incentive to default. Hence, once again, it is likely that projects with large setup costs will be
the most vulnerable to recessions. Although the model is rather stylized, its implications are

probably more robust than would appear at first.

Finally, it is worth emphasizing that the model predicts credit markets could amplify underlying
productivity shocks by forcing a reallocation into less productive jobs. This channel is distinct
from the net-worth effect channel, which was formalized in Bernanke and Gertler (1989). In
the latter, recessions reduce the net worth of entrepreneurs, forcing them to finance a larger
fraction of their projects through outside funding instead of internally. But if projects are
financed externally, the incentives of entrepreneurs become distorted, and production falls below
the optimal level. This argument does not depend on composition: the effects would continue
to hold even if production was carried out by a single entrepreneur. By contrast, the channel
discussed in this paper is an argument about changes in composition: during recessions, projects
which generate more surplus are more likely to violate an incentive constraint, forcing resources
to be reallocated towards other projects in equilibrium. This raises a natural question as to
how significant this amplification is. Carlstrom and Fuerst (1997) calibrate a version of the
Bernanke and Gertler model to assess the amplification affects that channel. A similar exercise

could be carried out for the present model.
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Appendix

Lemma: Suppose ; = {g, b} for a positive measure of entrepreneurs. Then there is no equilibrium in
which only one type of intermediate good is sold to final goods producers.

Proof: Suppose not, i.e. y;; = 0 for some j but y;; > 0 for j° # j. Since y4; and ys: must solve the
maximization problem for the final goods producer, it follows that

0

L <p,, (41)
it

with equality if y;; > 0. Differentiating f with respect to y;; yields

Of _ 43, (@)”_1

Oy;t Ye
1 0 . . %) _1
where ys = (y5, + v}, ). Since p < 1, E)ZJ% = o0. Hence, p;: = 0o. Since y,ix > 0, pjr = 3?;]: =2"bz<
J 7’

0o. This implies an entrepreneur could earn infinite profits from producing good j but only finite profits
from producing good j'. The positive measure of entrepreneurs for which Q; = {g, b} will produce good
J, which implies y;; > 0, a contradiction.

Proof of Proposition 1: For ease of notation, I suppress time subscripts unless necessary. The proof
proceeds in several steps. First, I show there exists a zg such that Y; = 0 is an equilibrium if and only
if z < zg. I then demonstrate that this equilibrium is unique for z < zp.

Since labor participation constraints are assumed not to bind, a no-production equilibrium involves two
conditions. First, no entrepreneur wishes to produce either good j, so

(1 - o) p;j < Rk;

Second, since Y; = 0 implies y; = 0, then y, = y» = 0 must solve the maximization problem of the final
goods producer. Since the profit function is globally concave, this will be true if and only if

of
— . <
8yj p]_o

for all (yg4,ys) € R4+. Substituting in for the derivative of f and combining the two constraints implies
that a no-production equilibrium exists if and only if for all (yg,ys) € R4,

1-p

-5
2752 (1 — @) (1 + (%) ) < Rk,
b

l-p

1 Yy £ 4
275 2(1 - a) <1+ (—2) ) < Rke
Yo
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Let 6 = &, and define z; = (1 — a)——a—Ji‘. Then

Yo Ay,
zg = 2"%‘z(l—oz)(1—1—9—")1_;J2
zy = 2Fz(1—a)(1+6°)%

Consider the graph I'(z) = {(xs,24) | 6 € (0,00)} defined for a given z. This graph traces a downward
sloping convex curve in (zy,z,) space. To see this, note that

dey _ dag/df __ (1467°\%
dry  dxp/df 14 6°

and

Pz,  d(dz,/dzy) [d0 0P (1+0°) 5 (1+67°)
dz? dzy/do - 1-p

Let K(z) = [0, Rks] x [0, Rkg]. It follows that a no-production equilibrium exists if and only if K(z) N
I'(z) # 0. For ease of notation, I omit the reference to z when referring to each set.

>0

The set K NT is isomorphic to the set {6 € (0,00) | (zs,24) € K}. Hence, KNT = 0 if and only if
{6 € (0,00) | (zp,24) € K} = 0. Since I' is downward sloping and each z; is monotonic in 8, the set
{6 € (0,00) | (zp,z4) € K} is a closed interval [6, 6] where the endpoints of the interval are given by the
solutions to the two equations

zg(8) = Rky+ zk
.’L‘b(g) Rkb
This system can be rewritten as
(+87)F = 2Rk, 25 Rk
= - z(1-a) (1-0a)
—p \ 5 2% Rk,
P P . b
(1+7)" = ; )

Since 0 < p < 1, the LHS in the first equation is monotonically decreasing in 8, while the LHS in the
second equation is monotonically increasing in 8. Hence, §(z) is increasing in z and 8(z) is decreasing
in z. Thus, if K NI = @ for some 2/, then K NT = @ for any z > 2/, and if K NT" # @ for some ',
then K NI # @ for any z < 2’. It remains to show that a 2z exists. To see this, note that as z — 0,

1
— 2 ky -
6 —0and 8 — oo, s0 KNT # @ for 2 = 0. Next, for z = ;R 2 9 =0whileg§ >0,s0 KNT =0 for
2% Rk _
z== b Since both § and @ are continuous in z, there exists a zo such that 0(zp) = 6(2g). It follows
-«

that no production is an equilibrium if and only if z < 2

To prove that no production is the unique equilibrium, suppose z < 2zy. From the lemma, we know that
either y; = 0 for both j or y; > 0 for both j. We need to rule out the case where y; > 0 for both j. To

do this, note that y; > 0 implies p; = ﬁ Let K/ = [Rkp, 00) X [Rk,, o0). The case where y; > 0 can be
i) 7= By, g j
j
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an equilibrium only if K/ NT # @, or else entrepreneur would not be willing to supply both intermediate
goods. But since I is downward sloping, K NT" # (@ implies K’ NT" = @. Hence, if z < zg, any equilibrium
involves y; = 0 for both j € {g,b}. Now, if y; = 0, it will be impossible to produce capital in period
t, since capital requires final goods. This implies Yy ;41 = 0. Since Yj: = y;¢ + kY; t41, it follows that
Y;:+ = 0 for both j = 0 in any equilibrium when z; < zg.

Proof of Proposition 2: From the proof of Proposition 1, zz > zo implies K NT" = (. Hence, there
always exists at least one good for which profits are positive. Since ; = {g,b} for all 4, this implies
that if an equilibrium exists, all entrepreneurs will produce intermediate goods, i.e. Yy + Y = 1. Of
this amount, kY, ;41 of each intermediate good is sold to entrepreneurs in the next cohort who produce
good g. The remaining 1 — 2kY, +11 entrepreneurs sell their output directly to the final goods producer.
Since k£ < % and Y :+1 < 1, this implies that yg; + 5 > 0. But from the lemma, this requires y;; > 0
for both j € {g,b}.

Since ; = {g, b} for all 4, Y;: > O for both j only when entrepreneurs are indifferent between projects,
i.e.

(1 — ) (pgt — pot) = R(kg — kb)

or
2Rk
Pgt — Pbt = 1— o
: o o of :
Since both y;; > 0, the maximization problem of the final goods producer implies p;; = —B—y———, which
jt

yields the following equation:
-1 -1
vhe —Yh Rk

A A

This equation is independent of 2. Substituting in the fact that yg: + yor = 1 — 2kY} 141 yields

vor = (1=2kYy i1 — ) Rk
=l T

(yh: + (1 — 2kYg 141 — yge) p) ©

This LHS of the above equation is monotonic in y4 and yields the solution

Yot = ¢ (1 — 2kYy141)

where ¢ € (0, %) is a constant which depends on the parameters k, R, «, and p.

Next, from the market clearing condition for intermediate good g, we have

Yoo = Yo+ kY41
(1 — 2kYgt41) + kY041
d+k(1—-20)Y; 641

i

which implies a linear mapping from Yy to Yy :4+1. This mapping is illustrated in Figure Al. This

mapping has a slope of
dYy i1 1

Yy  K(1-29)

>1
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and has a fixed point given by

which is less than % for k,¢ < % This fixed point implies the following quantities:
Y, = Wqﬁ_m (4.2)
Y 1 I f -];(llc(i §¢2)¢) (4.3)
Yo = T% (4.4)

. 0 .
At the prices p; = % evaluated at the above y;, we know by construction that profits are equal for
7

both goods. Moreover, since profits are increasing in z and profits are equal to 0 at z = 25, we know
that profits are strictly positive. Hence, at these prices, entrepreneurs are willing to supply Y, and Y}
intermediate goods. Hence, this fixed point constitutes an equilibrium.

To see that this is the unique equilibrium quantities and prices, suppose Yy # 1 ¢ for some ¢.

—k(1-2
Applying the mapping Y+ — Y 141 repeatedly, we have that in finite time, we reach z(). poin?lvhere either
Yy =0and Yy =1 or Yy =1 and Yy = 0. In either case, there exists a period ¢ and an intermediate
good j € {g,b} such that y;; = 0 in equilibrium. But at the same time, yg + ype = 1 — 2kY; 41 > 0.
But this contradicts the lemma, which implies that either y;; = 0 for both j or y;; > 0 for both j.

Proof of Proposition 3: The proof proceeds in three steps. It will be useful in what follows to
substitute in the Nash bargaining rule into the labor participation constraint and rewrite it as

> b
s > —
p.? = R
The first step in the proof shows that the equilibrium in Proposition 2 automatically satisfies the labor
. . . . . aRzk‘b .. . . . .
participation constraint if b < . For suppose the entrepreneur participation constraint is satisfied
in sector j, i.e. (1 — a)p; > Rk;. Multiplying both sides by 7 yields
—a
aRk;
ap; > !
Piz1 " a

2 k b
b, the fact that k; > ky for both j implies that ap; > B
-«

constraint is automatically satisfied whenever the entrepreneur participation constraint is satisfied..
Hence, the labor participation constraint is redundant for z; > 2, implying that the unique equilibrium

is given by Proposition 2.

Since b < aft

so the labor participation

The second step in the proof deals with the existence of z. Define K’ as before, and define the set B’ =

[_—“(1 —}?)b’ 00) X [-—(1 —Ra)b,oo>. I first show there exists a z such K’ N B’ N[ # 8 if and only if z > 2,
(e o
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and then use this to make statements about the nature of equilibrium. Once again, I can construct the
set {6 € (0,00) | (zp,zg) € K' N B'}. This set is empty if and only if the set K’ N B’ NT is empty. The
2k

b

first set will be a (possibly empty) interval [Q,g]. For b > C{R

, the endpoints of the interval are given

by the solutions to the two equations:

(1—a)b
) = —*—
zp(6) R
— 1-a)b
zg(f) = max (Rkb + 2Rk, %)
Substituting in for z;(6) yields
1
1-p 2eb
a+e)w = aRz
25b 1—a)b ks
1 f SR A
TS - R
2% Rk, 2% Rk
else

- TaZa

In both equations, the RHS is a monotonic and continuous function of z. Since p € (0,1), the LHS in the

first equation is monotonically increasing in ¢, while the LHS in the second equation is monotonically
decreasing in ¢. Hence, §(2) is decreasing in z and 6(z) is increasing in z. Taking limits as z approaches
0 and oo establishes the existence of a z for which 8 = 6. Hence, K’ N B’ NT is empty if and only if
z < 2.

Likewise, I can define a new set H(z) = |0, (1=ajb (A=o)b

aR aR
argument on the set {6 € (0,00) | (xp,24) € H} to show that the set HNT = @ if and only if z > 2.
Turning to equilibrium, final goods can be produced in equilibrium if and only if K’ N B’ NT #£ §,
since the lemma implies that final goods must be produced using both intermediate goods. Hence, if
an equilibrium exists for z; < z, it must be a no-production equilibrium. Since HNT # @ for z < 2, it
follows that there exist prices such that there is a binding participation constraint for each good at such
prices, so no entrepreneur can supply intermediate goods and is thus solving (1.2).

x |0,max | Rk, ] and apply the same

To rank zp and z, recall from Proposition 1 that K’ NT =0 if 2 < 29. Since K'NTNB' #@if z > 2,
it follows that z > 2z5. To show the inequality is strict, consider z = 23. The proof of Proposition 1
establishes that K'(z0) NI'(20) = {(Rks, R(ks + 20k))}, i.e. the intersection of the two sets at z = z
2kb (1 - Ot)b
aR

consists of a single point. But for b > —
(Rkp, R(ky + 20k)) ¢ B’. Hence, K'(2z9) N B'NT{z) =0, so z > 2.

, it follows that at this point, z; < , implying

The third and last step of the proof involves the existence of Z. Since the lemma implies both intermediate
goods will be produced in any equilibrium with production, it must be the case that profits are equal in
both sectors. From the proof of Proposition 2, we know that profits will be equal in both sectors if and
only if

Yot = ¢(1—=2kYg11)

yor = (1—)(1—2kYg,e41)
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Recall that the set I'(z) = {(x»,z4) | # € (0,00)} is parameterized by the ratio § = %. When profits
bt

are equal in both sectors, this ratio will equal % So consider the set I'(z) evaluated at this value
of 8 for different levels of 2. Since x; is monotonically increasing in 2, there exists a z such that

1—a)b %k
Tp ¢ > ( ) if and only if z > Z. For b > R b, this implies x ¢ > Rky. Since
1—¢ aR l1-« 1-¢

z; — Rk; is the same in both sectors at this value of §, it also follows that z, (

¢ (1-a)b
1—¢> > TaR

is contained in the set K’ N B’, i.e. both participation constraints are satisfied

¢ .
T ¢) > Rkg. Finally,

Hence, if 2, > Z, the pair (3, z,)

since ¢ < I, we have z; > x;. Hence, xg(

evaluated at 8 = T—%
at this equilibrium. Since K N B’ NT # 0 only if 2z, > 2, it follows that Z > 2. Hence, if z; > Z, any

equilibrium must involve production in period ¢ since z; > 2z, and if an equilibrium does exist, the labor
participation must not be binding in period ¢ in that equilibrium, establishing the claim.

Finally, I need to show Z > 2. At 2, = 2z, we have KN B' NI = {(g—c—:-}—:—)—lz,max [ng’ (i:.éi)_b])},
o

(1;_};1)1)’ then z,/xp, = 1, which implies § = 1. But we
¢

know that at z; = Z, the set K/ N B’ NT includes the point which corresponds with 6 = T2 < 1. So

i.e. the set contains a single point. Now, if z, =

it must be the case that z, = Rky. But this implies profits are equal to zero in sector g in equilibrium,
which is only true for 2 = zy. But I already proved z > zp, so again we have a contradiction. Hence,
zZ> 2.

Proof of Proposition 4: Consider z < 2. The no-production equilibrium from Proposition 3 con-
tinues to be an equilibrium even after introducing a rationing rule, since the rationing rule allows each
entrepreneur to choose from a subset of his original choice, but allows any entrepreneur to choose not to
produce. Hence, the same prices can still be used to sustain a no-production equilibrium. I can rule out
additional equilibria with production, since §; still allows a positive measure of entrepreneurs to choose
between two projects, implying that the lemma still holds. This implies that in any equilibrium with
production, both intermediate goods must be produced. But the previous proof established that this is
impossible for z; < 2, since K’ N B’ NT = 0.

Next, consider z € (z,%). To sustain a no-production equilibrium, we must have participation constraints
being violated in both sectors, i.e. H NT # (. But from the proof of Proposition 3, HNT = § if
z > z. So we can rule out no production as an equilibrium. Next, Proposition 2 tells us that the

unique 8 for which profits are equal in both sectors is 8 = —¢— But since, by the construction in

1-¢
.. ¢ 1-a)b . . _ L _
Proposition 3, xp 1= > R if and only if z > Z, from which it follows that for z € (z,z),

(xb (%) X (%)) ¢ K’' N B’. Hence, profits cannot be equal across sectors in equilibrium
¢

for z € (2,%Z). Now, we know that z, — Rk, > x4 — Rkg if and only if § > T—3 So we need to
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determine whether for z < Z, the set [g, 8] lies above or below TL By continuity, it is sufficient to

determine this for any particular value z < Z. Take z = 2. At this value, we know from Proposition
—alb _

3 that K’ N B’ N T consists of a single point, i.e. zp = % and z, = max [ng, (_I_Ta)b] If
e ol

1—-a)b —

(—a}:—), then § =0 =1 > —1—% If z, = Rkgy, then z, — Rk, = 0. But since (z4,23) € K',

then z, — Rk > 0, and since we know 8 = 8 # %}b’ it must be the case that x;, — Rks > 0. But then

zp — Rky > x4 — Rk,, which implies § = 6 > —1—?— It follows that the interval [g, 8] lies above 7 ¢

l'g:

for

z < Z, implying that profits must be greater in sector b in equilibrium. Since z, — Rky > z4 — Rkg > 0,
any entrepreneur with §2; = {g,b} will produce good b. Given the rationing rule, this implies

Yie = kY41 + (1 —¢.)(1 —2kY,41)
Yot - (1 - ¢z)(1 — 2kYg,t+1)

Define 4 so that in equilibrium,
Ygt = (1 — 2kY¢41)

It follows that ¢ € [0, ¢,], and that 6 = ] ¥ 3 < 1 0= 5 in equilibrium. By definition, ¢, is determined
so that ('H(Lza,iz) = a’;{ But this says T 0= _ =0(2). Since z,(8) — Rk, > 0 for z > 2, and since
Yo

r4(0) is increasing in 6, this implies that for all values of ¥, x4 — Rky > 0. Hence, all entrepreneurs with
Q; = {g} produce good g, so that

Yor = kY1 + ¢.(1—2kY;:41)
Yot = ¢2(1—2kY;41)
This characterizes the unique quantities associated with equilibrium. We can verify this is in fact an

equilibrium, since § = @ implies that at these prices, K’ N B’ NT # 0 and all participation constraints
are satisfied. Entrepreneurs are sure to solve (1.2) by construction. Turning to the determination of ¢,,

we have iy
14 (2 T2k
1-— ¢, " aRz
. . .. _ (1-a) . .
which shows that ¢, is decreasing in 2. Now, for z € (z,Z), the fact that =z, = aR implies
- —a)b
zg > Q_aR—) since (zp,z4) € K' N B’ when z = % This implies € < 1, which implies ¢, < 2

for z > 2. Hence, just as in the proof of Proposition 2, the mapping of Yy into Y, +,1 is upward sloping
with a slope greater than 1, so the unique equilibrium must be the fixed point

B b2
YT TR0 200
v 1—¢—k(1—2¢,)
° 1- k(l - 2¢z)
_ ¢z (1_k)
Yo T TR -24,)
_ (1_¢z)(1_ )
o= l—k(1_2¢z)
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Since Y, and y, are both increasing in ¢,, both are decreasing in 2, as claimed.

For the final part of the proposition, suppose z > Z. Since 7 0 3 =0 and T € (8,0) for z > %z, then
— &, —
% < ] ¢ 3 and ¢ > ¢,. Since z > Z > z, we can rule out no production as an equilibrium.. Given
— ¢, —

the rationing rule, we must have either profits being equal for both goods or profits are higher for good
b. Suppose the latter is the case. Then all entrepreneurs with Q; = {g,b} produce good b. But given
the rationing rule,
0= Yot < ? < ¢
Yot 1-9, 1-¢
which implies profits in sector g are greater than in sector b, a contradiction. Hence, profits must be
equal in both sectors in equilibrium. This requires

Yoo = kYgiq1+(1—0)(1—2kY,41)
< kYg’t.'.l + (1 - ¢z)(1 - 2]€Yg,t+1)

which is feasible under the rationing rule. At this value of 6, (zp,zg) is in the interior of K’ N B’, so
both labor participation constraints are satisfied, and the equilibrium is the same as in Proposition 2.

Proof of Proposition 5: Applying the arguments from the proof of Proposition 4, we know that if
z¢ = z then
Ygt = ¢2(1 — 2kY; 141)

which implies
Yot = kY e41 + ¢2(1 — 2kY; 141)
and if z; = Z then
Ygt = A1 — 2kY 141)
which implies
Yot = kYge41 + ¢(1 — 2kY g ¢41)

where ¢, > ¢.

Choose t so that z; = z. Substitute in for Yy ;41 from the equation in period ¢+ 1 to obtain the following
two-period ahead mapping:

Yoo = ¢.+k(1—20,)Y; 41

bz + k(1 —2¢,) [+ k(1 — 2¢) Yy t42]
= ¢+ k(1 =24)0+ (1 —26,)(1 — 20)k*Y, 442

I

This describes a linear mapping from Yy, to Y, ;12 with slope equal to [(1 — 2¢,)(1 — 2¢)k?] 151, and
with a fixed point given by

_ b2 + d)k — 2k¢¢z
Yo = - —2eya -z < ¢

0,1)
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and likewise

b+ puk— ke,
YD) = a2y -zam <

0,1)

Once again, since the slope of the mapping is greater than 1, any value of Y,(2) or Y,(Z) other than
the fixed point will shoot off towards either 0 or 1, which is inconsistent with equilibrium since both
goods must be produced. This establishes uniqueness. Moreover, since ¢, > ¢ and k < %, it follows
that ¢, + ¢k < ¢ + ¢.k, which implies Yy(2) > Y,4(Z). Finally,

Yo(2) = ¢.(1—2kY,(2))
Yg(Z) P(1 — 2kY,(2))

and since ¢, > ¢ and Y,(z) > Yy(Z), then 1 — 2kY,(Z) > 1 — 2kY,(2), so y4(2) > y4(Z).

Proof of Proposition 6: Suppose (3.1) is satisfied. Then (1 — a)p; — Rk; > Rk; > 0, so (3.1) implies
(1.3). Thus, the only relevant constraints for the entrepreneur are (3.1). Since the incentive constraint
(1 — a)p; > 2Rk; is identical to the participation constraint (1 — o)p; > R'k; where R’ = 2R, the
existence of 2’ follows from the existence of z9 from Proposition 1.

¢

Next, fix 8 = _—E Since z; is monotonically increasing in z, it follows that there exists a z; such that
T %) > 2Rk if and only if 2z > 29, so the incentive constraint is satisfied for good b. Writing out
this condition for good g yields the following condition:

lop

—%(1—a)<1+(£’—$>p) " _2Rk| 2> 2Rk,

If the expression in brackets is positive, which occurs if and only if condition (3.2) holds, then there

also exists a zp such that z, (—1—¢—) > 2Rk, if and only if z > 29. Let 2” = max(21,22). Since in

d Yot _ _9
N L e : o
incentive constraint will be binding in equilibrium. Since labor participation constraints are not binding
by assumption, the analysis of Proposition 2 applies. If the expression in brackets is nonpositive, then

¢

Zg (1—:—(5 < 2Rk, for all z, and the incentive constraints will bind for good g when profits are the

same for both goods. In this case, define z” = oo, since in this case there exists no z > 2”.

any equilibrium with z > z*, profits must be equal an , it follows that for z > z”, neither

To prove z’ > 29, note that (3.1) implies (1.3), so that K’ NT # @ for z = 2. Since K’ N T only
for z > zg, it follows that 2’ > z5. To prove the inequality is strict, note that at z = 29, K' NI =
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Yg 0]
=" At
w 1-¢

, there exists at least one j € {g,b}

{(Rkp, R (ky + 2k))}, i.e. it contains a single point, which is associated with a ratio § =

this ratio, z; = Rk; < 2Rk;. For all other values of § = 22 %p

such that z;(6) < Rk; < 2Rk;. Hence, at z = 2, for all § € [0, 00), there exists a j such that z; < 2Rk;.
But by definition, at 2/, there exists a § such that z;(6) > 2Rk; for both j. It follows that 2’ > z.

Next, since it is possible to satisfy both incentive constraints for z > 2" at the ratio § = T , it follows

that 2" > 2/, To show that the inequality is strict, consider the case where z = 2’, where both incentive
are exactly binding: then there is single pair of z, and x, which satisfy both constraints, and at this
pair both constraints are exactly binding: z, = 2R (ky + 2’k) and xp = 2Rks. This pair is associated

k 'k k k
with a particular ratio ¢’. But then g - % +z > =2 + 70 . Since 29 i monotonically decreasing
Zp Ky Ky Tp
k k
in 4, and since %g b:—zo when 6 = %, it follows that 6’ < 1L Hence, at z = 2/, we have
T b - -
Tg (%) < 2Rkg4. By construction, then, 2’ > 2’.

Finally, suppose z € (2/,2") in some period t. Since z > 2/, no production is not an equilibrium. Then
if an equilibrium does exist, some production must take place. As in Proposition 1, since z > zq, profits
must be strictly positive for at least one good in equilibrium, all entrepreneurs will produce some good,
so that Y, +Y, = 1. This implies y4 + y» =1 — 2kY; ++1 > 0. By the lemma, this requires y; > 0. Since
Q; = {g, b} for all i, this requires profits to be equal for both goods. But profits are equal if and only if
% = %ﬁ) Since z < 2", z, % < 2Rkg, no entrepreneur can obtain credit to finance good g in

equilibrium. But this implies ¢4, = 0, a contradiction. Hence, no equilibrium exists.

Proof of Proposition 7: Define A(z) = [0,2Rks| x [0,2Rk,] and A’(z) = [2Rks,o0) X [2Rky, 00). By
the arguments above, since 2; > 2/ for all ¢, no production cannot be an equilibrium given that ANT =
for z > Z’. Since the rationing rule leaves a positive mass of entrepreneurs with a choice of which good
to produce, the lemma applies, and so it must be the case that y;; > 0 for both j in any candidate
equilibrium. But if both goods are produced, that must mean (3.1) will be satisfied for both goods. In
this case, the participation constraints (1.3) hold as strict inequalities, implying that all entrepreneurs
will wish to produce goods, i.e. Yy + Yoe = 1, and yge + ype = 1 — 2kY 141.

Consider first a period ¢ for which 2, = Z. Since Z > z”, we know that z, <L> > 2Rk,. By

1-¢
) = 2Rkg. Since z, is decreasing

z

construction, ¢, in the rationing rule (3.3) is defined so that z, (

P P
1—¢,  1-

zZ
rationing rule, it must be the case that profits in good g exceed those in good b. Then any entrepreneur
with ¢ < ¢,(1 —2kY, ¢41) + kY;,:41 will choose good g. Since profits are strictly positive in equilibrium,
Yo ¢, @

all remaining entrepreneurs choose good b. But in this case, the ratio y_ =1-4 > i——g But at
b - Pz -
such a ratio, profits from good b exceed those in good g, a contradiction. Hence, profits must be equal

z

in 8, it follows that

, S0 ¢, > ¢. Now, suppose profits are unequal across goods. Given the
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_¢
w 1-4 : .

rule for enough entrepreneurs to choose good g while the remainder choose good b. Hence, the unique

equilibrium quantities must satisfy the conditions

in equilibrium. This can only be the case if Y9 . Since ¢ < ¢, it is possible under this rationing

Ygt = (1 — 2kYg¢+1)

and
Yyt = kY, 001 + (1 — 2kY 141)

Next, consider a period ¢ for which 2, = z. Since z < 2", we know that z ¢ < 2Rk,. Hence,
g 1 — ¢ g

profits in equilibrium when z; = z must be unequal, or else good g will not be produced. Given the
rationing rule, it must be the case that profits are higher from good g. Hence, all entrepreneurs with
i < ¢,(1 — 2kY, 141) + kY41 will produce g, and all remaining entrepreneurs produce good b. This

Yg ®= ®- 0]

implies == = ﬁ By the same argument as above, it now follows that - < ﬂ Hence,
Yo — @z — ¢, —
profits at this allocation will in fact be higher for good g. Hence, the unique equilibrium quantities must

satisfy the conditions
Ygr = 2(1 — 2kYge41)

and
Yot = kYg 41 + ¢2(1 — 2kY; 441)

where ¢, > ¢.

The remainder of the proof follows from Proposition 5. In particular, the unique equilibrium corresponds
with the fixed points of the two-period mapping, and are given by

b5 + ok — 2k,
1—(1—26,)(1 - 20)47

Y(z) = €

and

_ b+ bak — 2k,
T 1 (1-20:)(1 - 20)k%

YQ(Z) € (Oa 1)
Since ¢, > ¢ and k < %, it follows that ¢, + ¢k > ¢ + ¢k, which implies Y;(Z) > Y,(z). Finally,

yg(z) = &:(1—2kYy(Z))
Ye(Z) = ¢(1—2kYy(2))

and since ¢, < ¢ and Y, (z) < Yy (Z), then 1 — 2kY,(Z) > 1 — 2kYy(2), so yy4(2) < y4(Z).

dA-a)
aR
and M’(z) = [mg, 00) % [myp, 00) = A’(2)NB’. A no-production equilibrium exists if and only if MNI" # 0,

Proof of Proposition 8: Let m; = max (2Rkj, , and define the sets M(z) = [0, mg] x [0, ms)
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and an equilibrium with production exists only if M’ NT" # @. An equilibrium in which no constraints

are binding exists if and only if <:cb (TS{(I;) ,Zg (——ib—-—>> € M’. The standard arguments used in

1-¢
previous propositions can be applied to prove the existence of z* and z**, as well as the fact that z* > z.
Condition (3.2) is necessary to insure that 2** is finite. This establishes the first part of the proof.

Next, define

Nrn
b* = a2 P R2" (1 + <%¢;> >

where 2’ is defined in Proposition 6. The cutoff b* is chosen so that

1—a)b”
g_ag)__ will equal xp (%)
at z = 2”. Suppose first b < b*, and consider z = 2”. By definition of z”, we know z; (T—% = 2Rk;.

Hence, both incentive constraints are satisfied at the point when profits are equal. In addition, we know

that 6\ (- (1-ap
-« -«
o (1 - ¢>) = aR ~  oR

Since z,4 <—1——j—>—$> >z (i—%), it follows that z, (1 f¢) > (a ;}:)b_ Hence, M'NT # ¢ at z = 2”.

Since M'NT # @ if and only if z > 2** by definition of z**, it follows that z” > z**. But since incentive

constraints are both satisfied at § = only if 2 > 2”, it must also be the case that z** > 2”. Hence,

Next, I need to show 2" = 2** > 2*. Consider the case where z = 2*. At this point, we know M'NT

contains a single point, specifically (ms, m,). There are two cases to consider: either 2Rk, > (1-ajb ;Ra)b
or 2Rky < M. In the first case, zy = 2Rk, and xz, = my, = 2Rk, since 2Rky, > 2Rky > ¢! ;}?)b.
Hence, 2* = 2’ and the statement follows from Proposition 6. Alternatively, suppose 2Rk < —(1 ; a)b.
Then once again, at z*, M’ NT contains a single point, and at this point we have x, = mp = —(1 ;}?)b <
—(—1-:04—%29: But at z”, M’ NT contains the point x; (1 _qf ¢> = (1 ;;)b*. Hence, z* # 2" = 2**. Since

z** > z*, the statement follows.

Finally, from Proposition 7 we know that for z < 2, all prices in I'(2) which lie in A’ and thus in M’
are those for which profits are greater from good g, i.e. for which z, — Rky; > x5 — Rks. Hence, in
equilibrium, good jobs must be rationed, and it is necessary that in equilibrium, profits from producing
good g exceed those from producing good b. Given the rationing rule (3.4), we can apply the arguments
of Proposition 7 to show that there is a unique equilibrium outcome, given by the fixed point of the
two-period ahead mapping, i.e.

(1= 2¢,)(1 — 2¢)k?

Yy(2) = 1= €(0,1)
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and Y, (Z) . ¢ + ¢zk - 2k¢¢z = (0 1)
ST - (1~ 20,)(1 ~ 2¢)k2 ’

where ¢, < ¢ so that Y,(2z) < Y,(Z) and y4(2) < y4(Z). This proves part 2a.

Now consider the case where b > b*, and consider the productivity level z*. At this level of productivity,
M’ NT consists of a single pair (x4, 23) € I'(2*) which is associated with a particular ratio #*. Since this
point lies in M’, it follows that

1—a)b
Ty, = My = max (ﬂ,ﬂ%kb)
aR
(1—a)b*
aR
> 2Rk
. . " (1-a)b .
where the last inequality follows from the definition of b*. Hence, z;, = mp = R At the same time,
—a)b _
Ty, = max (%,2}%9) There are two cases to consider. First, suppose z, = —1—%)9 > 2Rk,.
o o
* __ ¢ . (1 — a)b P . * )
Then 6* =1 > _¢ Second, suppose z, = 2Rk, > R The claim is that once again, 6* > —1—7
— o —

¢ _ ¢
1——(750“9_1—()5' Suppose

first 6 < —1% Given that x, = 2Rk,, then (z,24) € A’, from which it follows that z* > 2", since

Proposition 6 establishes that (x3,z4) € A’ for 6 < 1 ¢
that at z*,  zp ¢ z 9 € A’. Since z, is decreasing in 6, = ¢ < z4(0*) = 2Rky.
) 1— d) s g 1— ¢ g y +g 1— ¢ g g

This contradicts the fact that (x(6),24(6)) € A’. So 6* > %}5 Suppose then that § = 1¥¢— Since

. To see this, suppose not. Then there are two cases to consider: either § <

only for z > 2. But if z* > 2| it also follows

N f 3 = 2Rk,, it follows that z = 2”. But at z = 2", we know (%) should be equal to
—(1 ;g)b . Instead, xp (1 ?(b) = (1 ;};)b > ( ;;)b . Once again, a contradiction. It follows that

6 > % Since z* < z** and the set M’ NT is isomorphic to the interval [8(z),8(z)], where §(z) is
¢ . Z ¢

g 0 —

% implies [8(2), 6(z)] > =%

for all z < z**. This establishes that z** > z*, since at 2**, the pair (x4, 2s) which corresponds with

decreasing in z and 9(z) is increasing in z, the fact that §(z*) = 6(2*) >

1—% is contained in M’ NI. Moreover, it follows that profits must be higher from good b than from
good g in equilibrium for z € (2*, 2**).

Given the rationing rule (2.1), we can apply the arguments of Propositions 4 and 5 to show that there
is a unique equilibrium outcome, given by the fixed point of the two-period ahead mapping, i.e.
¢z + ¢k - 2k¢¢z

%) = T —2ga—2m € OV
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and

¢ + ¢zk - 2k¢¢z

YolZ) = T T 21 - 20)

where ¢, > ¢ so that Yy(2) > Y,(Z) and y4(2) > yo(Z). This proves part 2b, as well as the fact that
for b # b*, z** > 2*.
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