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OBSERVABLE CONTRACTS: STRATEGIC DELEGATION AND COOPERATION

by Chaim Fershtman, Kenneon L. Judd ana Ehud Kaiai

Abstract

The role of commitment in noncooperative games is well acknowieaged and
documented. One of the ways to achieve such a commitment is by letting a
deiegate represent the main piayer in the game. In such a case a
sophisticated distortion of the deliegate’s preferences might benefit the
principai piayer. In this paper we sutudy a delegation game 1n which the
pilayers can use agents strategically to play on their behalf and the
coniracts tihey sign with them are comnon knowledge and can be conditioned
upon in the agents' game. We show that in such cases every Pareto optimai
outcome of the game bpecomes a subgame perfect Nash equilibrium of the
deiegation game. We demonstirate this result by discussing the Cournot-type

duopoiistic game.



OBSERVABLE CONTRACTS:  STRATEGIC DELEGATION ARD COCPERATION

1. dntroduction

it is a common observation in confiict situations that players are
quite frequentiy represented by agents who play the game on their benalf.
Lawyers often represent ciients in negotiation, agents represent actors and
sports piayers, managers represent owners, and electied officials represent
voters. Thus, in discussing confliect situations in sociai science, specific
attention must be paid to the possibility of hiring agents who participate
in the game on benalt of the real players.

Besides considering the implications of such delegation, a fundamental
question is the expianation of this phenomenon. Why does a player hire
someone who wili represent him in a game? Ciearly one possiblie explanation
is that there are games in which having speciai skiils is essential. But
can we argue that tnhe only purpose in hiring a iawyer is always his superior
Knowiedge of the law? )1 i1s it possible that players can gain sirategic
advantage by having someone with different incentives piayv the game on their
benaif?

The potential benefits of using deiegates as credible commitment has
already bheen emphasized by Scheliing (1956, 1960). Considering, for
exampie, the Nash bargaining probiem, it is aiready known that distorting
the player's utiiity function might benefit the player {e.g., Kannai, 1977),
Crawford anda Varian (1979), Kinistrom, Roth and Schmeidier (1980), and Sobei
(1981)). This result can be discussed within a framework introduced by Kurz
(1977, 1980) in which the originai game is transformed to a noncooperative
distortion game in whicn players' strategies consist of utiiity functions

that may be distorted from their true utiiities for strategic reasons.



Cleariy, sending an agent can be equivalent to credibly reporting a
distorted utility function, providing. of course, that the agent indeed has
such a utility tfunction and his utility tunction is public information. The
benefits from the use of such an agent shoulid, however, exceed the cost of
obtaining the agent's services. Similarly, if we consider the strategic
bargaining game (Rubinstein, 1982) it is clear that a player can benefit by
sending a representative who is less impatient than he is (sce aiso Jones,
1987). in an oligopoly framework is also aiready recognized that sending
managers with distorted objective functions might benefiit the owners of the
firm and can be a part of an equilibrium benhavior (e.g., Vickers {1983},
Fershtman anda Judd (7986, 1987), and Skiivas (i987)).

The main purposc of this paper is to analyze the cxtent to which the
set of equilibria of a sirategic game change when agents are sirategically
aliowed to represent the main players? The outcome of such an analvsis
depends cruciaiiy on the degree ol commitment we ailow in the game. nce
the players are able to commit to certain contracts we are not entireiv in
the worid of noncooperative games. The main guestion is, ot course,
whether. in order to achieve the collusive outcome, should we go alli the way
{0 cooperative games anad allow principais to sign enforceable contracts one
with the other? The main conclusion of this paper is that even in highiy
noncooperative games, cooperative outcomes emerge as equilibria in the game
with delegation, providing that each principai is fully committed by the
contract ne signed with his agent ana the contracts are fully ()hserven.l

Our dejegation game is described as foliows. To every {wo person

“tor the analvsis of delegation games in which compensation schemes are
private information see Myerson (1982) and Katz (1987).



3
strategic game we assoclate a deiegation game in which agents play the
originai game on behait of the originai piayers--—-their principals. More
specifically, we formuiate a two-stage game. 1In the first stage each
vrincipal provides his agent with a compensation scheme. These compensation
schemes determine each agent's {inul reward as a function of the principal’s
payoifs. 1In the seccond stage, each agent, after iearning both compensation

schemes. piays the originai game, choosing his principal's strategy so as to

F

maximize nis own finai payofl The principals then recelive their vayoffs in
the original game net of promised compensation to their agents.

Cur formuiation diftfers {from the deicgation and distortion games models
cited above in one important aspect. We assume that contracts between
principais and their agents are fuily obscrved and thus can pve conditioned
upon in the agents’' game. Clearly, such an assumption implies that we have
in our setting a higher degree of commitment than in previous works on
delegation but what is interesting to see is tnat we need exactiy this extra
commitment in order to implement the cojiusive oufcome by delegation. in
other words, in order to achieve the cooperative outcome we do not have to
20 all the way to models in which contract between the main players can be
signed and enforced. It is sufficient to have the possibility of hiring
agents providing thal the contracts signed with them are public information.

The resuit in this paper contrasts strongiy with the literature 1n
which it is argued that in the Cournot oligopoiy case aelegation equiiibriunm
leads to a more competitive equilibrium {see, e.g., Vickers ({(1985),
Fershtman ana Judd (1987), and Sklivas (1987)). In these works, however, it
is assumed that in the agents' game strategies are not conditionai upon the

compensaiion scheme agents receive trom their principais. [n tnhe agents'



game eacnh agent chooses his sirategy as the besu response to the other
agents' sitrategies indepenaent of the compensation schemes otner agents
nave. By not ailowing to condition strategies on compensation, agents do
not have the ability to "punish" principais for giving the "wrong"
compensation. Clearliy, the fact that by letting agents condition their
strategies on the observed compensation scheme we attain i{he coiiusive
outcome iiiusirates the importance ol such an assumption.

One can also contrast our work with previous results in game theory.
i1 1s aiready known that once the game is repeated, every individuai
rational feasible outcome of {he underlying game is an caquilibrium of the
repeated game. (See, for examplie, Aumann (1981), Rubinstein (1979),
Friedman {1985), and Benoit and Krishna (1985).) In our setting the game is
piayed oniy once, pbut the strategic use of agents pius the abiiity to commit
to them enabie piayers to obtain the cooperative outcome.

We iilustrate our resuli by considering a Cournot-type duopolistic game
in which we allow firms to hire managers who run the firms on their behaif.
Tie roie of the managers in our setting is to cihwose the quantity produced
by the {irm. We show that even when we consider a one-shot game such that
the two tirms meet oniy once in the market, every coilusive outcome can be

obtained in such a duopoiy game with delegation.

2. The Deiew

vion Game
Our analysis of delegation begins with a gamc representing the basic

confiict. The uynderlying game is a 2-piayer strategic form game with the

set of piayers P = ‘pﬁ‘p2). We lel S = § xS, be the set of strategy
i ‘ strateg

combinations in this game. The payoffs of the players are described by a



function u = (L,,uz): $ - R™. We wiil use G = (P,S,u) to denote

"

this underlying game.

Nash _equiiibrium ol this game is a strategy combination (s¥* s*) with
e —
u,(s?,sil z ul(sﬂ,s;) for everv s. € S]. and simiiariy for piayer 2. We
i K 1 a i

consider in this paper only games [or which there is at least one (pure
strategy) Nash equiiibrium.

For such a game we aefine the associated delegation game, D, as
foliows: the set of players N = (p,,p..a..a,) where P, and p, are calied
principais and a, is cailed the agent or deiegate ol p

The set of strategies of P, is

+

Ci = {ci: R ->KR: ci is weakly monotonicaily increasing}

We refer to an element of ., as a compensation function of agent a,.
Note that agent a;*s compensation depenas only on nis principai's gross
pavoff. We restrict the compensation functions to be weakliy monotonic.
Besides being intuitiveiy appealing, there is a technical need for such a
restriction. Subgame perfection cannot be obtained without the weak
monotonicity assumption. 1t guarantees the existence o!f an equiiibrium in
every conceivabie agenits' game since it preserves the (pure strategy)
equiiibria of fhe original game.

We assume that the contracts signed between each principal and his
agent are pubiic information. Moreover, each principai is fuily committed
to this contract. There is no hidden contract that the principai and his
agent agreea upon. Thus. wnen an agent comes to make his choice ot an

action he is ailready informed about (c.,c,). We therefore agefine the
4

<



agents' strategies as foliows.

The strategy sct of every agent aj is Ri = 4r.: C > S} and we iet
) i 1’

R = R, x R,. We call an eiement of Ri a response function of agent i.

Given a 4-tupie of strategies {Cl.cz,r,,rzz we define the utiiities of
ps
the four plavers in D as foiiows:
ol ) (c)) (u.(r(c)))
U {c.,c,,.v,,r,) = u. (r{c - c.(u.(rfc .
i 50Ty, A )) s lug ))
and
ua{c c,.r..r,) = c.{u.(r{c))).
i1 e2 e i i
Given the strategies (ci.cz.r,,rz) the agents' choice of actions is
r{c) = (Pl(c).rz(c)). The i'th principai thus gets the game payoffs

u,{r(c)} minus the compensation ne pays to his agent, i.e., ci(ui(r(o))).

Definition 1: (rT,vg; € R is a Nash equilibrium in the agents' game inducea

i

a, , , a ‘ R
by {(c,.c € ¢ if USle,,c..v*,rx)y > US(c..c...r..v¥) for every r. € R,. and
voleg.ey) € €Ot Uiley.ep.nyurdl 2 Upde, e, .0 . 03) vr, 1 :
simiiariy for agen: 2.
We iet
EA{c) = {(?T(C),Fg(c)) € S: (r?.rg) is an equiiibrium in the
iy

agents' game induced by c}.

Definition 2: (c?,c?,r?.rZ) is a subgame perfect Nash equilibrium of D if

271
1. Up(c*,c*,r§,r“) > UP(C .c* . r* pX) for every c. € €, and the
1" 12 T2 Tl T2’ 12 1 1
same for principal 2: and
i for every pair of compensation functions ¢ € C. (r*,r¥) is a

12
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Nash equiiibrium ot the agents' game induced by ¢, i.e.,

r*{c) € EA(c).

Notice that the weak monotonicity of the compensation functions
guarantees that every Nash equilibrium s* of the underlying game G is in
EA(c) for every c. However, CA{(c) will typically contain other equiiibria
as welli. Moreover. without monotonicity or other similar restrictions,
obtaining subgame pertection is impossible. It is always possible to
construct "wiid" compensation schemes for which there is no equilibrium in

the induced agents' game.

Definition 3: c¢ implements u € R® via r € K it (c.r) is a subgame pertfect

equilibrium of D with u{r{c)) u.

Under this definition, when u is implemented, u. is snared by principai
i and his agent.

Given the above definition, one can prove trivially that if s* is a
Nash equiiibrium of the underiying game, everyv feasibie payoff pair
U > u{s*) is impiementabie in the delegation game.2

The above definition of impiementation might, however, be intuitively
unattractive. it disregards the usual difficuity of dealing with muitipie
equilibria as weli as a choice of Pareto dominated equilibrium in the

agents' game. In cases of muitipiiciiy the principals have to count on ihe

agents choosing a particuiar equilibrium. It would, however. be naive on

The proofs are trivial and can be found in Fershtman, Judd and Kalai
(1987) .



the part of the principals to expect the agents to choose the exact actions
when the agents are 1nditfferenl between severai actions or when BA(c) is not
a singieton and in particular when there is an element in EA(c) that from
the agents' point ol view, Pareto dominates the equilibrium the principais
wish them to choose.

Gamwe theory, however, aoes not yeb have the proper equilibrium concept
to deai with such conceptual difficulties. We thus reconstruct our
formulation of the delegation game and the impiementation concept iu order
to exclude some unattractive pnenomena of this type.

Multipiying ail the payoffs of a player in a stirategic game by a
positive constant resuits in a new game, isomorphic to the original one.
for our delegation game, an impiication of this ooservation is important.

It is reasonable to assume that if the principals change a compensation

scheme (c., ¢, ), say, to (.5c¢,.c

(1 Col ,), the strategies of the agents will stay
4 " &

the same, yielding principais one and two the same payoffs from the
underlying game. Yet, principal one wouid have to spend hali as much on
compensating nis agents. Since this argument can be applied repeatediy. no
equilibrium with positive payments to agents exists. As in the standard
principal-agent literature, we resolve this problem by assuming that there
is a4 € > ¢ which is the smaliest amount of money that the agents are willing

to accept in ovder to participate in the game.

Definition 4: ¢ implements u via r with mutual rationai agents if in

addition to impiementing u, r satisfies the following property: f{or every

¢ € C. clulr(c})) > (e,e) whenever there is s € EA(¢) with c(u(s)) > (e,¢€).
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intuitively, the above definition requires that if there is an
equiiibrium in the agent game in which botnh agents get at least £ they wili
choose such an equilibrium. Moreover, such a choice is made at every
subgame. i.e., {or every paicr of compensation schemes. The mutual
rationality condition is an assumption on the agents' seliection among
multiple Nash equiiibria. Agents wiil coordinate their actions in order to
avoid zero vayoffs if possible. Once the ageni's equilibrium payoff{ is jess
than £ he does not participatce. which implies that the principval has to make
his choice of action. in this case, we are back Lo our originail game in

which s* is an equilibrium.

Pefinition §5: ¢ uniqueliy impiements u with mutuai rational agents if there

is an r € R such that ¢ impiements u via r with mutual! rational agents and

it for some u and r € R, ¢ impiements u via r with mutuai rational agents

then u = 1.

unique implementations are attractive since they gudaranicece the

principals the vector u without depending on a specific choice of

1

equilibrium by their agenits. Thus, once we require unigue implementation,

the problem of

multiplicity is resoivea. There stiii might be muitipie
equilipbria in the agents' game, but all these cquiiibria yield the same
payvoffs.

e

Definition 6: We say that i is a target compensation function if for every

u., T.{u,) € {0,e}.



i0
Target compensation functions pay nothing unless a minimai ievei ol

utiiity is obtained for the principal and pay € if that target level is

obtained or exceeded. We are now ready to state our main resuit:
Theorem 1 (folk theorem in delegation games): If u is (sirictly) Pareto
optimai in G and for 1 = 1.2, uj - ui(s*) > € for some Nash equiiibrium s*

of G, then u is uniquely impiementabie with mutuai rational agents.

Moreover, the implementation can be done by target compensation functions.

Proof: Let 7 € C. be a targeil compensation function defined by:

g, if u. 2 u,
i i

T () =
u. i . ‘
1 0, otherwise

and define r{c) as foliows:
i. it there is an s € LA(c) with c(u(s}) 2 (e.e) then let r(c)
be such an s.
ii. Ctherwise, et r(c) = s*.
We wili show that (Tu,r) uniquely impiements u with mutual rational
agents.
it is clear that u(r(Tu)) - u. By plaving the above strategies the
agents' payvoffs is (€£.€) and by the fact that u is strictly Pareto optimai

in G it is the oniy outcome such that TU(u) > (e,e). By construction,
1

r{c) € EA(c) for every ¢ € C and it is mutualiy rational. Now we check that

T is indeeda a best response strategy to (T .r..r,,).
u i, 172
1 2
Suppose that principal one deviates and piays c, € C,. One of the
L 4

foliowing two cases must hoid:



ti

a. There exists s € EA{c.." ) such that
i'u
2
(C,(UJS)),T‘l (HZ(S))) > (e,2). By the Pareto optimality of u 1t foliows
i -~ L
2

that principai one cannot be beiter off from this deviation.

b. Otherwise, the outcome of the game is s* and u, (s*} < u, - €.
1 i

Tu uniquely implements u with mutual rationai agents since every s €
EA{T ) with c¢(u(s)) > (e.,€) has u(s}) - u. P

The reason that the delegation game "works" is that through their

agents (and their compensation schemes) Lhe principals can commit to piaying
cooperative strategies (with enough flexibility to aliow them to retaliate
against deviations). Wien the principais cannot commit directly to each
other {such as in a one-shot game and when binding agreements are not

permissibie) the ability {o commit to their agents is very beneticial as was

5

illustrated in the theorem. One could question the ability of the
principals to commit to their agents and actuaily pay them according to the
promised compensation schemes. ‘This commiiment, nowever, is credible when
binding agreements between them are possible and legaiiy enforceable. Also,
a iong-term relationship between the principal and an agent would enhance
these commitmeni possibiiities even when the principal is using the agent in
a sequence of games with different opponents.

Cne could conceive of defining an agent compensation scheme on other
parameters of the game. For example, an agent's compensation could depend
on the difference in the payol{ of his principa: minus the pavoff of his
opponent's principal,. or even on combinations of payoffs and actions in the
underiying game. These modil ications arc possible but t{hey only serve to

P

complicate a simpie idea. They may also come at a cost of losing the
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subgame perfection property of the implementations., since they may create a

farge number of unreasonabie subgames.

3. Exampic: Duopoiy

rn

To highitght the main feature ol our analysis we next discuss the

Cournot duopoly game. Consider a duopolistic market in which the inverse

demand tunciion is given by p = a - blq, - (12) where p is the market price
1

and ¢, is the 1'th {irm's output. Assume that the cost function is given by
A

TCi(qj) = omg, where a > m 2 0 is the constant marginal cost. The 1'th
firm's profit function is thus W.(o‘.qg) = g.la - blg, + 02)) - ma.. The
i1t i 1 : 1
unique equilibprium of such a one-shoit game is g¥* - q§ {a - m)/3b ana the
L . e 2,
equilibrium payoffs are ©w_ {(qg*.q*) = (a - m) /9D.

R 4
Now iet us consider the deiegation game in which the owner ot each firm

hires a manager who will muke the choice of ¢. on his behaif.

“

The owner and
the manager sign a contract that specifies the manager's compensation as a

function of the firm's verformance.
; . . V2 o . .
Let a, = d, - (a - m)/4b and w, = (a - m) /8b be the maximum symmetric
4 4

coiiusive output levels and the collusive payoffs, respectiveliy.

Proposition i: In the above auopolistic game the collusive outcome,
(ql,qz), can be impiemented uniquely with mutual rationai agents it

oo o lg¥af) > e
i gty

Proposition 1 is an immediate coroiliary of Theorem J. However, in
order to get some intuition on the type of strategies and contracts that

give rise o such an eqguilibrium we wili specify the pliayers' sirategies.



e, i w2,

T. (ni) = - i= 1,2
T, 0. otherwise

et the managers' strategies for a specific pair of compensation schemes c

be a

Ui

follows: when possibie, the managers will choose a pair of output
rates g which are a Nash egquilibrium in the mangers' game induced by ¢ andg
c(mi{q)) 2 {&.¢€): otherwise they wiii choose the Cournot production rates g¥,

Cleariy, the above construction implies that once the compensation

scheme T are given the managers wili choose the only production rate that
s -~ .
vields the payoffs {€,2) which are the colliusive production rate (q_.q?).

Aiso, given the response of the managers to various incentive schemes, the
owners can do no better than usc these target schemes. Subgame perfection
of the above equilibrium means that the owners can be convinced that {f they
deviate from their compensation scheme the managers will indced respond as
statead.

It is interesting to observe that the principais' commiiment to
cooperate through their agents is done by sending out agents who are liess
"hungry” than {hemselves. This is done by flattening the agents'
compensation from some criticai ievel of the principais' utility.

This Cournot analysis should be compared with previous anaiyses of
competing principal-agent pairs. Fershtman and Judd (1987). Vickers {1985),
and Skiivas (1987) examined the same game but restricted contracts to be
iinear in profits and saies: in this case the owners' profits were less than
in the underiying game's Nash eguijiibrium. As was stated previousiy, the

difference between tihiese works and ours is that we allow agents io condition
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their strategy on the two compensation schemes which are assumed to be
public informaition. Proposition 1 is not correct without such an
assumption.

in Yershtman ana Judd (1986) it was assumed that (he manager's effort
was unobserved, creating a moral hazard probiem; again, the outcome was not
a cooperative one tor the principals. From the latter anailysis it is ciear
that the folk theorem of our analysis may break down when coniracts must
deal with moralil hazard probliems with managers as well as coordinate
cooperation witn opposing principals. The vaiue of delegation in incomplete

information games is an open and interesting question.

Concluding Remarks

‘n this paper we have demonstrated that once principals are able to
sign contracts with agents who choose an action on their behaif and that
these contracts are tully observable by all agents, then in such extended
games the principals can obtain a Pareto outcome as an equilibrium. Having
the abiliity to have sucn a commitment impiies that the game does not fali
exactly into ihe category of noncooperative games and shouid be classified
in between cooperative and noncooperative games. Since casual observation
indicates that delegates are occasionaliy used in daiiyv iife tnere is
cieariy a need for a detlaiied investigation of such a ciass of games. In
this paper we did not discuss all the possiblie compiex relationships tnat

;

the existence of delegales introduces. The agents in our modei are used
soleiy for the purpose of strategic delegation. They do not have any

expertise., information, or any other advantage vis-—-a-vis their principals.

We (hus concentrate on one specific and unexplored aspeci of the delegation



issue. Clearly, possibie generalizations of our anaiysis should integrate

strategic deiegation with the standard principal-agent theory.



16
References

Aumann, R. J. {(1981), "Survey on Repeated Games," in Kssays in Game Theory

and Mathematical Economics, Bibiiograpnsiches Institut Mannheim, Wien,

Zurich, ii-42.

Benoit, J. P and V. RKrishna (1985), "Iinitely Repeated Games," Econometrica,
53. 905-922.

Crawford, V. P. and Hal, R. Varian (1979), "JDistortion of Preferences and

1

the Nash Theory of Bargaining." Economics Letters, 3. 203-206.

rersihtman, C., K. Judd and . Kalai (1987). "Cooperation Via Deiegation,”
Research Report No. 163, Hebrew University of Jerusalen.

Fersittman, €. ana K. judd (1987), "incentive BEguilibrium in Giigopoly,

American Economic Review, 927-940.

Fersntiman, C. and K. Jjudd (1986), "Strategic [ncentive in Manipulation in a

Rivairous Agency," Technical Report No. 496, IMSSS, Stanford
university.
“priedman, J. W, (1985), "Cooperative Lquilibria in ©Finite Horizon

Noncooperative Supergames.” Journai of Kconomic ‘ineory, 35. 390--398.

Jones, S. R. G. (1i987), "Have your wawyer caitl my Lawyer, Biiateral

Deiegation in Bacrgaining Situations.," mimeo.
Rannai, Y. (1977}, "Concavifiapility and Construction of Concave Utiiitly

Functions," Journa! of Mathematical Economics, 4. 1-56.

Katz, Michael L. (1987), "Game-Playing Agenis: Contracis as Pre-

Commitments." unpublished draft, University of California, Berkeiey.

Kihdistrom, R. £., A. . Roith and . Schmeidier (1981), "Risk Aversion and

Nash's Soiution to the Bargaining Probiem."” in Game Theory and




~1

Mathematical Fconomics, 0. Moeschiin and D. Paliaschke (eds.).

Amsieraamn, North Holland.
Kurz. M. {1977)., "Distortion of Preferences, income Distribution and the

Case for Linear income Tax," Journal of Economic Theory, 14, 291-298.

Kurz, M. {(1980). "income Disiribution and Distortion of Preferences: The

%-Commoaity Case," Journal of Economic Theory, 22, 99-1C6.

Myerson, R. (1932). "Optimal Coordination Mechanisms in Generalized

Principai-Agent Problems,” Journai of Mathematical Economics, 10, 67-

81.
Rubinstein. A. (1979), "Equilibrium in Supergames with the Overtaking

Criterion," Journai of Economic Tnheory, 21, 1-9.

Rubinstein, A. (1982), "Perfect Lguiiibrium in a Bargaining Model,"

Econometrica. 350, 97-109.

Scheiling, . C. (i956), "An Essay on Bargaining,

"

Anmerican liconomic Review,

46. 281-306.
Scheiling, T. C. (i960). The Strategy of Conflict, New York: Oxtford
University Press.

Sklivas. §. 3. (1987), "The Strategic Choice of Management Incentives," The

Rand Journai of Kconomics, 452-58.

Sobel, J. (198i), "Distortion of Utilities and the Bargaining Probiem,"”

Econometrica, 49 (3). 597-617.

Vickers, J. (1985), "Delegation and the Theory of the Firm," Economic

Journal (suppiement), 95, 138-147.



