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I. INTRODUCTION

In this paper we examine the optimal pricing strategy of a dominant firm
or a group of ioniat profit maximizing oligopolists facing expansion by a
competitive fringe. The problem is of considerable interest because most
concentrated Industries consist of a large number of fringe firms alongside

1 Furthermora, expansion by the competitive fringe

one or more dominant firms.
appears to he a wost Important source of "entry,” since full scale eantry by
new firms iato significant oligopolistic markets appears to be a fairly rare
event.2

The problem of the donminant firm facing expansion by a competitive fringe
was first axamined by Gaskins [1971]. Ha labeled the pricing strategy of the
dominant firm "dynamic limit pricing.” We believe a new formulation is in
order because of two developments, on which we expand balow: (1) Gaskins'
model has received widespread applicatlion at the theoretical, empirical, and
policy levels and (2) the strategic assumptions underlying his model have come
under telling criticism in recent years. We believe that our formulation
handles the basic criticzisms of Gaskins' approach yet continues to yield a
rich set of predictions about dominant firm pricing strategy.

Gaskins' model has become widely known and used by both economists and
non—economists for further theoretical modeling, empirical research in
industrial organization, and policy analysis. Some reascons for this wide
range of application can be found ia Scherar's [1980, pp. 236-243] excellent
description of the model and its predictions. Schera2r notes that the model
"is compelling not only because it yields rich predictions, but also because
these predictions appear to bhe consistent with a good deal of what we know

about American industrial history.”™ [p. 239] Scherar gives several axamples,



including the pricing strategies of U.S. Steel, American Viscose, American
Can, Xerox, IBM, Alcoa, and Genaral Motors.3
Along with the many applications have come some te2lling criticisms of
Saskins' formulation. These criticisms center around the ad hoc nature of the
fringe expansion equation and the game theoretic foundation of the model. 1In
particular, Gaskins' fringe expansion equation is not based on any
maximization behavior on the part of the fringe. Some of the criticisms of
the game theoretic foundations of the model apply with equal force to all but

4 It has becen pointed out by J. Friedman

the most recent limit pricing models.
[1979] and Milgrom and Roberts [1982] that under complete informatiom, if
established firms' pre-—-entry actions do not influence post-entry costs or
demand, these actions can not deter entry. The capital investment decision is
one example of a pre-entry action which can affect post-entry conditions.5

Wle are aware of no previous explanations, however, for how price could deter
either entry or fringe expansion under complete information.

Our dynamic limit pricing formulation is based on the importance of
internal finance (retained earnings) to fringe firms. In this respect our
model is related to Spence [1979], in which internal finance plays the crucial
role of the constraint on the expansion of later entrants into a new marXet.
Spence, however, chose to zxamine capacity, not price, as the control variable
of the first entraant.

We set up the dynamic limit pricing problem as a deterministic, non-
cooperative, differential game between the dominant firm and the competitive
fringe. The control variable of the dominant firm is price while the control
variable of the fringe firms is their retention ratio. Fringe firms retain
one~hundrad perceat of their income and invest full-out as long as it is in

long-run interest to do so. The connection between current price and
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expansion is then obvious = current price determines fringe earnings which ia

turn determines the maximum possible rate of expansion of their capital
stock. Todays pricing decision then does affect the future circumstances that
dominant firms face.

We demonstrate several interesting features of the equilibrium outcome.
First, in the case where the market's rate of growth is less than the dominant
firm's discount rate, if the fringe is initially small (large) the price drops
(rises) to fringe marginal cost at some finite time although the fringe market
share continues to rise (fall) forever. This contrasts with Gaskins' analysis
where the price only approaches the fringe marginal cost asymptotically, and
then so only in the case of zero growth. We also examine the case where the
market's rate of growth is greater than the dominant firm's discount rate and
the game lasts for a finite time, a case not examined by Gaskins. We helieve
this to be an important case given the fact that demand for many goods grows
very rapidly immediately following introduction. In the rapid growth case we
find that equilibrium goes through as many as four »possible stages. While our
analysis is explicitly open-loop, we show that our equilibrium is also often a
closed-loop equilibrium, and that the long-run steady state outcomes cannot
differ.

The next section of the paper is a review and a critique of Gaskins'
formulation. In section three we examine the key role of retained earnings as
the source of finance for fringe expansion; we then derive the expansion
equation in section four. In section five we solve our formulation of the
dynamic limit pricing problem and compare the results with Gaskins'. Finally,

in section six we discuss the alternative equilibrium concepts.

II. GASKINS' MODEL
For a aumber of reasons it is important to begin with a review and a

critique of Gaskins' model. One reason is that we will retain some of its



featuras in our formulation. A second reason is that Gaskins' paper is widely
cited and has seen many applications. It is therefore desirable to point out
the similarities and differences in the two formulations and ia their results.
Before proceeding with a review of his model, we should mention some of
its applications. To cite but a few of the theoretical extensions of Gaskins'
model, Brock [1975] includes technological prograss, Lee [1975] adds non-price
policies and learning by doing, DeBondt [1977] includes scale effects and
Encaoua and Jacquemin [1980] {ncorporate non-price policies. At the empirical
level, Gaskins' model clearly demonstrates the possibility of a feedback
ralationship between price and market structure — the cholce of a pricing
policy affects market shars over time, as well as market share determining
pricing policy. While the vast majority of industrial organization studies
continue to be cross-sectional, a few recent studies are dvnamic, and wore are
likely to follow. Brock [1975], for example, estimates Gaskins' model
econometrically for the computer industry; while Martin [1979] includes a
concentration equation based on Gaskins' model in a system of simultaneous
equations. Martin finds that a dynamic specification of concentration is
critical to the specification of the profitability equation. Finally,
Gaskins' model has seen application at the policy level, including frequent
citations ia law joarnals. It appears that a number of lawyers as well as
economists interested in antitrust issues are familiar with the model,
including Dunfee and Stern [1975], Easterbrock [1981], and Kaplow [1982].
Dynamic limit pricing differs from static limit pricing in that it allows
more genaral strategies on the part of dominant firms. Firms following a
static 1imit pricing strategy either charge the short-run profit-maximizing
price and allow their market shares to decline, or they set price at the limit

price and preclude all entry. Gaskins argues that there is no justification



for this dichotomy; rather maximization of the present value of future profits
entails a balancing bhetween current profits and future market share.

In Gaskins' formulation the optimal pricing strategy maximizes:

\Y)

]

f (D(t)‘cd)Q(P(t),t)e—rtdt (1)
o]

whera V the present value of the dominant firms' profit stream, p(t) =
product price, cq = average total cost of production (assumed to be constant
over time), a(p(t),t) = dominant firms' outout, and r = dominant firms'
discount rate.

Gaskins assumes that the level of dominant firms' current sales can be

decomposed into additive univariatz functions of price and time, such that:
alp(t), t) = £(p(eNe’t - x(r) (2)

where f(p(t)) is the market demand curve, v is the market growth rate, and
x(t) is the output of the competitive fringe which is assumed to be fixed at
any point in time. The net effect of fringe expansion, ;, is to shift the
dominant firm's residual demand curve laterally.

Gaskins argues that if fringe firms view current product price as a proxy
for future price then expansion will bhe a monotonically nondecreasing function

of current price. He then assumes that expansion is a linear function of

current price, given by:

x(t) = koe*t<p<t>—5> x(0) = x_, pre (3)

where ©p is the limit price, ko is the response coefficient at time 0 (k>0),

and X, s the initial output of the competitive fringe. Gaskins also assumes
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ke is a growing exponential function

that the response coefficient k(t) =
of time. He arzues that increasing disposable income should cause a
proportional increase in the quantity of resources available to the fringe for
investment in any particular market.

Equations (1), (2), and (3) allow the optimal pricing strategy of
dominant firms to be solved analytically using the mathematics of optimal
control. The objective is to maximize (1), using (2), subject to (3)

where x(t) is the state variable and p(t) is the control variable. The

Hamiltonian for the problem is given by
o= (p(t)=c D(E(pleY T=x(e))e T a(t)k o' (p(£)-p) (4)

where z(t), the costate variable, is the shadow price of an additional unit of
rival entry at any point in time. The first term in equation (4) is the
change in present value accruing from current sales. The second term is the
product of z(t) and %(t), which is the effect of current entry on future
profits. Thus, maximizing the Hamiltonian with respect to p(t) can be thought
of as balancing the present value of current and future sales.

The necessary conditions6 for a p to maximize V can be used to obtain a
system of differential equations describing the time path of prices and fringe
market shares. 1f w(t)=x(t)e ' 1is the normalized size of the fringe, the

resulting system of equations is:

w(t) =k {p(t)=p) - yu(t), w(0= x_, (5)

% (p~-c,) - r(£(p)-w(t)+£'(p)(p(t)=c )) + yw(r)

. 0 d .
p(t) S2ET(R) - £ () (p(E)—c ) ®)




Equations (5) and (5) define two possible optimal price trajectories,
depeniing on tha initial size of the fringe, its cost disadvantage vis—a-vis
the dominant firm, and other factors. T1If the dominant firm is initially
large, it will price initially above the steady—-state level and lower it
gradually over time, theraby causing the fringe to gain market share until the
steady state is reached. This is the strategy which is consistent with a
number of corporate histories described by Scherer. If the dominant firm is
initially small, it initially sets price below the steady state level and
raises it gradually over time, thereby causing the fringe to loose market
share until the steady-state is reached. 1In both cases the present value of
the profit stream is maximized by balancing the contributions of current price
to profits with the loss or gain of future profits from the loss or gain of
market shara. For further details, we refer the reader to the original paper.

The weak point in Gaskins' formulation is that fringe firms (the
entrants) are not treated as rational, maximizing economic agents. As Milgrom
and Roberts [1982, p. 444] point out, this is common to most of the existing
limit pricing literature. 1In addition, a number of issues can be raised about
the exact specification of the fringe expansion equation,

X(t) = koeYt(p(t) - 7). One issue is the response coefficient, k. A priori
nothing is known about this parameter which is unfortunate

since x(t), p(t), and the steady state values of market share and price
critically depend on its magnitude.7 A second issue is the justification for
the response coefficient growing at an 2xponential rate y. Gaskins'
justification, that increasing disposable iacome should cause a proportional
increase in resources available to fringe firms in all Industries, seems
tenuous in an economy where new industries are emerging and competing for

resources, some have matured, and others are declining. Another issue is why



fringe expansion does not depend on the present size of the fringe, as well as
price. One would expect that the larger the fringe, the greater %, other
things egqual. Finally, is therz any justification for a positive, much less a
linear, relationship between fringe expansion and price? We return to these

issues after formulating our own expansion eguation in section four.

I1T. THE ROLE OF INTERKRAL FINANCE

Similar to Spence [1979] the availabhility of internal finance is the
constraint on the rate of expansion of the fringe in our formulation.
Internal finance, narticularly for small firms, has been the dominant source
of finaace historically8 as well as during the post World War 1I era. While
the importance of internal finance is widely known, we feel that it is
worthwhile to treview the relevant statistics pertaining to the different
sources of corporate finance as well as the explanations for the dominance of

retentions.

{A.) EXPLANATIONS FOR THE DOMINANCE OF INTERNAL FINANCE

Corporations may finance expansion with internal finance or with debt and
new share issues, sources of external finance. 1In terms of comparative dollar
values, retained earaings are largest, debt next, and new share issues are
quite unimportant. There are a number of explanations for this pattern of
finance, including corporate income taxation, flotation costs, costs of
financial distress, agency costs, and limited capital markets. These
explanations are discussed below.

One important reason for the small amount of new shars issues on the part

of unregulated firms is the design of the corporate tax system.9 The United



States and a number of other countries employ what is known as a "classical”
tax system. Among the provisions of this system is that capital gains are
taxad at the personal level at a favorable rate compared to dividend and

10 A number of recent studies have 2xamined the cost of

interest income.
equity finance (retentions and new share issues) under the classical tax
system. A partial list includes Xing [1974, 1977), Auverbach [1979a, 1979b,
1982a, 1982b%], Bradford [1981], Haley and Schall [1979] and Atkinson and
Stiglitz [1981]. 1In each studv, retained earnings is shown to dominate new
share issues as a source of finance. The basic intuition is that no tax
savings occur from the issue of new shares, while tax savings do occur when
earnings are retained because a dividend tax is avonided for a lower tax on
capital gains. ©Given the typical shareholders' marginal tax rate, the tax
advantage of retentions over new sharz issues appears to be quite 1arge.11
Flotation costs are a second reason why internal finance is a lower cost
source than external finance. This is particularly true for small issues of
debt or new shares — and therefore especially relevant to fringe firms -
because the transaction costs tend to be largely fixed costs.12
The usual explanations given for the low debht-equity ratios =uployed by
unregulated firms in the United States is the costs of financial distress and

13 Financial distress refers to the set of problems that arise

agency costse.
whenever a firm has difficulties in meeting its principal and iaterest
obligations. Bankruptcy is the most extreme form of finanzial distress.
Thera are several Dossible types of costs arising from financial distress
short of bankruptcy including lawvers' and accountants fees, lost sales,
higher costs of »roduction, reduced output, foregone or delayed iavestment,

14

higher financing costs, and general disruption of firm activities. Another

cost of debt finance is agency costs, which arise from the efforts of
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creditors of the firm to ensurs that the firm honors its contractual
obligations. These costs result from the attempts by creditors to modify or

15 and the failura to maka some investments due to the

control firm decisions
prizing of debt contracts. Agency costs at the margin tend to rise with the
debt-equity ratio hecause as this ratio increases, investments which maximize
stockholder interests tend more and more to deviate from those that maximize
the joint interests of stockholders and bondholders.

In summary, then, the favorable taxgation of capital gains and flotations
costs give advantages to retentions over new share issues. A further
advantage, that of limited capital markets, arises if the common stock of a
company i3 not freely traded in the capital markets, quite often the case for
fringe firms. Finally, the existance of flotation costs, costs of financial

distress, and agency costs explain the low debt-equity rations of unregulated

firms.

{(B.) SOURCES OF FINANCE: SOME STATISTICS
We present helow some statistics on firm financial patterns across size
classes. Table I reports the average retention ratios for corporations broken

16 It is apparent that the

down by asset categories for the last decade.
percentage of income retained by small firms is very high - firms under 10
million dollars in assets retained on avarage approximately 80% of their
income. Ye emphasize that these are averaga numbers. Tt is certainly true
that many small firms in declining markets or in industries with limited
investment opportunities retain little or no income. A sizable percentage of
small firms, then, must be retaining virtually 100% of their income. A good

example of a group of fringe firms retaining 100% of their income for a period

of several years is the peripheral equipment and subsystems segment of the



computer industry.17 Getting slightly ahead of our line of analvsis, it is
interesting to not2 IBM'S response. According to Alan McAdams, an expert
witness in U.S. vs. I.B.M,, T.B.M. in the early 1970's adopted a strategy of

setting low prices with the intention of lowering the earnings, and therefore

the available finance, of the peripheral =aguipment supplies.18
TABLE 1
RATES OF RETENTION BY ASSET CLASSES,
1970-1979 (assets classes in millions)
Under 1 1-5 5-10 10-25 25-50 50-1090 100~250 over 250
82.6% 83.5% 78.9% 73.07 67.6% 62,07 50.4% 31.9%

Table I does not preclude the possibility that external finance is a
large portion of total finance for some size categories, It turns out that
this is not the case. For the last decade, IRS statistics show that
corporations under 250 million in assets had debt/(debt + equity) ratios of
approximately 25% and that very little variation existed across the size

19 Turning to new shars issues, TRS statistics for the

classes reported above.
last decade show that less than 107 of all new equity for corporations under

250 million in assets came from this form of external finance.zo Once again,

there was very little variation across size classes.



Iv. THE EXPANSION EQUATION

The importance of internal finance is clearly a reason why current
expansion of the friage (and future output) is a fuaction of current price.
The greater the p{t) established by the dominant firm, the greater the
available current ianternal finance for the purchase of capital and the
expansion of output.

The income of the fringe available for expansion is
[(1-T)(p(t) - cf)x(t)], where T is the corporate income tax and Ce is the non-
capital costs of production up to the capacity constraint x(t).21 (We assume,
as does faskins, constant returns to scale and a capacity constraint.) The
fringe obviously will not restaia 100%Z of its income in all time periods -
eventually it must collectively pay some dividends. Let u(t) be the fraction
of earnings retained by the fringe. {As we will see in the next section, u

will be the control variable of the fringe.) Then the expansion equation of

the fringe can be written as:
x(£) = [-T)(p(t)=c Ix(t)1Tu(t) (7)

where 3 is the physical output-dollar value of capital ratio.22 A useful way
to think about the expansion equation is that if X{(t) is the dollar value of
the capital stock of the fringe at time t, then x(t) = K(t)3, and thus
x(t) = k(t)3. k(t) is just the term in brackets in equation (7) when u = 1.

It should he noted that debt finance has not been iacluded in the
expansion equation. If debt can be increased by some fraction of a dollar for
avery additional dollar of new internal finance, then a multiplier equal to

the ratio of (debt + equity)/equity could he included. Following Spence



{1979, p.4] we therefore do not include debt finance, but note that it could
be easily incorporated in 3.

Before proceeding to the solution, it is appropriate to compare our
fringe expansion equation with that of Gaskins'’, x(t) = koeYt(p(t) - .
Gaskins assumed a linear relationship between % and p. Interestingly enough,
our expansion equation has a linear relationshin between these variables -
quite simply, fringe income varies proportionatelv with p for an x # 0. It is
also true, of course, that fringe income varies proportionately with x for any
p. Contrary to Gaskins' formulation, then, X is a function of x, as one might
expact, Indeed, we can rewrite equation (8) as a rate of expansion:

R(E)/x(t) = (1 = D(p(e) = ¢ )Ju.

We noted that Gaskins' response coefficient, k(t) = koeYt, is completely
unspecified. Something analogous to Gaskins' k can be found ia our
formulation by taking the partial derivative of equation (8) with respect to

p(t):

ak(t)

oty = k(t) = (1-T)x(t)Ju.

Our "response coefficient” depends on the corporate tax rate, the current size
of the fringe, the fringe retention rate, and the physical output-capital
ratio. What is especially important is that the parameters 3 and T are
knowable a priori - that is, for individual industries one could determine
what the response coefficient is at any moment in time. It is apparent that
our response coefficient will increass over time as long as x(t) > 0. Dur
formulation does not, however, provide anv economic justification for Gaskins'
assumption that k(t) grows exponentially over time in every Industry at some

common rate Y.



V. Solution

F

We shall determine the nature of equilibrium i1 a dynamic game batw=en

~n

the dominant firm and the competitive fringe. 1In this game the dominant firm
chooses a price path, p(t), and the fringe firms choose their reinvestmeat
rate, u(t)., FEgquilibrium is that pair of p(t) and u{t) such that each is a
best reply to the other. TIn examining the Nash open-loop equilibrium, we arsz
implicitly assuaming that at some initial time the players simnltaneously make
irreversible decisions concerning »(t) and u{t). We will see that our spea-
loop equilibrium is identical to the closed-loop subgame—perfect feedback
equilibrium when the growth rate of demand is large relative tn the rate of
interest, and that when demand growth is slow steady-state outcomes for the

[=
L

same indepsadent of

v

hoth equilibrium concepts mst be th the growth rate of
demand. Closed-loop equilibrium is morz realistic since it models continuous
and sequential d=2cision-making, but intractable. Since the two equilibrium
concepits are so closely vrelated in our problem, it is reasonable to examine
the open-loop equilibrium,

Both players maka their choices in order to maximize discountad profits,
with the dominant firme taking into account its impact on fringe caparcity.
Following Gasikins' notation, we let {(p) be demand at t = 0, and let x5 b2
fringe capacity at t = O. We assume that the before-tax interest rate is r >

O and that market demand grows at the rate of y » U. Recall that cg is the

[
T

the absolute capacity rconstraint x can b2 incrgased by J units per dollar of

i

3

-~

ross profits where J 1 - T).

9]

¢y is the marginal cost of production for the dominant firm. ¢4 may be

intevpreted in a aumber of ways. Ficst, one could assume that the dominant



firm is using a technology different from the fringe firms, onz without

narginal -apital costs, if.e., th

T

r2 is a large initial s=2t-up cost, but
thereafter costs are proportional to ouatput. Such an assumpbion would allow
4s to ignore the ecapacity problem of the dominant firm. While thilis is not an
absurd assumption (sinc2 the dominant firm operates at a diffarent scale of
production, it is not unrealistic that it use a different technology of this
type) the asvymuetry is bothersome. 1If the dominant firm uses a technology
similar to that of the fringe firms, it would also have a capacity choice, and
we mast make assumptions which are consistent with the imperfect capital
market assumption that is crucial £5 our asalysis. TIn our description of the
constraints on the fringe firms, we are implicitly assuming that there is no

possibility of leasing the equipment and that th no resale value to the

T
Di
W
o
7]

equipment, presumahbly due to ex post fira specificity of the equipment and

hizh costs of moaitoring cire of leased equipment. We should also make these
assumptions apply to the dominant firm. HNevertheless, we may often ignore the
dominant fiem's capacity choice in this case. TIf investmeat is irreversible
and dominant firm's sales are always growing, then cy mast be interpreted as
the total marginal zost. 1If the dominant firm's sales is declining, then ¥

is the marginal variable cost, siance the capital costs ate suak and

unracoverable. We will assume that

(¢]

g4 is constant through time. This means

our analysis applies to two caseas

either there is no marginal capacity cost
for the dominant firm or, the dominant firm's sales are moaotoaic and capacity
costs are admissidble.

Recall that w is the fringe capacity exprassed as a proportion of market

tate variable of interest to both

L)
£,
e
V7]
[n3
o
¥
W

size, that is, w{t) = x{tde
players, the doainant firm wanting tn keep it low and the fringe possibdbly

wanting to iacrease it. For both, the state equation is
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(8)

which is derived from the fringe expansion equation, (7).
The dominant firm's pro>lem is
F t -rt
Max f% 2N E(p) - W) p - cd)e “dc
i
pit)
s.t.
1 4
w=(p - ) wul - yw
1.
where F ¢ = is the time at whizh the game ends. 1Tt is appropriate to drop the
tax rate, T, from the maximand since profits are purz rents. Since the tax
rate is included in J, taxes will affect the equilibrium, but only to the

axtent that they deprive the frings firms

dominant firm's shadow price for w.

and

the

2f investment funds. TLet 7n be the

By the Poutrvagin Maximun Princinle

A = ry +p - ey - nul(p - cf)J (9)
p(t) is chosen to maximize the current-value Hamiltonian (where r - y is
appropriate discount cate)
(B =~ c)(E(®) = %) + n{(p -~ eplwul - yw), p > cg
1! . f - ’
d\W,p,ﬂ) 1 \10)
(CE - cd) f(p) - w ’ P = Cf
ving that
\
p=cg or 2= (p - Cd)f + £(p) - w + uw. (11)



The corner choice, p = ¢g, cannot be

shuts down,

ruled out since at that price the fringe

csusing the Hamiltonian to look like the graph in either Figure

la, where the corasr choice of c¢ is the solution, or Figure 1b, where the

optimal p, p°, is above cg,
o ) /‘\ N
Pt - . : ~,
-~ T \,
P . ~ P \\
< X, e
. .
< ™ g
“ -y
E [
Z C ; ¥ )
i i o W
Figure la Figure 1b
Rach frings firm will maximize the present value of its nat cash flow,
taking prices as given. Since each firm is 2 price—taker, the fringe acts ir

the aggregate as a profit-maximizing price—takar. Again, since profits ar=z

pure reats, bafore—tax profits are maximized, Therefore, the competitive

fringe solves the problem

F vt -r
Max fge‘ (p - ¢ )w(l ~ u)e ~“dt
L L
u{t) € [0,1]
s.C.
1]
w=(p - cf)qu - W
If N is the shadou price for w from the poiat of view of a fringe firm, then
i1ts evolution is described by

(12)

L=y - (p - cf)(l -u) - A\p ~ cf)uJ



and the decision vule for a fringa firm is

1, > gt
u={=(0,1], A= 7! (13)
9, n < 77

The fringe decision rule 1is bang-bang since hoth the payoff and equation of

motion are linear in the coutvrol, u.

Case It v <'r

We first examine the slow growth case where the rate of market growth Is
less thaa the interest rate. We consider the case of an infinite horizon,
@xactiy the situation examined by Gaskins.

First, we determine the steady state ouatcome. 1t is not possible that in
the steady state the dominant firm limit prices by setting p = cg. Such a
steady-state price would imply that the fringe firms would not invest since
the quasi-reant would be zero, implying that the fringe would disappear, making
it irrational for the dominant firm to set price equal to cg. Hence, in any

steady state, the firm must choose a price on the interior of its choice

set. Under this assumption, we find that the steady states are:

(i) w55 = 0 and n arbitrary; or
(11) if cg + vJ" > ¢4, then
1 \
1= (cf + 3 - cd)/(y - 1)
po= 37t
p = rJ—l T C.
L
u = vy/(p - cf)J = v/t

W' = {{p - ¢ ) (p) + £(p))/(1-mJ) ; or



(1ii) if cp * ry! { ¢4, the "dominant”™ firm is driven out and price

—1, the fringe's long—run mirginal coast.

In (i), the fringe does not 2xist so the dominant firm will set orice at
the monopoly level. In (ii), the fringe exists and has size w3, 1t s
straightforward to check that the dominant firm will not set price equal to
cg, in this steady state. Hence the steady state is an equilibrium. In (iii)
the fringe eliminates the dominant firm because of its superior cost
structure.

We mist next examine the evolution of the game out of steady state. We
want to determine whether the game can converge to the steady state and the
axtznt the dominant firm can affect this transition. Due tn the specific
natavre of the manipulations involved in this transition analysis, we assume

that demand is linear:
f(p) = a - bp.
A convenient refersnce price will bz the dominant firam's monopoly price,
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that is, if there wers ao fringe as in case (i) above, then the dominant firm

B 1 ) * ] - -1 s . 3 .

wanild charge p . We will also concentrate on the more interesting case where
)

ceg t o s c¢y- The altevaative has a trivial steady state and the analysis

of convergence to that condition requires only minosr adjustments ro ths

following analysis,

In general, the dominant firmfs bzhavior is described by setting
= =+ E (quI - 1) (14)
P = Lf’ or p = P %' nu A )

whichever wmaximizes the Hamiltouian, H, which is givan by substituting a - b



for £(p) in (19).

Y

Next, we will show that for w ¢
equilibrium path which will coaverge monotonically to the steady state. We

naad to first establish that, giveu this convergence assumption, when w is

close, but not necessarily equal, to NSS, price and the fringe shadow price of
capacity are al £5 their steadv-state values. To establish this we show
that it is incoansistent for price, shadow price, and fringe capacity to all

converge gradually to their steadv—state values. Siace w cannot jump, it must

WSS’

convarge gradually to if it converges. There would appear to ba four

combinations of p and X couverging asymptotically to their steady-state values

from above or below. However, p and A must move in the same direction. If X

.

is above and falling to Lis steadv—state value, J—l, then price miust also bz
falling. This follows fvom the fact that u=l whea A exceeds J_l, implying via

{12) that N is falling if and only 1if p also exceeds ics steady-state value,

+ )7L, Similarly, if X is less than and rising to J'l, then p also is

tess than and rising to its steady-state value.

Next suppose that p exceeds the steady-state prize and A is falling to

O

its steady-state value. Then u=! since A exceads gL This together with (8)

implies that the rate of growth in w would exceed T - v, since p exceeds cg¢ +

rJ '. Since we are examining the slow growth case, r — v is pnsitive and w

at somz finite time. To stay at w’° at this point, u must fall

to its steady-state value., However, (14) shows that price increasas when u

-
falls, implyving that when w hits w”°, price wonld have to rise and thereby

n

stay above its steady-state value, a contradiction. Similarly, one can prove

r
O

that 1f % and p were to rise there steady-state valua from lower values,

aq
price would have to drop and stay below its steady—-state value when w’” were

n

hit. Therefore, if w {5 to converge tn its steady—-statae value monotonically,
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A and price must be 2t their steady-state valaezs when w is close to WSS,

1

Since p and A are constant as 9 convarges to its steady state, u nmust be

Y

changing. To datermine the relationship between u and 7n as 4 convarges to its

steady state, we differentiate the price equation, (14), with re

V2]
)
®
¢]
e
s
<

‘ . . .
time, {(Equations (l4) and (8) are used to 2liminate w and w from the

resuiting expressions.) The result shows that u and n nmust obhey

-y —und{r - y) - Ju(cf + tJ—l - c

L]

4
g = - - —— o

8= (1l = u)q + ce ¥ o S

=
I

do

The phase diagraam for this system is represented in Figure 2. Note the saddle

point stability of the steady state. 1If w 1s close to WSS’ then there are
i 1 : 1 —]. * W( UJ - 1
unique n and a on the stable manifald such that ¢ + 1J = p - wlmd — 1)

A

i
since any hyperbola of the form nmu = k has a uaique intersection with the
negatively sloped stable manifold. Therefore, for w near its steady-state

R
i

?, there is a unique n~u pair on the stable manifold of Figure 2

consistent with w and the pricing formula. As 7n and u converge to their

steady-state valuass in Figure 2, the unique corresponding w also converges to

f‘(\ . .
w>?, We have thereby demonstrated the existence of an equilibrium path near

the steady state which converges monotonically to the steady state, We make
N0 claim of uaiqueness since we have ot ruled out cycles. However, our
arguments show that this equilibriumn {s the only one convergiag monotonically

to steady state, In this eguilibrium, u and n follow the stable manifnsld in

Tigura 2 to the steady state of that system, with w baing determined by the

price equation (14), since p = cg * rJ_l along this path.



Finally, we show that there are equilibrium paths {or arbitrary w.

Suppose w is less than wl, where

~~

l,ql) is on thz stable manifonld of Figure 2

i

and w> is that value 9f w consistent with it. To analyze this w2 examine the
phase diagram for 9 and w when a=1 displayed in Figure 3. This system is
Ziven by equations (8) and (9) with u set equal to one, Since the steady-
state w in this phase diagram is associated with a price of e¢ + yJ~l and u =

1, it exceeds the true steady state, WSS.

@

Since u = 1 and p = ¢ + rJ_l, w i
. . * ry ™
incrzasing and our (ql,wl) pair is above the w = 0 locus in Figure 3.
‘ P ) ~ ]. 1 = 3 Ty n-
Therefore, we can run tiae back from (n ,w ) and always remain above
*

the w = 0 locus. This implies from our pricing formula that price is above
cg + rJ_l and rising as we run time backwards. Hence, if A\ is Il when we are

]_ 1‘) 1 . - “ ) 1, 2 -3 * 1. = o
at (n',w"), then X rises as we move back in time, proviag that u = 1 is
consistent with the evolution of ) duriag that time. Hence, we have
constructed an equilibriuwn for small {nitial w.

If w is large, initially o is zero and X\ < J—l, but N\ increases and hits

3

exactly when %Y and wd

St are hit, whera these are the values of n and w
consistent with u = 0 and n being on the stable manifnld of Figure 3. This
case is aven more straightforward since it is just the solutiou to the

piecewise linear ovrdinary differential equations:

q = raq + wax{P - cd,O)

i = A + wax{P - cf,O)
R

wharsa

P = arg max n(p)
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(p - eg)ladp -w), p> 2

nip) = {

2
0

{p - cd) (a-bp) p)

and we impose the boundary conditions

2(Ty) = 70
w(0) = vy

w(TO) = wo
MTy) = J71

wher2 wq is the initial value of w. Note that Ty, the length of time that
u =0 is endogenous, being determined from the W equation.

The equilibrium that we have constructed has several intzresting
features. First, the dominant firm does use its price-setting power to
restrain fringe fivm expansion, since n # 0. However, its "limit pricing”
hehavior decays over time and does not have any long-rua Impact on performance
since the steady-state price is fringe long-run marginal cost. The dominant
firm prices high initially, but not as high as its static monopoly price. TIts
price is reduced as the fringe grows in size. At somz finite time price
equals fringe long-run warginal cost and remains there forever. This does not
stop fringe expansion, but after this time, the fringe reinvestment rtate drops
monotonically from 1 to the steady—-state rate and earnings are distributed to

investors.
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In swmaary, 492 can conclude:

Theotren 1 if y < r and F ==, therz is an equilibrium whera:

I'

.
i

wy is sutficiently small,

-1.

i)  price is {initially above ce + rJ 3

~h

ii) at some finilte time, ty, price is cg * rJ71;

iii) price drops to ce T rJul and u = 1 for t < ty;

iv) price equals cg + 1:J—l for t 2 tys

v) u drops smoothly from 1 to its steady-state value for t > ty;
I1. 1If wy is sutficiently large,then

i) price 1s initially below cg + rJ

11) at some fiaite time t, price is cf +rJ—1;

iii) price rises to cg + r37d and u = 0 for t < tys
iv) oprice eguals Cg + rJ—1 for t » tys
v u rises smoothly from O to its steady-state value after ty.

We can partially compare the optimal trajectories found by Gaskins with

our results. Recall that the present-value Hamiltonian for Gaskins'

formulation f{when w{t) is substituted for x{t)e ¥%) is given by:

£

H(w,p,2) = (p(t)=c ) (E(p) = w(t))e T" + 2(6)lx (p(t) = B) = yw(t)]

and that the {present value) Hamiltonian for our formulation when u = 1 is:
-rt -rt
qG7,p,m) = (p(t) = c)(E(p) — w(t))e (e T Iple) - e dw{t)] — yw(e)]

The first term in either Hamiltonlan 13 the present value aceraing from
carrant sales while the sacond teram reflects the effect of curresat antry on
future profits. Diffarences betwzen tha two Hamiltonlans occur only in the

second terms and arise bacause of the differeat expansion equations. Note in
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particular that the value of the second, dynamiec, term is proportional to
valuza of w(t) in our Hamiltonian but not in Gaskins' bscause our rate of
expansion, Q(t), is proportional to w(t). This imples that our game
equilibrium analysis yields higher initial

rices when fringe shares are

small. This is expected since maximizing the Hamiltonlan with respect to

secand term becomes small as fringe ouiput decomes small. Sioce our terminal
price is lower, and price attains this lower price 3t some finite time, the

average rate of decline in

D
3
=1

ice when the initial w is small mast be greater
in our game analysis than in Gaskins' model. This is intuitive since the
raduced long-run 2tfectiveness of limit pricing in the game analysis
encourages tha doailnant firm to b2 more aggresive in acquiring profits throagh
high prices in the initzial stages when it has a greater market share.

The necessary coadizions £or a maximum value for the doninant fira's
sroblem for either forwilation can be written as a systen of diffzrential
zquations in p(t) and w{t). The system of equations for Gaskins' formulticn
was given in Section 1T, equatioas (5) and (6). The w and p equations for
our model are datermined by differentiating the price equations with u=l, and

24
are gizen by~

J

=
e

(£) = () = e lt)J - yw(t)

d

t
e = e wlt) - (& - IEGR) ~w(e) + £ (P (plt) = e DY + yu(t)

L]
N o — - ——— ———
p(t) = - 1 T
=28 (p) - £ (p)(p{t) ~ e
» . A~
A comparison of Gaskins' p(f) eguation with ours indicates that oaly the
nunerators diffec. The differences arise oaly because our responsae

coefficient is endogennis and depends linearly on w(t). Tharefore Gaskins
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analysis i3 very similsar to our a=1 phasa. However, u cannotf always ba one
since this would be {irrational for the fringe firms. The cracial ditference

s that rational firms will reduce their growth rate when their investment

—
¥

nzeds become smaller than available tevenues.
When the price drops to the fringe long-run marginal cost, full
reianvestmaat caases and price remains constant in our game, wheraas in

rice is approached only asymptotically, and will

teady-state

9]

Gaskins, the

—

always exceed long—tun fringe marginal cost, except in the steady state of the

ao growth case. Gaskins finds this to be a "disturbing result” (p. 317) and
nrovides numerical examples which show rather large deviations of price over

marginal cost. We find instead that the steady-state »rice always equals

¢

sast aad that it is reached i{n a

fringe margina 2rizd or time.

7§§se I1: v > r

Next we examine the case of rapid growth wherz y > r. To keep payoffs
bounded, we must assume that the game ends 2t some F < =, We have in mind two
types of situations. First, one could think of the good as being faddish in

-
h

natuve with demand growing rapidly, but then dropping to zaro at some ¢

-

ne
F. Szcond, and more realistically, this analysis will b2 dirsctly usefual in
2xamining our third case whare demand initially gzrows vapidly, biat then slows
down. In ovrder to assuare survival of the dominant firm, we assume 23 < cg ¥
J“l; otharwise, even if the dominant firm charged only its breakeven price,
the fringe would want to fully invest (since vy exceads r) until nearly F, and

it cq exceeded o, + YJ_l, the fringe would grow move ranidly than the wmarkert,

squeezing the dominant firm out. To avoid the trivial case of natural
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monopoly wheve the fringe shriunks relative to the market aven if

3 1 * . . .
p o, we assume that cg + ¢J ° < p . Agzala, wez assume da2mand is linear.

I

In this case, a crucial fact is that the price rises as long as u = 1 and

price exceeds cq. This follows from:

©
&

p=_(n1—1)+-%ﬁj

=2 _((c

- - (o o Yy
T Ld)J + v+ {r - yvInd)

i

f

-1 -
which is positive siace r <y and ¢4 < ¢¢ + vJ *. 1If u =0, then
* . . . .
p=p = w/2b and p rises since w falls with no reinvestment.
*® o

From this, we may further conclude that A < 0 also whea a = 0 or 1 and

A is falling sinre

. o - 5 , u=17
A ) = {
oA - ﬁl y 1 =1

is negative if XN is falling and p is rising.

Next we establish that in equilibrium, the fringe will go through
possibly three phases, initially doing no expanding, then reinvesting at a
100% rate until some time Fy < F, after which it does not reinvest, whate

niti{al zonditions,

(=

¥ - Ty is bounded above indepandent of F and the

First, we show that 1if N\ approaches g1 from abaove, then A must pass

-1 . - N . -— .
through J ' immediately. Since N\ < § during such an approach to J l, price
must exceed cp f rJ7 from (12). Siace u=1, price is rising and cannat

approach cg + £3} from above as A convar

0w

es to
cannot rise since it equals 1, implying that price cannot fall, Since \ is

concave I1a time, when A\ is J-l, price nust exceed ¢ + 1



negativa. Once A falls from J—l, then u = 0 and \ continues to dezline,

hd .
Laplying that a = 0 thereafter. Alsn, & 1is bounded ahove by
V4 * 1—1 R} . 1 . g ] e "1 .
“r{p - oo - md ) when u = 9, implying that A moves from J to O ia an

amount of time bounded above independent of ¥ and w. Mowever, x(F) = 0 is the
fringe firm's transvarsality condition at the eund of the game, proving that
the lengrth of the final stage is bounded above indepaadent of F. In summary,
we have showa that once ) hits J71L from above 1t mast continue to declina.

Therafore, the fringe goes through at most the three stages described above

)]
e
=
O
1"
@]
=]

ce it begins reinvesting all z2arnings, it aever ceases that policy
until ir stops all reinvestment forevear.

Daring the final stage of the game from t=Fy to t=F, n follows

~

Since w = —yw during this stage aal siace n(Fy) = 3 also, it follows froa
2olving these linear differential equatiocns that ’n(Fo)| is alsos bounded above
et N{w) be the value of n at Fy if the {ringe is w at Fy
and the fringe decides to stop expanding at ¥y, i.e., W(Fy) = 57l since My
w, and A are governed by the linear differential equations above, thers is a
unique such N(w). Let W(n) ba the inverse correspsandence of W(w). W(n) is
then the possible sizes of the fringe at Fy if the fringe ceases to expand
when tha dominant f{irms costate i{s 7.

™ 1

The next pleze we need for our analysis is the phase diagram of the

IS

dowicant firn's behavior in the intermediate stage when a = 1. This 1

')

B

described in Figure 4. Ws first describe the dominant firm's choice bhetween
h]

1@ fringe marzinal cnst and making the iaterior

choice., 3ince 7 < 9 (more w depresses the dominant fira's profics), it is

cleatr from our prize equation that when w and/asr n are large in maganitude, p



re will be chosen. This says that if the fringe is large or if the future
lost profits from expansion of the fringe is large, then the dominant firm
. ]

sets price equal to fringe fimm costs, causing the fringe firm's expansion to

cease. L2t M(w) be the 7 such that

o
o
¢

2
o
T
)
o
T

I
V3

N < M(w) => p

q > MWy => p

i
o
+
p
o
[}
i
-

M. Examinatioan of the Hamiltonian also shows that M{w) is iuncreasing in w,
that is, the larger the {ringe is, the smaller is the critical n at which
prize is set at cg by the dominant firm. M(w) is therefore as displayed in
Figure 4. Also, as ¢y decreases and as c¢p incresases, M(w) shifts up,
iazreasing the likelihood that p = c¢ is chosen.
The final pieces nseded for coastruction of our phase diagram are the
f=

stationary loeci for v and n when a=! and 7 > M{w)--that is, the fringe is not

shut dowa. Straightforward calculations show that, if n > M(w),

p - ¢ N (c. = ;)2
N=0 = o= (Tutrm-ji)zb + __.;;Tglw,ifm “;g‘*‘;iff'
' {1 - nJ) - nd)
*
p ~-c
Yo =y = Eyop - 02D
=0 = (o2 - iy

: . , . *
At this point we use the assumption that v < (p~ - cf)J to assure a

4L T

positive w when & = 0. This is reasonable since it just states that the
growth rate y is 3low enough that the fringe can increase its markst share i

it fully reinvests and the price is the dominant firm's monopoly price.

A =0 and W =90 loci never

o
T
jas
w
or
or
o
©

It is straightiorward to calculat

intersect for n € 0 < w., Also, the w intercept of the 4 = O locus exceeds the
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the w = 0 locus. We assume that at the w iatarcept of tha j

Llocus p exceeds cg, that is, when therz is no dynamic consideration aand w is
) L] . )

a2t the valuae whare 9 = 0, the incumbent does not choose to shut down the

..

!

‘ringe. (This is true, for example, if cg € cge In fact, for cg < cg, the 7

= 0 locus lies to the 1laft of the n = M{w) locus.)

To piece together the analyses of u 1 and £ > ¥y, note that jast prior

to A = J_l, u is 1. Since X is falliag, p > c¢ + rI7l, Heace

3
]
~
2}
+
Ix}
-
o

1
¢ pInl + p cq

oroving that n is rising at the moment the fringe shuts down.

Putting these pieces together, we ge

(w3

the phase diagram presented in
Figure 4. This phase diagram reprasents the possible paths of the game when
the fringe is fully reinvestinag.

We now can detarmine that the game goes through possibly four phases.

First, the friage may not want to expand and the dominant firm sets price

zqual ©o the static leadership price. This will be tha case if w is initially

[

arge, making the static leadership price small and fringe investment

unattractive. Eventually w will bz sufficiently small and the static
leadership price sufficiently large that the fringe will want to expand. At
this poiunt, the game hegins to bae described by Figurs 4, The game may he
helow and to ths right 2f the n = M(w) locus where p = cg and the friage
capacity decreases ralative to market size. TIn this case, the dominant firm
decides to limit price and prevent any friange growth. m also dezreases, that
is, the currzat valua of the marginal zosst to the dominant firm of fringe
axpansinn iazreasss. Eventually, the o = M(w) locus is hit. For a whila, the
2ame m=y move along - = M{w). This would be accomplished by the dominant firm

(asing a generalized curve sense of mixing) strategy,



alternating deztween limit pricing, p = 2¢, and the altarnative,
* l\J ™ ~ - 1 - - 1
p=p - ii{qJ - 1). Eventually, howaver, the game moves to a third phase

(or is in this third phass when the fring

1

bagzins to want to expaad) of price

exceeding

e}
n

and increasing but being kept low by the dominant firm to slow

axpansion of the fringe. Duriag this phase the game proceeds through ragions

H
I

A, B3, and €. In regioun A, the price is

P—J
9
o

enough that w and fringe nmarket
share are decreasing. Howsver, n is also decreasing, meaning that marginal

fringe capacity is increasingly more costly to the dominant firwm. This
g 2] Yy giy y

. . . . ) “T bt 1 A Q
decline in n is ended at some point where the 7 lozus is crossed and the game

Vi

Py
-
]
[

moves from A to region B, In B, w is still falling, bat 7 is rising.

the marginal cost of fringe capacity is declining the dominant firm eases up

on the price. This continues until the marginal cost of fringe capacity is so
snall that the domiiant firm will allow it to grow. This happens when the
stationary w locus is crassed and the game moves to rvegion C. In C fringe
market sharz is rising, continuing to rise until the w = W(n) locus is

reached, after which the fringe ceases to reinvest and the dominant firm

angages in static leadership pricing. 1t is straightforward to check that

3

rises all through regions A, B, and € and jumps when the fringe ceasas to
axpand.,

In summary, we can conclude:

Theorem 2: In the equilibrium of our game with v > r and 7 < =, there are up
to four phases, which are, in ovdesr,

e the fringe does not wanit to reinvest, and price is the static
leadership price;

%

ii. the friange wants £» invest and price is set to cgj

iii. the fringe sets u

i
—
W
=
(a9
i
-
o
b
A ]
e
7]
{©
&
[
[en)
<
P
T
(e}

m

iv. the fringe sets u = 9, and price is the static leadership price and
a

continues o ris



Note that th2 fast and slow growth cases diffzr substantially. 1In the
slow growth case, the fringe sizz moves {n a menotonic fashion vharzas in the
fast growth case velative fringe size way go through phases of both expansion
and contraction. Price moveneats also differ in the same fashion with prices
being much msre volatile in the fast growth case. The dominant firm is much
mor2 aggressive in the fast-growth casa, or at least is more successfual in

limiting fringe firn growth. Thils is not surprising, since the value of

o

limiting fringe firm growth is greater relative ta the current sacrifices
implicit in limit pricing as the future market is larger relative to the

ciutrent market.

Case 1I1: Fast Then Slow Growth

Casual empirvricism saggaests that for many goods demand first grows rapidly
then slows as the industry matures, This can be modeled in our analysis by
assumiang that the rate of growth initially excseds rthe rate of intervest, as in
Case 11, then 3t some known time, R, the rate of growth drops to a level halow
the rate of interast, as in Case I. The analysis of this case is accomplished
by a simple union of rh2 two preceding cases. The time R denotes the and of
the fast growth phase as did F in Case 1I, except that at R the shadow prices
re not zero, but rather ars given by the initial equilibrium relationship
hetween the w and shadow prices in the equilibrium of a3 slow growth game. All
that is altered is the tetrminal surface of the fast growth phase. TFigure 4
shows the phasa diagram for the fast growth game and continues to be the phasa
diagram for ¢

he fast growth phase with fringe firm reinvestment. The curve G

.

in Figure 5 represants the equilibrium n-w rziationship which is

@
u.
w
\N.
[$5
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-
-
s,
©

baginning of the slow growth infinite harizon game of Case 1. 1In this case
it is the terminal surface of the fast growth equilibrium system. This

terminal surface G represents the transition between the two growth phases.



In Figuce 5 we combine the fast growth phase diagram when u=l with the surfaces
G, Unifying the analysis of the two phases in this fashion shows that the
resulting equilibriam has some intzresting features. Initiallv, in the Ffast

1

growth phase, the dominant firm will be very aggressive, keeping price low to
siow fringe expansion. As the fast growth phase nears its end, the dominant
firm cash2s in by letting price rise, reaping large profits bhecause the fringe
is small but the market has grown to a large size. When the slow growth phase
sats in the fringe is bettzar able to grow sufficiently rapidly to increase its
. :

market share and forces price down to 1its marginal cost; which is also the

long—-run price.

[ld

At this poiat it is clear that our strong assumptions about various

aathods of financing expansion are somewhat strongsr than necessary. While

[v]

the assumption that new squity f{inancing is completely unavailable is quits

it is not necessary for our equilibria to be valid. A much more

D

raasonahle assumption is that equity financing is available but is more costly
than ratentions. As long as the marginal cost of equity financing exceeds the
aarginal value of capikal, %, a fringe firm will finance expaasion solely
through vretentions and then only if A exceeds gL Therefore, as long as A is
helow the cost of equity financing, our =quilibrium ramains an equilibrium if
equity financing is also possible since frings firms will not choose to us=2
any e2quity financing. Since A\ declines during the final stage of equilibrium
in all three cases, the equilibrium 2f any terminal subgame after tha tine

-

when A drops below the cost of equity financing is unaffacted by the

D

iatroduction of equity financing. Similar comments can be made concerning
dabt financing. This shows that our analysis is more gsneral than indicated

by the initial assumpticas.



VI . Alternative Equilibrium Concepts

v

We have characterized the open—loop egquilibrium of the dynamic price
leadarship modal. First note that continuous limit pricing is never an

-

equilibrium of our opean-loop game. T1f the dominant firm would choose a price
path p(t) with ;(t) < cp ry7 always, then the fringe will never expand.
However, if the fringe firms are committed to no expansion, it is not rational
for the dominant firm to react with such a price path. It may be that the

dominant firm would make more money charging p{t) with no fringe expansion

than it doas in our equilibrium, but that outcome is ant an open-loop

)

-~
equilibrium unless the static leadership price is less than cg + 1J Yo It may

\

be the outcome if rthe game were a 3tackelberg game where the dominant firm
could not snly commit itself to a fixed price path, but could alss communicata
such a commitaent to the fringe firms bhefore they committad theamselves to any
iavestaent policy.

we should discuss i3 the subgame pavfzction of our

—

The f£final issu

(4

equilibria. While a complete closed-loonp subgame parfect {also known as
fredback) equilibrium analysis of this game is bevond our reach at this time,
certain aspects are immediately apparent. The crucial differeace between
these equilibrium concepts is that the open—-loop solution implicitly assumes

no player will react to an unexpected deviatio

ol

by the state variable, w, froa

it

s expected equilihrium path causa2d by unexpected behavior by another

fre

plaver. (Sze Intrilligator(l1971) for a formal comparison bztween closed-loop
subgane parfect equilibrium and open-loop egquilibrium.) Since the fringe is

coaposed of infinitesimal firms, n2ithse the dominant firm nor any fringe firm

will react to unexpectad bahavior by aany fringe firm since the state variable

can 21ly be iafinitesimally affected by a fringe firm. The only issue left is

ations i1 w causad by the dominant

fon

whether the fringe firms will react to dev



firm. Thelr strategy is often a baag-hang policy alternating batwesen no
reiavestaent and 1007 reinvestment. The oaly condizion in which the fringe
would react to a marginal change in the state variable is when A is equal ©o
A Hence, outside the steady state of the slow growth case whecz A sits on

o

this value forever, the assumption of a zevro reaction by the frings to changes

£
[
]
(@]

onsisteat with rational friange behavior.
In the case of rapid growth, w2 found that A\ would equal I for only an
iastant. At all other times, the fringe was on a corner in its choice of

reinvestment rate, aand hence ins

1]

ensitive to marginal changes in w. Therefore,
our opea—loop equilibrium in the rapid growth case with a finitz horizon is
also a closed~loop feadback equilibrium, showing that therz is 1o subgame
perfection problems with our analysis in that rase,

Similarly, when A\ does not equal 37 ta the slow growth case, the fringe
is on a corner and insensitive to unexpectad changes in w. The only part of
our open—loop equilibrium analysis in which the frings may b sensitive to
deviations in dominant fira behavior is the steady state and the final stage
of convergence to w33 in the slow growth case, However, a steady-state
closed~1loop equilibrium price in this game must 3lso be ce + rJ"1 siace a
largsr constant steady-state price would cause the fringe to become
indefinitely large, implying that price would have to fall to the minimum of

cg and ¢y, and a smaller steady—state price would imply that the fringe

[
Lt}

x
disappears, causing the doainant firam to charge p instaad. ‘Therafore, 3

closed-loop equilibrium converges to a steady state, the long-run price must

be the same as in the steady state of our open-loop solution. Thesa same

arguments also show that a cyclical closed-loop equilibriam mast oscillate

eing helow and above c¢ + rj-l. It therefore appsars that the long-—

<
@
or
%,
®
47
=
o

rua behavior of a closed-losp equilibrium would be closz2r to our open-loop



equilibriom than to that of Gaskins'. While we agree that a closed-loop
analysis would be przferable, it appears that our open-loop salution is an

acceptable substitute for the intractable closed-loopn solution since it
1

vinlates the crucial closed-loop condizion only duriag this one phasz in the

slow-gcrowth case.

VII. Conclusions

In this essay we have examined the optimal pricing strategy of a doainant
firm facing expansion by a cowpestitive fringe., This problem was fircst
axamnined by Gaskins[1971], who labeled the pricing strategy of the doaminant

firn "dynamis limit pricing”. While his analysis has recaived v

£

idespread

riticisna in

[#]

application, its strateglc assumptions have come ander telling
receint years. The principle differences bhetween our formalation and Gaskins'
is that we precisely spscify the coastraint on fringe expansion, rastriction
to internal finance, and we treat the fringe as a rational, maximizing
econonic agent. The capital markei imperfezction provides a rational bhasis to
the dominant firm's choice to keep price low today in order to limit the rate
of expansion of the fringe.

In solving the noncooperative differential game batwzen the dominant firm
and the compatitive fringe, we first examined the case fHaskins considered,
market growth less that the discount rate, but w2 also examined a case with

c

temporary rapid growth. 1In the equilibrium of our "slow” growth case, wa find

[

that: 1) if the fringe sharz of the market is sufficiently small, the dominant

b

firm will set price above its cost of production; ii) a2t some finite time,
price will drop to the fringe loag-run marginal cost; aad iii) the fringe
firms will retain 1007 2f their earniags until price equals their long-run

marginal cost., While our results reseamble Gaskins' in that the dominant firm

will use its powzar to slow fringe growth, equilibrium of our wmodel converges



L

2

to a lowzr and at a faster. Therefora, the long-run aaticompsaiitive anature of

[0
[
rhy
o
3
=
f
=
L4
D
.
V73
2
&}
ot
i
19)]

dyaamic limit pricing {s much less in our game and p
advarsely affected,

When the market inizially goes through a pa2riod of rapid growth, we
caninot he as sangaine with vegard to performance. 1In this case the dynamic
inceatives for reducing current fringe arez sufficiently large relative to the
current cost of limit pricing that the dominant firm will initially price to
reduce and keep small the fringe market share. However, when this initial
ohase of rapid growth draws to a close, the dominant firm cashas in by raising
prices, allowing fringe firms to accumulate the necessary earnings for
Zzrowth. When the market zrowth rate slows, the fringe grows and prices drop,
converging to the slow growth steady-state valuss.

In conclusion, we find that vhen fringe firnms are faced with capital
market imperfections limiting the availability of external financa, dynamic
limit pricing will be an important featuare of dominant firm decision-making.

However, in eguilibrium, the importance of this behavior will depend crucially

on the rate of growth of demand. Alsn, the implications for long-ruan

9]

performance are more optimistic in the open—loop equilibrium than in the

Hy

myopic framewdrk analyzed by Gaskins.
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Footnotes

For some examples of highly concentrated industries with a large number
of fringe firms, see Scherer [1980, p. 62]. Some examples frowm Scherer
of industries ia 1972 with four firm concentration ratios of 90 or
greater with a large number of fringe firms include flat glass (11),
cereal breakfast foods (34), turbines and turbine generations (59), and
electric lamps (103).

For a discussion of modes of entry and expansion, see Scherer
[1980, ». 248].

Scherer argues that the first four companies are examples of firms with
little or no cost advantage which sought to maximize the present value
of profits by initially selecting high market prices and sacrificing
market share, while the latter three companies are examples of firms
with cost advantages who found it optimal to seek lower mark-ups (above
the limit price) and higher lonz run market shares - all predictions of
Gaskins' model.

A recent example is Matthews and Mirman [1983].

For an analysis of capital investment as a deterrent to entry, sce Dixit
{1989].

The necessary conditions in Gaskins' formulation are:

3 '(t * — *
(i) x (&) = ke (p (t)-p), X (0)=xo;
(ii) é*(t) = - 5%- (x*(t),z*(t),p*(t),t);
= (D*(t)-cd)e—rt, 1lim z*(t)=0;
1) DR o (Cepre! o M)+ (e ) ) e Thar Mk YE =
(iii) O (f£(ple’ "—x (t p (t)—c e z (k' = 0.

Gaskins' provides a numerical axample at the end of his paper for a
given demand curve and a given response coefficient. We recomputed the
steady~-state values of market share and price, along with the price
trajectories for a range of response coefficients and demand
parametars. We find that the reasults are very sensitive to the
selection of the response coefficient and the demand parameters.
Plausible results for any given demand curve can be obtained only by
experimenting with the selection of k.

See Butters and Lintner [1945] for a review of the historical importance
of retentions as a source of finance for expansion.

Ragulated firms arzs subject to special tax treatment.



10.

11.

12.

13‘

14,

15.

Y

——
.

i7.

18.

_43.—

In the United States, the effective tax rate on capital gains is mch
lower than the tax rate on dividends for three reasons: (1) the 607%
exclusion of long term capital gains {2) the taxation of such gaias only
upon realization, and (3) the tax is forgiven if the gain is not
realized before death.

KRing [1974, p. 34; 1977, o. 238) and Auerhach [1979b, p. 442; 1982a, p.
19; 1982b, ». 26) calculate shadow prices for the cost of retentions
{r) and the cost of new share issues (s). Xing and Auerbach find

r =i/(1-T)(1-¢) and s = i/(1-T)(1-8) where 1 is the reaquired after-tax
rate of return, T is the corporate income tax, c is the effective tax
rate on capital gains, and 8 is the tax rate on dividends.

Haley and Schall 11979, p. 375] report flotation costs for different
sizes of new share and debt issues. As a percentage of the amount
issued, these costs drop precipitously as the issue size increases. For
axample, for common stock issues in amounts between one-half and one
million dollars, the flotation costs were 20.1%. For issues in amounts
between five and ten million, the flotation costs declined to 8.7%. The
issue costs for similar amounts of debt were somewhat lower.

See for example Haley and Schall, chapters fourteen and fifteen.
Ibid., p. 374.

Haley and Schall [1379, p. 377] state that the primary approach used by
creditors to control firm decisions is the inclusion of restrictive

covenants or requirements in the debt contract. Limits may be placed on
new investment, disposal of assets, dividends, managerial salaries, etc.

The ratention ratios are computed from the Internal Revenue Service,
Statistics of Income, Corporate Income Tax Returns, 1970-1979,
Table 5.

A list of peripheral equipment suppliers and theilr financial histories
can be found in Standard and Poor's Corporation, Standard and Poor's
Gorporation Industry Surveys, 1370-1979.

Alan XK. McAdams, "The Computer Industry,” p. 268, in W. Adams,
The Structure of American Industry.

See footnote 16 for full reference. We include ounly debt finance with a
matarity of one year or greater in this percentage. Short-term debt
(i.e. under one year in maturity) is usually used to finance short-term
needs, such as accounts receivable, rather than capital expansion.

See footnote 156 for full reference. For each size class, we divided
additions to equity stemming from new share issues by additions to
equity from all sources (i.e. retentions nlus new shars issues).

This type of cost function is commonly used in theoretical work in
industrial organization. See for example Spence [1977] and Dixit
[19801].



22,

23,

24,
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Tt should be noted that 1/(Jp)3 not 1/J is the conventional capital-
value of output ratio. Since x(t) is expressed in physical units of
output, not in dollar value of output, J must also be expressed in
physical units of output per dollar of capital per period of time. This
presents no problem for applications as long as the distinction bhetween
1/(Jp) and 1/J is kept in mind. As an example, suppose the after tax
income of the fringe is 515,000,000 and p = $10,000 (e.g. output is
automobiles) and 1/Jp = 3 (tbe average value in the U.S.), then

J = 1/830,000 and therefore x = 500.

We have also not included new share issues in our expansion equation.
We will assume throughout the remainder of the paper that prices set by
the dominant firm are never high enough to warrant new share issues by
the fringe.

The necessary conditions for a maximum value of the dominant firm's
problem generates the simultaneous differential equations:

e %
(1) w (t)

* % % %
(p (t)-cp) w ()u (£)J = yw (t)

(i1) 0 (t)

(p (t)=c da™™ + 0" (1) (p(E)=c ) Tult)

This system of differential equations can be converted into the
autonomous system in the paper by eliminating n(t).
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