
Philippon, Thomas

Article

The economics and politics of market concentration

NBER Reporter

Provided in Cooperation with:
National Bureau of Economic Research (NBER), Cambridge, Mass.

Suggested Citation: Philippon, Thomas (2019) : The economics and politics of market concentration,
NBER Reporter, National Bureau of Economic Research (NBER), Cambridge, MA, Iss. 4, pp. 10-12

This Version is available at:
https://hdl.handle.net/10419/219445

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen
Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle
Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich
machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen
(insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten,
gelten abweichend von diesen Nutzungsbedingungen die in der dort
genannten Lizenz gewährten Nutzungsrechte.

Terms of use:

Documents in EconStor may be saved and copied for your personal
and scholarly purposes.

You are not to copy documents for public or commercial purposes, to
exhibit the documents publicly, to make them publicly available on the
internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content
Licence (especially Creative Commons Licences), you may exercise
further usage rights as specified in the indicated licence.

https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://hdl.handle.net/10419/219445
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/


NBER Reporter • No. 4, December2019	 1110	 NBER Reporter • No. 4, December 2019

and e-commerce reflects efficiency gains in 
the retail industry.1 The wholesale trade 
sector also seems to fit this pattern. The 
telecom industry, on the other hand, fits 
the rent-seeking pattern rather well. It has 
become increasingly concentrated, and 
Germán Gutiérrez and I show that US con-
sumers today pay twice as much for cell 
phone and broadband internet services as 
citizens in nearly all other developed coun-
tries.2 Some high-tech sectors combine fea-
tures of the two types of concentration. 
One reason, as Nicolas Crouzet and Janice 
Eberly argue, is that intangible capital gen-
erates high returns and high rents at the 
same time.3 

Over the past 20 years, however, nega-
tive concentration has become relatively 
more prevalent in the United States.4 Recent 
increases in concentration have been associ-
ated with weak productivity growth and 
declining investment rates. Firms in con-
centrating industries engage in more profit-

able mergers and acquisi-
tions and spend more on 
lobbying.5 Excess profits 
are no longer competed 
away by free entry and the 
turnover of industry lead-
ers has declined.6

The Political 
Economy of 
Concentration

If “bad” concentra-
tion has become preva-
lent, we need to under-
stand why. What are the 
barriers to entry? What 
is the role of policy ver-
sus technology? It is dif-
ficult to obtain a convinc-
ing answer by looking 
only at the United States, 
but the comparison with 
other regions — Europe 
in particular — is quite 
illuminating. Until the 
1990s, US markets were 
more competitive than 
European markets. Today, 
however, many European 
markets have lower excess 

profits and lower regulatory barriers to entry. 
Two US industries in particular exemplify 
the evolution of concentration and markups 
over time: telecoms and airlines.

Twenty years ago, access to the internet 
was cheaper in the US than in Europe. In 
2018, however, the average monthly cost of 
fixed broadband in the US was twice as high 
as in France or Germany. Air transportation 
is another industry in which the US has fallen 
behind. The rise in concentration and prof-
its aligns closely with a controversial merger 
wave that included the merging of Delta and 
Northwest in 2008, United and Continental 
in 2010, Southwest and AirTran in 2011, 
and American and US Airways in 2014. In 
Europe, over the same period, the growth of 
low-cost carriers has driven competition up 
and prices down.

European industries did not become 
cheaper and more competitive by chance. In 
all the cases that I have studied, there was a 
significant policy action, such as the removal 

of a barrier to entry or an antitrust action. 
The French telecom industry, for instance, 
was an oligopoly with three legacy carri-
ers that lobbied hard to prevent entry. The 
oligopoly lost in 2011, a fourth operator 
obtained a license, and prices decreased by 50 
percent within two years.

These results are surprising. Europe, with 
its tradition of protecting national champi-
ons, is not the place where we would have 
expected competition to thrive. The United 
States, with its tradition of free markets, is 
not the place where we would have expected 
competition to stall. How then can we 
explain these evolutions?

The theoretical explanation for Europe 
is actually relatively simple. When the insti-
tutions of the EU’s Single Market were 
designed in the early 1990s, there was sig-
nificant suspicion among member states that 
each would try to impose its domestic agenda 
on the common regulators. Gutiérrez and I 
show that the Nash equilibrium of the reg-
ulatory-design game plays out differently at 
the national and EU levels.7 At the national 
level, politicians enjoy being able to influence 
regulators. At the EU level, however, they are 
mostly worried about influences from other 
countries. As a result, the member states 
jointly decided to make EU institutions more 
fiercely independent than they would have 
done at the national level. This is how Europe 
ended up with the most independent central 
bank as well as the most independent anti-
trust agency in the world. Over the following 
20 years, the logic of the single market has 
slowly pushed Europe toward freer and more 
competitive markets.	

Understanding how US markets became 
less competitive is more complicated. There 
are many possible explanations. Some con-
centration has been driven at least in part 
by increasing returns to intangible assets, 
as Crouzet and Eberly explain.8 The cru-
cial test lies in the relationship between pro-
ductivity growth and concentration. Matias 
Covarrubias, Gutiérrez, and I find a pos-
itive correlation between changes in con-
centration and productivity growth in the 
1990s. This suggests that concentration was 
either benign or that it was the price to pay 
to achieve greater efficiency. The correla-
tion became negative in the 2000s, however, 
suggesting a higher prevalence of rent seek-
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The Economics and Politics 
of Market Concentration

Thomas Philippon

Business concentration and profit mar-
gins have increased across most industries 
in the United States over the past 20 years. 
Figure 1 illustrates these trends together 
with the declines of the labor share and pri-
vate investment. The ratio of after-tax cor-
porate profits to value added has risen from 
an average of 7 percent from 1970 through 
2002 to an average of 10 percent in the 
period since 2002. Firms used to reinvest 
about 30 cents of each dollar of profit. Now 
they only invest 20 cents on the dollar.

Good versus Bad Concentration

A crucial research question is whether 
these trends reflect market power and rent 
seeking or more benign factors, such as a 
shift toward intangible assets with returns-
to-scale effects. The main difficulty is that 
the relationship between concentration and 
competition is ambiguous.

Concentration and competition are 
positively related when shocks to ex post 
competition play a dominant role in the 
data. For example, lower search costs make 

it hard for inefficient pro-
ducers to survive, force 
them to merge or exit, 
and lead to higher con-
centration. Increasing 
productivity differences 
among firms — often 
embedded in intangible 
assets — can play a similar 
role. If these explanations 
are correct, the remain-
ing firms in the market 
should be the most pro-
ductive and concentra-
tion should go hand in 
hand with strong produc-
tivity growth and intan-
gible investment.

Concentration and 
competition are nega-
tively related when shocks to entry costs 
play a dominant role in the data. This can 
result from changes in antitrust enforce-
ment, barriers to entry, or the threat of 
predatory behavior by incumbents. If these 
explanations are correct, concentration 

should be negatively related to productivity 
and investment.

Some industries fit the efficient con-
centration hypothesis, while others fit the 
rent-seeking one. Ali Hortaçsu and Chad 
Syverson argue that the rise of superstores 
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ing. Unfortunately, this is where the lack 
of data on firm-level prices and difficul-
ties in making adjustments for labor qual-
ity create empirical challenges. There are 
also tricky econometric issues when we 
use granular data to test this relationship. 
A fair assessment is that we do not know 
for sure.

Two trends that are specific to the 
US in the 2000s help us to shed light on 
the issue. One is what Gutiérrez and I call 
the failure of free entry.9 When profits 
increase in an industry, new firms should 
enter. When profits 
shrink, existing firms 
should exit or consoli-
date. Economic theory 
predicts higher entry in 
industries with higher 
market-to-book values, 
also known as Tobin’s 
q. Intuitively, Tobin’s
q measures expected
profits (valued by the
market) per unit of
entry costs (book val-
ues). We study whether
the number of firms
increases in industries
where Tobin’s q is high
and decreases in indus-
tries where it is low.

Figure 2 shows that 
free entry was alive and 
well from the 1960s 
to the late 1990s. The positive elasticity 
implies that, when the industry-median 
Tobin’s q increased, more firms would 
enter the industry. Specifically, an increase 
in Tobin’s q of one unit, as from 1 to 2, 
coincided with an increase in the number 
of firms in the industry of about 10 percent 
over the next two years. Consistent with 
free entry, firms used to enter into high q 
industries and exit from low q ones. 

But this is no longer the case. The elas-
ticity has been close to zero since 2000. A 
fundamental rebalancing mechanism that 
was at the heart of the Chicago School 
argument for not worrying about market 
dominance by a few large firms seems to 
have broken down. If free entry fails, the 
laissez-faire argument fails. 

The other striking trend in the US 

during the 2000s is the rise in business 
lobbying and campaign finance contribu-
tions. Lobbying and regulation can explain 
the failure of free entry if incumbents use 
them to alter the playing field. Incumbents 
may, for example, influence antitrust and 
merger enforcement as well as regulations, 
ranging from the length and scope of pat-
ents and copyright protection to finan-
cial regulation, non-compete agreements, 
occupational licensing, and tax loopholes. 
Consistent with these ideas, we find that 
the elasticity of firm entry to Tobin’s q 

has decreased more in industries that have 
experienced larger increases in lobbying 
and regulations. 

The failure of free entry has negative 
implications for productivity, equality, and 
welfare in general. If capital gets stuck in 
declining industries and does not move to 
promising ones, the economy suffers: pro-
ductivity growth is weak, wages stagnate, 
and standards of living fail to improve.
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Elasticity of Net Entry to Tobin’s q Across Industries

Source: Researchers’ calculations using data from Compustat
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Interbank Network Risk,  
Regulation, and Financial Crises

Matthew S. Jaremski

The financial crisis of 2008–09 intensified 
interest in how relationships within the finan-
cial system can amplify and transmit shocks. At 
a basic level, firms took advantage of rising real 
estate prices by scaling up lending and leverage, 
which fueled further increases in asset prices. 
When asset price growth slowed, problems at 
individual financial institutions suggested prob-
lems at other firms and triggered a reduced abil-
ity to borrow for many firms, whether or not 
they were contractually connected to the mort-
gage credit shock. For example, in September 
2008, the inability of the Reserve Primary Fund 
to maintain a constant $1 per share price led 
to runs on other money market mutual funds, 
including many that had little or no direct 
exposure to Lehman Brothers or the Reserve 
Primary Fund. Moreover, as the interbank lend-
ing market collapsed, banks scrambled to hoard 
reserves as a means of self-insurance against 
prospective liquidity needs, further aggravating 
declines in asset prices and lending. 

Despite the importance of modern finan-
cial markets, their complexity makes it hard 
to study the effects of asset price shocks or 
how they are transmitted and amplified across 
firms and markets. For instance, information 
about a bank’s interconnections with other 
lenders — its “counter-party positions” — is 
often closely held and accessible to only a 
handful of researchers at regulatory agencies. 
Further, with many banks having international 
branches and engaged in a wide variety of off-
balance-sheet activities, it is difficult to dis-
tinguish the effect of a single shock or policy 
from other concurrent factors. 

My research uses the lens of history 
for insight into these dynamics. US finan-
cial history is advantageous for a variety of 
reasons. First, as most states prohibited or 
severely restricted interstate bank branching, 
the financial statements of individual banks 
reflect their lending to local customers. This 
creates a large sample of banks to study, each 
of which operates in a distinct economic envi-
ronment. Moreover, historically, few banks 
engaged in significant off-balance-sheet activ-

ity. This structure facilitates the identification 
of the effects of shocks to individual banks 
from other simultaneous macroeconomic fac-
tors. Second, the financial statements of each 
bank were publicly available, and publications 
often listed each bank’s specific interbank 
correspondent connections. The historical 
period, therefore, is the only time when a full 
picture of the nation’s interbank network can 
be studied without confidential data. Third, 
there was a great deal of regulatory variation 
within the country’s unified legal and mone-
tary system. Each state had regulatory control 
over its state-chartered banks, while national 
banks chartered by the Comptroller of the 
Currency faced a common set of regulations 
throughout the country. This feature allows 
the study of banks that are in the same loca-
tion and during the same year, but subject to 
different sets of regulations. As highlighted 
below, the historical environment sheds light 
not only on the factors that lead to financial 
panics, but also on how interbank dynamics 
play out during panics.

Commodity Shocks and Regulation

As in 2008–09, asset price booms and busts 
historically were often intertwined with lending 
booms and busts. Rising asset prices can stimu-
late lending and increased leverage, which in 
turn cause asset prices to rise further. Similarly, 
falling asset prices can force debt contraction 
and deleveraging that reinforce the decline in 
asset prices. The interrelationship between asset 
prices and lending booms thus raises impor-
tant questions, including how various regula-
tions and policies affect the vulnerability of the 
banking system to asset price shocks, and how 
bank lending and instability can exacerbate 
asset price movements. I have sought to use the 
unique variations in the historical environment 
to examine the roles that lending and regulation 
play in boom-bust events. 

David Wheelock and I examine bank 
lending in the boom-bust cycle affecting US 
agricultural land prices during and after World 
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