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Credible ecological inference for medical decisions with
personalized risk assessment

Charles F. Manski
Department of Economics and Institute for Policy Research, Northwestern University

This paper studies an identification problem that arises when clinicians seek to
personalize patient care by predicting health outcomes conditional on observed
patient covariates. Let y be an outcome of interest and let (x = k�w = j) be ob-
served patient covariates. Suppose a clinician wants to choose a care option that
maximizes a patient’s expected utility conditional on the observed covariates. To
accomplish this, the clinician needs to know the conditional probability distribu-
tion P(y|x = k�w = j). It is common to have a trustworthy evidence-based risk
assessment that predicts y conditional on a subset of the observed covariates,
say x, but not conditional on (x�w). Then the clinician knows P(y|x = k) but not
P(y|x = k�w = j). Research on the ecological inference problem studies partial
identification of P(y|x�w) given knowledge of P(y|x) and P(w|x). Combining this
knowledge with structural assumptions yields tighter conclusions. A psycholog-
ical literature comparing actuarial predictions and clinical judgments has con-
cluded that clinicians should not attempt to subjectively predict patient outcomes
conditional on covariates that are not utilized in evidence-based risk assessments.
I argue that formalizing clinical judgment through analysis of the identification
problem can improve risk assessments and care decisions.

Keywords. Ambiguity, clinical judgment, partial identification, patient care.

JEL classification. C14, I19.

1. Introduction

Let each member of a population be characterized by a triple (y�x�w) whose value lies
in a set Y × X × W . Let P(y�x�w) denote the population distribution. A well-known
identification problem is inference on the long predictive distribution P(y|x�w) given
knowledge of the short distributions P(y|x) and P(w|x). The basic problem supposes
that no other information is available. Stronger conclusions may be drawn if one com-
bines knowledge of P(y|x) and P(w|x) with structural assumptions embodying some a
priori knowledge of P(y|x�w). The problem has been studied in several literatures with
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varying substantive concerns and terminology, including those on ecological inference
and contaminated sampling. Cross and Manski (2002) reviews the literature and Manski
(2007a, Chapter 5) provides a textbook exposition. I use the term ecological inference
here.

This paper addresses a common occurrence of the ecological inference problem in
decision making with personalized risk assessments. I study the situation of a clinician
caring for patients.1 The clinician may want to predict health outcomes such as dis-
ease development or life span conditional on a host of observed patient covariates—
demographic traits, medical history, the results of screening and diagnostic tests, and
current treatment status. However, an available evidence-based tool may predict out-
comes conditional on just a subset of these covariates.

Many other decision makers face similar prediction problems. A judge deciding how
to sentence convicted offenders may want to assess the probability of recidivism con-
ditional on attributes including (gender, age, prior convictions, demeanor in court),
but an available prediction tool may only condition on (gender, age, prior convictions).
A lender deciding whether to approve loan applications may want to assess the proba-
bility of repayment conditional on (assets, debt history, family status, employment), but
an available credit scoring tool may only reveal the probability of repayment conditional
on assets and debt history. A firm deciding whether to employ job applicants may want
to assess the probability of good job performance conditional on (schooling, previous
employment, quality of job interview), but an available tool may predict performance
conditional only on schooling. A college deciding whether to admit student applicants
may be in an analogous situation.

I focus on the clinician’s problem, leaving other applications for future research.
Medical decision making is an important societal matter, with considerable recent at-
tention to the practice of personalized medicine.2 Medicine offers multiple instances
of the ecological problem that are ripe for study. There exist many publicly available,
evidence-based tools that make probabilistic predictions P(y|x) of clinically important
health outcomes conditional on some observable patient covariates but not others.
There also are surveys and administrative data that reveal the distribution P(w|x) for
clinically observable covariates (x�w).

A simple example of a publicly available evidence-based predictor of health out-
comes is the set of life tables published by the U.S. Centers for Disease Control (CDC),
which predict life span conditional on (age, sex, race) but not conditional on a person’s
health or treatment status (Arias (2015)). A more complex example is the Breast Can-
cer Risk Assessment (BCRA) Tool of the National Cancer Institute (2016). The BCRA Tool
personalizes risk of breast cancer in multiple respects, but it does not condition on fur-

1Throughout the paper, I refer to the decision maker as the “clinician.” Some health care choices may be
made by patients or jointly by clinicians and patients. Assessment of health outcomes is a common concern
whoever the actual decision maker may be.

2The term personalized medicine is sometimes taken to mean care that is literally specific to the individ-
ual, but patient data to support complete personalization is rarely available. Hence, the term is commonly
used to mean care that varies with observed patient covariates.
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ther observable patient covariates that may be associated with risk of cancer.3 The BCRA
Tool has become widely used in clinical practice (Susan G. Komen (2016)) and is an im-
portant input to the clinical practice guideline (CPG) for breast cancer screening issued
by National Comprehensive Cancer Network (2016). The CPG recommends that women
whose risk assessment is below a specified threshold receive periodic screening. It rec-
ommends that women with risk assessment above the threshold receive more intense
screening or some form of risk-reduction treatment.

To motivate the analysis of this paper, Section 1.1 discusses the two polar prediction
options that have been available to date, evidence-based prediction conditional on x

and subjective prediction conditional on (x�w). Section 1.2 explains how study of the
ecological inference problem can potentially improve on both polar options and sum-
marizes the contributions made here.

1.1 Evidence-based prediction and clinical judgment

The BCRA Tool exemplifies a common clinical quandary. Available evidence enables one
to assess risk conditional on covariates x. One also observes additional covariates w that
may be informative predictors of patient outcomes. How should a clinician assess risk?

One polar option has been to ignore w and base care only on x. Another has been
to use clinical judgment to predict outcomes conditional on (x�w) and then base care
on (x�w). A clinician using the latter option essentially acts as a subjective Bayesian. If

3The BCRA Tool gives a predicted probability P(y = 1|x) that a woman will develop invasive breast cancer
(y = 1) conditional on eight covariates: (1) history of breast cancer or chest radiation therapy for Hodgkin
Lymphoma (yes/no); (2) presence of a BRCA mutation or diagnosis of a genetic syndrome associated with
risk of breast cancer (yes/no/unknown); (3) current age, in years; (4) age of first menstrual period (7–11,
12–13, ≥14, unknown); (5) age of first live birth of a child (no births, <20, 20–24, 25–29, ≥30, unknown);
(6) number of first-degree female relatives with breast cancer (0, 1, >1, unknown); (7) number of breast
biopsies (0, 1, >1, unknown); and (8) race/ethnicity (White, African American, Hispanic, Asian American,
American Indian, or Alaskan Native, unknown).

The reason that the tool assesses risk conditional on these covariates and not others is that it uses a
modified version of the “Gail Model,” based on the research of Gail, Brinton, Byar, Corle, Green, Shairer, and
Mulvihill (1989). The Gail et al. article estimated probabilities of breast cancer for white women who have
annual breast examinations, conditional on covariates (1) through (7). Scientists at the National Cancer
Institute later modified the model to predict invasive cancer in a wider population of women. The outcome
predicted by the Gail Model is future development of cancer unconditional on receipt of a future treatment
that might reduce the risk of disease.

There are many potentially observable patient covariates that may predict risk of breast cancer but are
not used by the BCRA Tool. For example, when considering the number of first-degree relatives with breast
cancer (item 6), the Tool does not take into account the number and ages of a woman’s first-degree relatives,
which should matter when interpreting the response to the item. Nor does it condition on the prevalence
of breast cancer among second-degree relatives, a consideration that figures prominently in another risk
assessment model due to Claus, Risch, and Thompson (1994). When considering race/ethnicity (item 8),
the Tool groups all white woman together and does not distinguish subgroups such as Ashkenazi Jews, who
are thought to have considerably higher risk of a BRCA mutation than other white subgroups, a potentially
important matter when the answer to item (2) is “unknown.” Moreover, the Tool does not condition on
behavioral covariates such as excessive drinking of alcohol, which has been associated with increased risk
of breast cancer (Singletary and Gapstur (2001)).
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the clinician has rational expectations, that is accurate knowledge of P(y|x�w), predic-
tion using clinical judgment necessarily performs at least as well as evidence-based pre-
diction.4 However, clinical judgment may yield worse predictions if the clinician lacks
rational expectations.5

Psychological research comparing evidence-based predictions with ones made by
clinical judgment has concluded that the former consistently outperforms the latter
when the predictions are made using the same patient covariates. The gap in perfor-
mance persists even when clinical judgment uses additional covariates as predictors.

The influential review article of Dawes, Faust, and Meehl (1989) summarizes the lit-
erature well. They distinguish actuarial prediction and clinical judgment as follows:

“In the clinical method, the decision-maker combines or processes information in
his or her head. In the actuarial or statistical method, the human judge is eliminated
and conclusions rest solely on empirically established relations between data and the
condition or event of interest.”

Comparing the two when a clinician observes patient covariates not utilized in ac-
tuarial prediction, they state:

“Might the clinician attain superiority if given an informational edge? For example,
suppose the clinician lacks an actuarial formula for interpreting certain interview results
and must choose between an impression based on both interview and test scores and a
contrary actuarial interpretation based on only the test scores. The research addressing
this question has yielded consistent results� � � Even when given an information edge,
the clinical judge still fails to surpass the actuarial method; in fact, access to additional
information often does nothing to close the gap between the two methods.”

They attribute the weak performance of clinical judgment to clinician failure to ad-
equately grasp the logic of the prediction problem and to their use of decision rules that
place too much emphasis on w relative to x.

Dawes et al. cautioned against use of clinical judgment to predict patient outcomes
conditional on patient covariates that are not utilized in evidence-based assessment
tools or research reports. In the notation of the present paper, they find that prediction
based on accurate evidence-based knowledge of P(y|x) tends to outperform prediction
based on a possibly inaccurate subjective estimate of P(y|x�w).6

4It has long been known that, when maximizing expected utility with rational expectations, prediction
of outcomes using P(y|x�w) necessarily performs at least as well as prediction using P(y|x). This result is
often stated without attribution and I do not know who first proved it. An early version is given in Good
(1967). Phelps and Mushlin (1988), Manski (2007a, Section 11.4), and Kadane, Schervish, and Seidenfeld
(2008) give later statements and proofs in different contexts.

5Economists often cite the axiomatic choice analysis of Savage (1954) as an argument that decision mak-
ers should act as Bayesians. However, the Savage analysis does not imply rational expectations. Berger
(1985) calls pertinent attention to this, stating (p. 121): “A Bayesian analysis may be “rational” in the weak
axiomatic sense, yet be terrible in a practical sense if an inappropriate prior distribution is used.”

6Research published after Dawes, Faust, and Meehl (1989) has largely corroborated the conclusions
reached there. For example, Groves, Zald, Lebow, Snitz, and Nelson (2000) conclude their meta-analysis
of the literature as follows (p. 25): “Even though outlier studies can be found, we identified no systematic
exceptions to the general superiority (or at least material equivalence) of mechanical prediction. It holds
in general medicine, in mental health, in personality, and in education and training settings. It holds for
medically trained judges and for psychologists. It holds for inexperienced and seasoned judges.”
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1.2 Prediction and decision making with credible ecological inference

Suppose that Dawes et al. are correct to advise against subjective clinical judgment
to predict patient outcomes. This does not foreclose the possibility of making well-
grounded predictions that condition on (x�w) rather than x alone. The authors suggest
this when they conjecture (p. 1671) that clinicians might gain an advantage if they were
more conservative in overriding actuarial conclusions. They also conjecture (p. 1670)
that theory-mediated judgments may potentially be superior to conclusions reached
solely on the basis of empirical frequencies. However, they mention these ideas only
briefly and do not propose specific approaches. Other authors have offered broad qual-
itative suggestions for integration of actuarial prediction and clinical judgment (e.g.,
Shlonsky and Wagner (2005)).

As far as I am aware, psychologists and other researchers concerned with medi-
cal decision making have not studied personalized risk assessment as an identification
problem. Section 2 of this paper does so, bringing to bear my previous research and
adding to it. I first summarize established findings on partial identification of P(y|x�w)

in the basic case where one only knows P(y|x) and P(w|x). I then consider the identify-
ing power of various structural assumptions.

It is well known that point identification of P(y|x�w) can be achieved if sufficiently
strong structural assumptions are imposed. A central issue is how to resolve the tension
between the strength and credibility of assumptions: stronger assumptions have more
identifying power but less credibility. I propose use of credible bounded-variation as-
sumptions. These weaken conventional clinical judgment by having the clinician place
bounds on features of P(y|x�w) rather than having them conjecture the entire distribu-
tion. A prediction support tool could elicit bounded-variation assumptions from clini-
cians and combine these assumptions with available evidence on P(y|x) and P(w|x) to
draw credible partial conclusions on P(y|x�w).

I use two notable prediction problems to demonstrate what may be learned about
P(y|x�w) in the basic case and given bounded-variation assumptions. One is prediction
of future development of breast cancer. Here, the health outcome is binary (y = 1 if dis-
ease develops, y = 0 otherwise), the BCRA tool provides an evidence-based assessment
of P(y = 1|x), and I take the additional observed covariate w to be an indicator of heavy
consumption of alcohol.7 The other problem is prediction of mean life span. Here, the
outcome is integer-valued (y = number of years of remaining life), the CDC life tables
provide an evidence-based assessment of E(y|x) for x = (age� race� sex), and I take w to
be an indicator of hypertension status. In both prediction problems, the basic bounds
turn out to be wide but imposition of arguably credible bounded-variation assumptions
narrows them considerably.

7A similarly interesting binary prediction problem, which I do not address in the paper, is prediction
of development of cardiovascular disease (CVD). The American College of Cardiology makes available an
online predictor at http://tools.acc.org/ASCVD-Risk-Estimator-Plus/#!/calculate/estimate/. The tool pre-
dicts 10-year and lifetime risk of CVD conditional on (age, sex, race, several cholesterol levels, systolic blood
pressure, history of diabetes and smoking, current treatment status). Other clinically observable covariates
that are not used but that may help predict CVD include obesity, job stress, and exercise.

http://tools.acc.org/ASCVD-Risk-Estimator-Plus/#!/calculate/estimate/


546 Charles F. Manski Quantitative Economics 9 (2018)

In medical decision making, risk assessment is not an objective per se but rather
a prelude to treatment choice. Normative studies of personalized medicine have com-
monly assumed that the clinician makes accurate probabilistic risk assessments condi-
tional on all observed patient covariates. For example, Phelps and Mushlin (1988) stud-
ied optimal diagnostic testing as a prelude to treatment. They assumed that the clinician
has rational expectations and that the objective is to maximize expected utility.

Section 3 considers the use of risk assessment in medical decision making when a
clinician treats a patient with observed covariates (x�w), but the structural assumptions
deemed credible are not strong enough to point-identify P(y|x�w). The available knowl-
edge of P(y|x�w), albeit incomplete, may suffice to determine the optimal treatment. If
so, decision making using the partially identified P(y|x�w) necessarily yields at least as
high welfare as does decision making using either of the two polar prediction options
that have been available to date; that is, the point-identified P(y|x) or subjective assess-
ment of P(y|x�w). The decision using the partially identified P(y|x�w) is strictly better
when a polar option yields a suboptimal choice.

If the available information is too limited to determine the optimal treatment, pa-
tient care is a problem of decision making under ambiguity. I explain the general prob-
lem of patient care under ambiguity and study it in a common setting where the clin-
ician chooses between surveillance of a patient and aggressive treatment. The optimal
choice is surveillance if the probability of disease development conditional on (x�w) is
below a certain personalized threshold value and is aggressive treatment otherwise. The
clinician faces ambiguity if he does not know whether the probability of disease devel-
opment is below or above the threshold.

I derive the maximin and minimax-regret decisions. Both criteria have appealing
decision theoretic foundations, yielding decisions that are uniformly satisfactory across
states of nature in specific senses. This part of the paper adds new findings to my pro-
gram of work on medical decision making under ambiguity in two ways. First, it provides
new analysis of the substantively important problem of choice between surveillance and
aggressive treatment using partial personalized risk assessment. Second, it approaches
the problem from a patient-centric perspective, whereas my earlier work took a public
health perspective.

The concluding Section 4 comments on potential nonmedical applications of the
analysis in this paper and suggests directions for further methodological research.

2. Risk assessment using evidence and structural assumptions

I analyze personalized risk assessment in stages. Section 2.1 considers the basic problem
of inference on P(y|x�w) given knowledge of P(y|x) and P(w|x), without structural as-
sumptions. Section 2.2 considers strong structural assumptions that can point-identify
P(y|x�w). Section 2.3 studies weaker but potentially more credible bounded-variation
assumptions.

The ecological inference problem may arise whatever the space Y × X × W may
be. The research to date has assumed that X × W is a finite space and that Y is ei-
ther the binary set {0�1} or the real line. I maintain these restrictions. I also assume that
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the evidence-based assessment tool correctly reveals the short predictive distribution
P(y|x). This assumption simplifies analysis and clinicians often maintain it in practice.8

The outcome of interest may measure future health status unconditional on future
treatment status or it may be the potential outcome y(t) that would occur if the patient
were to receive a specified future treatment t. For conciseness, I suppress the t notation
when considering potential outcomes.

2.1 The basic problem

Consider a patient with covariates (x = k�w = j). The law of total probability relates the
short and long predictive distributions:

P(y|x= k) = P(w = j|x = k)P(y|x = k�w = j)+ P(w �= j|x = k)P(y|x = k�w �= j)� (1)

Knowledge of P(y|x = k) alone reveals nothing about P(y|x = k�w = j); any distri-
bution P(y|x = k�w = j) satisfies (1) if P(w = j|x = k) = 0. A partial conclusion may
be drawn if one knows P(w = j|x = k), if it is positive. The same conclusion holds if
one knows a lower bound on P(w = j|x = k). Then the identification region for P(y|x =
k�w = j) is the same as the region obtained if one were to know that P(w = j|x = k)

equals its lower bound.9

When outcome y is binary, the identification region for P(y = 1|x = k�w = j) is the
interval

[0�1] ∩
[
P(y = 1|x= k)− P(w �= j|x = k)

P(w = j|x= k)
�
P(y = 1|x= k)

P(w = j|x= k)

]
� (2)

This result was sketched by Duncan and Davis (1953) in their concise seminal study
of ecological inference. The first formal proof appears to be in Horowitz and Manski
(1995, Corollary 1.2), in their study of identification under contaminated sampling.

When y is a general real-valued outcome, there is no characterization of the iden-
tification region for P(y|x�w) of simplicity comparable to (2). However, Horowitz and
Manski (1995) derive tractable sharp bounds on the mean and quantiles of P(y|x�w).
Appendix A summarizes their work.

Sections 2.1.1 and 2.1.2 use specific problems of health risk assessment to demon-
strate application of the results for binary outcomes and means.

8Actual assessment tools may not be fully accurate. For example, the Gail Model underlying the BCRA
Tool maintains various structural assumptions and was estimated using particular (outcome, covariate)
data. The predictions made by the BCRA Tool may be suspect if the assumptions of the Gail model were not
realistic, if the data used to estimate the model suffered from measurement problems, or if the predictive
distribution that prevailed when the model was estimated does not accurately describe the risk of breast
cancer today. The parameter estimates of the Gail Model are also subject to finite-sample imprecision.

9The present partial identification analysis, which shows that a person with accurate knowledge of P(y|x)
may have only partial knowledge of P(y|x�w), provides specific demonstrations of an abstract probabilistic
idea called dilation. As defined by Herron, Seidenfeld, and Wasserman (1997), dilation is the phenomenon
that (p. 411): “Conditioning can make imprecise probabilities uniformly more imprecise.” Grünwald and
Halpern (2004) gave an extreme medical example in which y is the occurrence of a disease and w is a
patient’s address. In their example, the clinician has accurate knowledge of P(y|x) but no knowledge of
P(y|x�w). As far as I am aware, the particular types of dilation that emerge with ecological inference have
not been studied in the literature concerned with dilation.
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2.1.1 Predicting risk of breast cancer Consider application of the BCRA Tool at National
Cancer Institute (2016) to a woman with these covariates (x= k): (1) no history of breast
cancer or chest radiation therapy; (2) unknown presence of a BRCA mutation; (3) 40
years old; (4) age of first menstrual period in interval 12–13; (5) age of first live birth in
interval 20–24; (6) zero first-degree female relatives with breast cancer; (7) zero breast
biopsies; (8) white race/ethnicity. The BCRA predicted lifetime risk that such a woman
will develop invasive breast cancer is P(y = 1|x= k) = 0�090.

Suppose that the clinician asks the woman about her alcohol consumption, specif-
ically whether or not she is a heavy drinker, defined as drinking five or more drinks on
each of five or more days in the past 30 days. Let w = 1 if the patient is a heavy drinker
and w = 0 otherwise. Data collected in the 2014 National Survey on Drug Use and Health
(NSDUH) shows that the fraction of adult women who are heavy drinkers by this defini-
tion is 0�034 (Substance Abuse and Mental Health Services Administration (2014)). Thus,
P(w = 1)= 0�034.

Suppose the clinician assumes that P(w = 1|x = k) = P(w = 1). Given the speci-
fied values for P(y|x) and P(w|x), expression (2) yields these findings for P(y|x�w) :
P(y = 1|x = k�w = 0) ∈ [0�058�0�093] and P(y = 1|x = k�w = 1) ∈ [0�1]. Thus, combin-
ing evidence on group outcomes and on group composition yields a tight bound on
P(y = 1|x= k�w = 0) but reveals nothing about P(y = 1|x = k�w = 1). The source of this
extreme difference in informativeness is that the fraction of heavy drinkers is so small
(0�034).

2.1.2 Predicting life expectancy conditional on hypertension status A common prob-
lem in health risk assessment is to predict a patient’s remaining life span conditional on
observed covariates. Let y denote remaining life span. CDC life tables provide actuar-
ial predictions of life span in the United States conditional on age, sex, and race (Arias
(2015)). The life tables do not predict life span conditional on other patient covariates
that clinicians commonly observe.

Consider prediction of remaining life span conditional on x = (age� sex� race) and
w = hypertension status. In particular, let w be a standard binary classification of per-
sons into those who have or do not have high blood pressure (HBP).10 For speci-
ficity, I consider prediction of remaining life span when x denotes a 50-year-old male
in one of two race categories, non-Hispanic (NH) black, or white. Tables 14 and 17
of Arias (2015) report that, among males of age 50, NH blacks have over 3 years
lower life expectancy than NH whites, with E(y|age 50�NH black male) = 26�6 and
E(y|age 50�NH white male) = 29�7. The tables also provide detailed year-to-year sur-
vivorship statistics.

The raw data in the periodic National Health and Nutrition Examination Survey
of the National Center for Health Statistics provides a basis for estimation of P(w|x).
More easily accessed tables in Go et al. (2013) aggregate all adults of age at least 20

10A person is classified as having HBP if at least one of several conditions hold: systolic blood pressure is
140 mm Hg or greater, diastolic blood pressure is 90 mm Hg or greater, the person takes antihypertensive
medicine, or the person has been told at least twice by a physician or other health professional that he or
she has HBP. See Go et al. (2013).
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years and report P(w|race� sex). I use the age-aggregated probabilities here. Table 9-1
of Go et al. (2013) reports that the prevalence of HBP among black males is higher than
among white males, with P(HBP|NH black male) = 0�426 and P(HBP|NH white male) =
0�334.11

The detailed year-by-year survivorship statistics in Tables 14 and 17 of Arias (2015)
provide the data needed to compute the means [E(Ljk)�E(Ujk)] of the truncated distri-
butions Ljk and Ujk shown by Horowitz and Manski (1995) to bound E(y|x = k�w = j).
Appendix A explains the calculations. The bounds on E(y|age� race� sex�hypertension
status) are

E(y|age 50�NH black male�not HBP) ∈ [18�1�35�4]�
E(y|age 50�NH black male�HBP) ∈ [14�3�38�5]�

E(y|age 50�NH white male�not HBP) ∈ [23�8�36�4]�
E(y|age 50�NH white male�HBP) ∈ [15�6�42�0]�

Two features of these bounds are noteworthy. First, the bound on the long condi-
tional mean E(y|x = k�w = j) contains the observed value of the corresponding short
conditional mean E(y|x = k). This holds algebraically because E(y|x = k) is necessarily
a feasible value for E(y|x= k�w = j). Second, for each value of x, the bound for persons
with w = HBP contains the one for persons with w = not HBP. This holds because, for
each value of x, the fraction of persons with HBP is smaller than the fraction without
HBP.

It is reasonable to assume that, holding x fixed, persons with HBP have lower mean
lifespans than those without HBP. The bounds given here do not impose this assump-
tion. The identifying power of this and other structural assumptions will be examined in
Section 2.3.

2.2 Risk assessment with strong structural assumptions

The above findings on identification of P(y|x�w) only use knowledge of P(y|x) and
P(w|x). The literature has developed two approaches that impose structural assump-
tions strong enough to yield point identification, one assuming the existence of an in-
strumental variable and the other assuming a parametric model for P(y|x�w). I review
the instrumental-variable analysis of Goodman (1953) here because I view my analy-
sis of bounded-variation assumptions in Section 2.3 in part to be a descendant of his
work that weakens the equalities he studied to inequalities. Appendix B summarizes the
parametric modeling approach, which is not used in this paper.

Goodman took the objective to be inference on E(y|x�w) when y is real-valued. He
used x as an instrumental variable, asserting that y is mean-independent of x, condi-
tional on w. That is,

E(y|x= k�w = j) = E(y|w = j)� all (k� j) ∈X ×W � (3)

11These age-aggregated probabilities should be reasonably close approximations to the corresponding
probabilities for persons of age 50. Chart 9-1 of Go et al. (2013) gives the prevalence of HBP by (age, sex),
aggregating across races. It shows that the fraction of males in the age range 45–54 who have HBP is 0�377.
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The law of iterated expectations gives

E(y|x= k) =
∑
j∈W

E(y|x= k�w = j)P(w = j|x= k)� k ∈X� (4)

For k ∈ X , the data reveal E(y|x = k) and [P(w = j|x = k)� j ∈ W ], but not [E(y|x =
k�w = j)� j ∈ W ]. Without assumption (3), (4) is a system of |X| linear equations in the
|X|×|W | unknowns E(y|x= k�w = j), (k� j) ∈X×W . With the assumption, (4) becomes

E(y|x= k)=
∑
j∈W

E(y|w = j)P(w = j|x = k)� k ∈ X� (5)

This is a system of |X| linear equations in the |W | unknowns E(y|w = j), j ∈ W .
Goodman observed that the equations have a unique solution if |X| ≥ |W | and if the
|X| × |W | dimensional matrix [P(w = j|x = k)� (k� j) ∈ X × W ] has full rank |W |. Then
assumption (3) point-identifies E(y|w = j), j ∈ W .12

Assumption (3) is refutable. Goodman pointed out that equation system (5) may
have no solution, implying the assumption is incorrect. Cross and Manski (2002) ob-
served that (3) is also refuted if system (5) has solutions, but none that are feasible given
the restrictions implied by knowledge of P(y|x) and P(w|x).

2.2.1 Predicting life expectancy with an instrumental variable Consider again predic-
tion of life expectancy given hypertension status. Here, assumption (3) states that mean
remaining lifespan does not vary with race, conditional on (age, sex, hypertension sta-
tus); that is,

E(y|age 50�NH black male�not HBP)= E(y|age 50�NH white male�not HBP)�

E(y|age 50�NH black male�HBP)= E(y|age 50�NH white male�HBP)�

Then (5) is a system of two equations in two unknowns, whose unique solution is

E(y|age 50�not HBP)= 41�0� E(y|age 50�HBP) = 7�3�

However, this solution is not feasible. The solution 41�0 for non-HBP persons is larger
than the upper bounds for black and white persons derived in Section 2.1.2 using only
knowledge of P(y|x) and P(w|x). The solution 7�3 for HBP persons is smaller than the
lower bounds derived earlier. Thus, assumption (3) is refuted.

12Although Goodman (1953) demonstrated the identifying power of assumption (3), he did not advocate
its regular use in practice. He cautioned that the assumption holds (p. 663) “in very special circumstances.”

It is difficult to conjecture cases of assessment of health risk where (3) may be credible. In risk assess-
ment, x are covariates used to predict outcomes by evidence-based assessment tools and w are clinician-
observed covariates not used by these tools. If (3) holds, the covariates x used by assessment tools have
no predictive power once one conditions prediction on the additional covariates w. This seems unlikely to
occur in general, but it may on occasion. For example, (3) may be credible when health risk is genetically
determined, x measures a phenotype that is statistically associated with the underlying genetic determi-
nant of risk, and w is the finding of a DNA test that directly measures the genetic determinant. Then x may
have no predictive power for y when w is used as a predictor.
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2.3 Bounded-variation assumptions

A clinician wanting to assess risk conditioning on patient covariates not used in
evidence-based predictors may be discomforted by the analysis in Sections 2.1 and 2.2.
Without structural assumptions, drawing informative conclusions about P(y|x = k�w =
j) requires a relatively high prevalence of covariate w = j in the group with covariates
x = k. Strong assumptions may point-identify P(y|x = k�w = j), but the conclusion
drawn may have low credibility.

There is a substantial middle ground between making no structural assumptions
and ones that yield point identification. This section proposes a class of bounded-
variation assumptions that clinicians may find easy to contemplate and apply. These
assumptions flexibly restrict the magnitudes of risk assessments and the degree to which
they vary with patient covariates, enabling clinicians to express quantitative judgments
in a structured way. Formally, they place partial subjective distributions on P(y|x�w)

rather than the precise subjective distributions examined in studies of clinical judgment.
I have previously used bounded-variation assumptions to provide identifying power in
other settings (Manski and Pepper (2000, 2013, 2017)).

Section 2.3.1 analyzes some simple bounded-variation assumptions when outcome
y is binary. Section 2.3.2 considers assumptions that bound the means of real-valued
outcomes.

2.3.1 Binary outcomes Recall identification of P(y = 1|x = k�w = j) without structural
assumptions. Result (2) emerges by combining (1) with the logical constraints that P(y =
1|x= k�w �= j) and P(y = 1|x= k�w = j) lie in the unit interval.

A clinician may find it credible to assume that these long conditional probabilities
lie within specified bounds, say [a(k� �= j)� b(k� �= j)] and [a(k� j)�b(k� j)]. Thus, let the
clinician assume that

a(k� �= j) ≤ P(y = 1|x= k�w �= j) ≤ b(k� �= j)� (6a)

a(k� j) ≤ P(y = 1|x= k�w = j) ≤ b(k� j)� (6b)

Combining (1) and (6a)–(6b) yields this bounded-variation identification region for
P(y = 1|x= k�w = j):

[
a(k� j)�b(k� j)

] ∩
[
P(y = 1|x= k)− b(k� �= j) · P(w �= j|x= k)

P(w = j|x= k)
�

P(y = 1|x= k)− a(k� �= j) · P(w �= j|x= k)

P(w = j|x= k)

]
�

(7)

It is easy to prove that (7) is the identification region. Solving (1) for P(y = 1|x =
k�w = j) yields

P(y = 1|x= k�w = j) =
[
P(y = 1|x= k)− P(y = 1|x= k�w �= j) · P(w �= j|x = k)

P(w = j|x = k)

]
�
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Letting P(y = 1|x = k�w �= j) take all values consistent with (6a) yields a tentative
identification region for P(y = 1|x= k�w = j), this being the interval

[
P(y = 1|x= k)− b(k� �= j) · P(w �= j|x= k)

P(w = j|x= k)
�

P(y = 1|x= k)− a(k� �= j) · P(w �= j|x= k)

P(w = j|x= k)

]
�

Values of P(y = 1|x = k�w = j) in this interval that are inconsistent with (6b) are
infeasible. Shrinking the interval to include only feasible values yields (7). Every point
in (7) is feasible because the pair [P(y = 1|x = k�w = j)�P(y = 1|x = k�w �= j)] satisfies
(6a)–(6b) and no further information is available.

Interval (7) has a simple form. It shrinks to a point as the width of either bound
(6a) or (6b) approaches zero. It widens to interval (2) as the widths of bounds (6a)
and (6b) both approach one. An important feature of assumptions (6a) and (6b) is that
each bound helps to identify both long predictive probabilities. That is, bound (6a) on
P(y = 1|x = k�w �= j) helps to identify P(y = 1|x = k�w = j) and vice versa. This occurs
because equation (1) connects the two probabilities to one another. Assumptions that
restrict one imply restrictions on the other.

Predicting the risk of breast cancer It often is credible to assume that risk of illness varies
monotonically with the value of a patient covariate. In the context of breast cancer, it is
credible to assume that the risk of illness increases with several observable covariates
not used by the BCRA Tool. It should increase with observable indicators of genetic sus-
ceptibility such as the prevalence of breast cancer among second-degree relatives and
membership in ethnic subgroups such as Ashkenazi Jews. It should also increase with
behavioral covariates such as excessive drinking of alcohol.

Consider the earlier application to risk of breast cancer, in which w = 1 denotes a
heavy drinker and w = 0 a nonheavy drinker. Epidemiological research indicates that
risk of breast cancer increases with alcohol consumption (e.g., Singletary and Gapstur
(2001)). Given this assumption, the bounds (6a)–(6b) are

0 ≤ P(y = 1|x= k�w = 0) ≤ P(y = 1|x= k)� (8a)

P(y = 1|x= k) ≤ P(y = 1|x= k�w = 1) ≤ 1� (8b)

The resulting identification regions for P(y = 1|x = k�w = 0) and P(y = 1|x = k�w = 1)
are

P(y = 1|x= k�w = 0) ∈ [
0�P(y = 1|x= k)

]
(9a)

∩
[
P(y = 1|x= k)− P(w = 1|x= k)

P(w = 0|x= k)
�P(y = 1|x= k)

]
�

P(y = 1|x= k�w = 1) ∈ [
P(y = 1|x= k)�1

]
(9b)

∩
[
P(y = 1|x= k)�

P(y = 1|x= k)

P(w = 1|x= k)

]
�
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Recall from the earlier application that P(y = 1|x = k) = 0�090, P(w = 1|x = k) =
0�034, and P(w = 0|x = k) = 0�966. Inserting these values into (9a)–(9b) yields P(y =
1|x = k�w = 0) ∈ [0�058�0�09] and P(y = 1|x = k�w = 1) ∈ [0�09�1]. These identification
regions modestly tighten the ones obtained without any assumption.

Stronger findings emerge if a clinician assumes more than monotonicity. One might,
for example, believe that not being a heavy drinker can at most reduce the risk of breast
cancer to 0�08. The identification regions combining assumption (8a)–(8b) with this
lower bound on P(y = 1|x = k�w = 0) are P(y = 1|x = k�w = 0) ∈ [0�08�0�09] and P(y =
1|x= k�w = 1) ∈ [0�09�0�37]. Thus, asserting a lower bound on the cancer risk of women
who are not heavy drinkers tightens the upper bound on the risk for heavy drinkers.

2.3.2 Bounds on mean outcomes A clinician may find it credible to assume various
bounds on E(y|x�w) = [E(y|x = k′�w = j′)� (k′� j′) ∈ X × W ]. For example, one might
bound the magnitudes of mean risk assessments, assuming that

a
(
k′� j′

) ≤E
(
y|x= k′�w = j′

) ≤ b
(
k′� j′

)
(10)

for specified covariate values (x = k′�w = j′) and constants [a(k′� j′)�b(k′� j′)]. Such in-
equalities generalize the bounds (6a)–(6b) on probabilities of binary outcomes to set-
tings with real-valued outcomes.

One might fix w = j and bound the variation of mean risk assessments with x, as-
suming that

a
(
k′�k′′� j

) ≤E
(
y|x= k′�w = j

) −E
(
y|x= k′′�w = j

) ≤ b
(
k′�k′′� j

)
� (11)

where k′ and k′′ are two values of x. Analogously one might fix x = k and bound the
variation of mean risk assessments across w, assuming that

a
(
k� j′� j′′

) ≤E
(
y|x= k�w = j′

) −E
(
y|x= k�w = j′′

) ≤ b
(
k� j′� j′′

)
� (12)

where j′ and j′′ are two values of w. Inequalities of form (11) weaken the Goodman
mean-invariance assumption, which is the special case with a(k′�k′′� j) = b(k′�k′′� j) =
0.

Inequalities (10)–(12) are members of a class of bounded-variation assumptions that
impose M > 0 linear inequalities restricting E(y|x�w). In abstraction, these inequalities
have the form

a(m) ≤
∑

(k′�j′)∈X×W

c
(
m�k′� j′

) ·E(
y|x= k′�w = j′

) ≤ b(m)� m = 1� � � � �M� (13)

where [a(m)�b(m)� c(m�k′� j′)�m = 1� � � � �M; (k′� j′) ∈ X × W ] are specified constants.
In (10)–(12), each constant c(m�k′� j′) takes one of the values (−1�0�1). The identifica-
tion region for E(y|x = k�w = j) is the interval whose lower (upper) bound minimizes
(maximizes) E(y|x = k�w = j) subject to the bounded-variation assumptions (13) and
the restrictions on E(y|x�w) implied by knowledge of P(y|x) and P(w|x).

Cross and Manski (2002) proves that, for each value of k′, knowledge of P(y|x) and
P(w|x) confines the |W |-vector [E(y|x = k′�w] to a bounded convex set whose extreme
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points are the expectations of certain |W |-tuples of stacked distributions. Knowledge
of P(y|x) and P(w|x) yields no cross-x restrictions. Hence, the identification region
for E(y|x�w) without bounded-variation assumptions is the Cartesian product of these
convex sets across the values of x.

Cross and Manski (2002) did not study identification when knowledge of P(y|x) and
P(w|x) is combined with bounded-variation assumptions, but they did study the case
when knowledge of P(y|x) and P(w|x) is combined with the Goodman mean-invariance
assumption. The analysis is complex, suggesting that computation of the identification
region for E(y|x = k�w = j) is generally difficult when bounded-variation assumptions
are imposed. Hence, it can be useful to obtain an informative bound on E(y|x= k�w = j)

that may not be sharp but is easy to compute.
With this in mind, recall the finding of Horowitz and Manski (1995) that the iden-

tification region for E(y|x = k�w = j) given only knowledge of P(y|x) and P(w|x) is
the interval [E(Ljk)�E(Ujk)], where Ljk and Ujk are the truncated outcome distribu-
tions defined in Appendix A. It follows that the vector E(y|x�w) is contained in the
|X| × |W |-rectangle ×(k′�j′)∈X×W [E(Lj′k′)�E(Uj′k′)], which is easy to compute. This is
the smallest rectangular set that encloses the convex identification region studied by
Cross and Manski.

Now combine the bounded-variation assumptions (13) with knowledge that E(y|x�
w) satisfies the law of iterated expectations (4) and is contained in ×(k′�j′)∈X×W [E(Lj′k′)�
E(Uj′k′)]. The result is a simple, albeit possibly nonsharp, bound on E(y|x = k�w = j).
The lower (upper) bound minimizes (maximizes) E(y|x = k�w = j) subject to the lin-
ear inequalities in (13), the additional linear inequalities E(Lj′k′)≤E(y|x= k′�w = j′)≤
E(Uj′k′)� (k′� j′) ∈ X × W , and the linear equation (4). The lower and upper bounds on
E(y|x = k�w = j) solve linear programming problems, and thus are typically easy to
compute. It should be straightforward to develop a prediction support tool that queries a
clinician to determine the bounded-variation assumptions he thinks credible and com-
bines these assumptions with available evidence on P(y|x) and P(w|x) to compute the
lower and upper bounds on E(y|x= k�w = j) for specified values of (k� j).

Predicting life expectancy conditional on hypertension status Consider again prediction
of life expectancy conditional on hypertension status. It was shown in Section 2.2.1 that
the mean-invariance assumption (3) is refuted. Bounded-variation assumptions may be
credible, informative, and consistent with the available evidence.

One may, for example, find it reasonable to conjecture that, holding (age, sex, race)
fixed, persons with HBP have lower life expectancy than those without HBP. This gives
the bounded-variation assumptions:

0 ≤E(y|age 50�NH white male�not HBP)−E(y|age 50�NH white male�HBP)�

0 ≤E(y|age 50�NH black male�not HBP)−E(y|age 50�NH black male�HBP)�

One might also conjecture that black males tend to face various health disadvantages
relative to white males beyond high blood pressure, and hence, that black males have
lower life expectancy than white males conditional on hypertension status. Going fur-
ther, one may perhaps find it credible to conjecture that, at age 50 and conditional on
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hypertension status, the life expectancy of white males is between zero and 2�5 years
greater than black males. This gives the bounded-variation assumptions13

0 ≤E(y|age 50�NH white male�not HBP)−E(y|age 50�NH black male�not HBP)

≤ 2�5�

0 ≤E(y|age 50�NH white male�HBP)−E(y|age 50�NH black male�HBP)

≤ 2�5�

Combining these assumptions with the bounds on E(y|x�w) derived in Section 2.1.2
using only knowledge of P(y|x) and P(w|x) yields the bounds14

E(y|age 50�NH black male�not HBP) ∈ [29�4�35�4]�
E(y|age 50�NH black male�HBP) ∈ [14�7�22�9]�

E(y|age 50�NH white male�not HBP) ∈ [31�9�36�4]�
E(y|age 50�NH white male�HBP) ∈ [16�3�25�4]�

These bounds are highly informative. They reveal that the life expectancy of 50-year-old
black males without HBP is at least 6�5 (i.e., 29�4–22�9) years higher than that of those
with HBP. For 50-year-old white males, the corresponding disparity is also at least 6�5
(i.e., 31�9–25�4) years.

Recall from Section 2.1.2 that the life expectancies of 50-year-old black and white
males unconditional on hypertension status are E(y|age 50�NH black male) = 26�6 and
E(y|age 50�NH white male)= 29�7. These values lie well outside all of the bounds on life
expectancy conditional on hypertension status.

The above example suffices to make the point, but it is evident that other bounded-
variation assumptions may be credible as well. For example, one may think it reasonable
to conjecture that within each (age, race, hypertension) group, males have lower life ex-
pectancy than do females.

3. Patient care with partial personalized risk assessment

3.1 Optimal and reasonable care

Section 2 studied risk assessment that uses knowledge of P(y|x) and P(w|x), possibly
combined with structural assumptions on P(y|x�w). The lesson was that one may draw
credible partial conclusions about P(y|x�w), but one can rarely learn it precisely. Thus,
partial personalized risk assessment would seem the norm in clinical practice.

13One might conjecture a tighter upper bound than 2�5 years. However, imposing a bound much lower
than 2�5 years turns out to imply that the linear program has no feasible solution. In particular, there is no
solution when the upper bound is specified to be 2 years. On the other hand, conjecturing a higher upper
bound than 2�5 weakens the derived bounds.

14The bounds were computed using an online linear program calculator at the website http://comnuan.
com/cmnn03/cmnn03004/, accessed September 14, 2017.

http://comnuan.com/cmnn03/cmnn03004/
http://comnuan.com/cmnn03/cmnn03004/
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This section considers medical decision making. Normative studies such as Phelps
and Mushlin (1988) and Meltzer (2001) have assumed that clinicians maximize expected
utility with accurate probabilistic risk assessments conditional on observed patient co-
variates. My concern is decision making with less information.

A clinician with partial knowledge of P(y|x�w) may nonetheless have sufficient in-
formation to determine a care option that maximizes objective expected utility. If so, de-
cision making using the partially identified P(y|x�w) necessarily yields at least as high
welfare as does decision making using either of the two polar prediction options—the
point-identified P(y|x) or subjective assessment of P(y|x�w). The decision using the
partially identified P(y|x�w) is strictly better when a polar option yields a suboptimal
choice.

For example, consider the choice between surveillance and aggressive treatment for
a woman who is at risk of developing breast cancer.15 I show in Section 3.2 that the op-
timal strategy is surveillance if the probability P(y = 1|x�w) of developing the disease
is below a certain personalized threshold and aggressive treatment if the probability
is above the threshold. Determination of the optimal strategy does not require precise
knowledge of the risk of disease. It suffices to know whether P(y = 1|x�w) is below or
above the threshold. Prediction using the point-identified P(y = 1|x) or a subjective as-
sessment of P(y = 1|x�w) is suboptimal if this prediction is on the wrong side of the
threshold.

How might a clinician choose patient care when credible risk assessment is not suffi-
ciently informative to maximize objective expected utility? Bayesian decision theorists,
citing axioms for decision making proposed and studied by Savage (1954), suggest max-
imization of subjective expected utility, using clinical judgment to make a subjective
probabilistic risk assessment. Bayesian patient care is attractive if subjective risk assess-
ment has a credible foundation. However, the psychological literature on clinical judg-
ment shows that it may be harmful otherwise.

A clinician who acts without making a precise subjective probabilistic risk assess-
ment faces a problem of decision making under ambiguity (Ellsberg (1961)). The opti-
mal strategy for patient care may not be known under ambiguity. Nevertheless, one can
usefully pose alternative decision criteria and compare their properties, the aim being
to provide options that a decision maker may view as reasonable.

A broadly reasonable idea is to use a criterion that achieves uniformly satisfactory
results, whatever the truth may be. There are multiple ways to formalize the idea of uni-
formly satisfactory results. Two that have long been prominent are the maximin (von
Neumann and Morgenstern (1944), Wald (1950)) and minimax-regret (Savage (1951))
criteria. It appears that these criteria have not been applied to medical decision mak-
ing until recently. Manski (2009) studied maximin and minimax-regret treatment choice
in an abstract setting. Manski (2010, 2017) used these criteria to consider how society
might reasonably choose a vaccination policy under ambiguity. Manski (2013) consid-
ered the decision to perform diagnostic testing as a prelude to treatment.

15Aggressive treatment strategies in this context range from intensive screening to drug treatment in-
tended to reduce the risk of cancer onset to preventive mastectomy.
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Section 3.2 adds to this small recent literature by considering choice under ambi-
guity between surveillance and aggressive treatment. An apt example is choice between
periodic screening for breast cancer and aggressive treatment. Similar choices are made
regularly by clinicians who care for patients at risk of aggressive prostate cancer, heart
disease, and many other illnesses. I pose a relatively simple version of the decision prob-
lem, for which it is easy to determine the maximin and minimax-regret choices. While
motivated by the ecological inference problem, the analysis below applies more gener-
ally to any setting in which credible assumptions yield a partial personalized risk assess-
ment.16

3.2 Choice between surveillance and aggressive treatment

Suppose that a clinician caring for a currently healthy patient with covariates (x =
k�w = j) chooses between two care options for a possible disease. Option c = A denotes
surveillance and c = B denotes aggressive treatment. Let y = 1 if a patient will develop
the disease and y = 0 if not. Assume that the chosen care option does not affect whether
the patient will develop the disease, but it does affect the severity of the consequences.
The two care options may also have different side effects.17

Let Pjk ≡ P(y = 1|x = k�w = j) for short. Using the available evidence and credible
structural assumptions, suppose that the clinician concludes that Pjk lies in some inter-
val [PL�PH]. Thus, PL and PH are the lowest and highest feasible values of the patient’s
risk of illness.

The utility of each care option depends on whether the patient will or will not de-
velop the disease. Let U(c� y) denote the utility of option c when outcome y occurs.
Utility function U(·� ·) expresses patient preferences and is specific to the patient un-
der consideration. Assume that the clinician knows U .

Choice between c = A and c = B is a nontrivial problem if the merits of the care
options vary with the illness outcome. It often is reasonable to suppose that aggressive
treatment is better if the patient will develop the disease and that surveillance is better

16The present analysis differs from my earlier work on medical decision making under ambiguity in that
this paper maintains a patient-centric perspective in which a clinician wants to care as well as possible
for a specific patient. In contrast, my earlier work presumed a public-health perspective in which a health
planner wants to maximize a social welfare function that aggregates outcomes across a population of pa-
tients. In most of this work, the source of ambiguity was not the ecological inference problem but rather
the selection problem; that is, partial knowledge of the process of treatment selection in a study popu-
lation. However, one of these earlier studies analyzed a situation in which a planner faces the ecological
inference problem.

Manski (2000) studied treatment choice by a planner who knows the distribution of treatment outcomes
in a classical randomized experiment conditional on covariates x but not conditional on (x�w). Thus, the
planner knows P[y(t)|x] for each potential treatment t but he does not know P[y(t)|x�w]. This informa-
tional situation is common in patient care. The medical journal articles that report the findings of clinical
trials typically do not publish outcomes conditional on extensive covariate information. They usually de-
scribe outcomes only within broad risk-factor groups.

17A variant of the analysis applies to another scenario in which aggressive treatment always prevents
development of the disease but has side effects. In this scenario, there are two potential outcomes, y(A)

and y(B). The uncertain outcome of interest is y = y(A). It is known with certainty that y(B) = 0.
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otherwise. That is,

U(B�1) > U(A�1) and U(A�0) > U(B�0)� (14)

It is also often reasonable to suppose that, whatever option is used, it is better to be
healthy than ill. That is,

U(A�0) > U(A�1) and U(B�0) > U(B�1)� (15)

I assume that these inequalities hold in the analysis below.

3.2.1 Care maximizing objective or subjective expected utility The clinician chooses a
care option without knowing the illness outcome. The normative literature on medical
decision making has supposed that the clinician knows both U(·� ·) and Pjk, and that he
maximizes objective expected utility. Thus, the clinician is assumed to act as follows:

Choose c =A if
(16a)

Pjk ·U(A�1)+ (1 − Pjk) ·U(A�0) ≥ Pjk ·U(B�1)+ (1 − Pjk) ·U(B�0)�

Choose c = B if
(16b)

Pjk ·U(B�1)+ (1 − Pjk) ·U(B�0) ≥ Pjk ·U(A�1)+ (1 − Pjk) ·U(A�0)�

The solution to (16a)–(16b) is easy to characterize when inequalities (14) hold. Let P∗
denote the threshold value of Pjk that makes options A and B have the same expected
utility. This value is

P∗ = U(A�0)−U(B�0)[
U(A�0)−U(B�0)

] + [
U(B�1)−U(A�1)

] � (17)

Observe that 0 <P∗ < 1. Option A is optimal if Pjk ≤ P∗ and option B if Pjk ≥ P∗.
My concern is decision making when the clinician only knows that Pjk ∈ [PL�PH].

To focus on the implications of partial personalized risk assessment, I maintain the tra-
ditional normative assumption that the clinician knows U(·� ·).

A clinician with partial knowledge of Pjk can maximize objective expected utility if
the threshold probability P∗ is not interior to the interval [PL�PH]. Option A is sure to be
optimal if PH ≤ P∗ and B is sure to be optimal if P∗ ≤ PL. The clinician cannot maximize
objective expected utility if P∗ is interior to [PL�PH]. Then there exist feasible values of
Pjk that make only A optimal and other values that make only B optimal.

The Bayesian prescription is to place a subjective distribution on Pjk and to max-
imize subjective expected utility. The Bayesian prescription is easy to characterize in
the present setting because objective expected utility is linear in Pjk. Let πjk denote the
subjective mean that a Bayesian clinician holds for Pjk. The clinician acts as if Pjk = πjk.
Thus, option A maximizes subjective expected utility if πjk ≤ P∗ and B if πjk ≥ P∗.

I henceforth suppose that the clinician does not place a subjective distribution on
Pjk. Sections 3.2.2 and 3.2.3 study maximin and minimax-regret care, respectively.
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3.2.2 Maximin care The maximin criterion evaluates each action by the worst welfare
that it may yield and it chooses an action with the least-bad worst welfare. In the present
setting, there are two ways that one might reasonably define the worst welfare of a care
option. Hence, there are two ways to implement the maximin criterion.

One approach considers the two possible illness outcomes, y = 0 and y = 1. Then
the worst welfare under option A is min[U(A�0)�U(A�1)] and the worst under B is
min[U(B�0)�U(B�1)]. With this definition of worst welfare, option A is a maximin choice
if min[U(A�0)�U(A�1)] ≥ min[U(B�0)�U(B�1)] and option B if min[U(B�0)�U(B�1)] ≥
min[U(A�0)�U(A�1)]. When inequalities (14) and (15) hold, option B is the maximin
choice.

The other approach considers the possible values for the objective expected utility
of each option. When inequalities (15) hold, the worst feasible expected utility under
options A and B both occur when Pjk equals its upper bound PH . Then A and B have
objective expected utilities PH ·U(A�1)+ (1−PH) ·U(A�0) and PH ·U(B�1)+ (1−PH) ·
U(B�0). A clinician using this version of the maximin criterion acts as follows:

Choose c =A if
(18a)

PH ·U(A�1)+ (1 − PH) ·U(A�0) ≥ PH ·U(B�1)+ (1 − PH) ·U(B�0)�

Choose c = B if
(18b)

PH ·U(B�1)+ (1 − PH) ·U(B�0) ≥ PH ·U(A�1)+ (1 − PH) ·U(A�0)�

Thus, this maximin choice is option A if PH ≤ P∗ and B if PH ≥ P∗.
The maximin criterion has a deserved reputation for conservatism. Among the two

versions of maximin considered here, the former is more conservative. A clinician using
the former version acts as if the patient will become ill for sure, disregarding probabilistic
risk assessment entirely. One using the latter version acts as if the patient will become ill
with probability PH , the upper bound on his risk assessment.

3.2.3 Minimax-regret care The minimax-regret (MMR) criterion evaluates each action
by the worst reduction in welfare that it may yield relative to the highest welfare achiev-
able. The term regret connotes reduction in welfare relative to the highest achievable.
Maximum regret is the worst reduction possible, considering all feasible risk assess-
ments. The criterion chooses an action that minimizes maximum regret.

As with maximin, there are two ways to define maximum regret when considering
patient care. Hence, there are two ways to implement the criterion. Again, one approach
considers the two possible outcomes, y = 0 and y = 1. Inequalities (14) state that aggres-
sive treatment is the better option when illness occurs and surveillance is better other-
wise. Hence, option A has zero regret when y = 0 and positive regret U(B�1) − U(A�1)
when y = 1; thus, maximum regret is U(B�1) − U(A�1). Symmetrically, option B has
zero regret when y = 1 and positive regret U(A�0) − U(B�0) when y = 0; thus, its max-
imum regret is U(A�0) − U(B�0). It follows that option A is a minimax-regret choice if
U(B�1) − U(A�1) ≤ U(A�0) − U(B�0) and B if U(B�1) − U(A�1) ≥ U(A�0) − U(B�0).
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The MMR choice is the same as a clinician maximizing objective expected utility would
make if he were to know that the probability of illness is Pjk = 1/2.

The other approach considers the possible values for the objective expected utility
of each option. Given inequalities (14), maximum regret under option A occurs when
Pjk equals its upper bound PH and equals the expected utility difference

[
PH ·U(B�1)+ (1 − PH) ·U(B�0)

] − [
PH ·U(A�1)+ (1 − PH) ·U(A�0)

]
� (19)

Maximum regret under option B occurs when Pjk equals its lower bound PL and equals

[
PL ·U(A�1)+ (1 − PL) ·U(A�0)

] − [
PL ·U(B�1)+ (1 − PL) ·U(B�0)

]
� (20)

Option A is an MMR choice if the difference in expected utilities in (19) is less than or
equal to that in (20).

A more transparent representation of this finding emerges if we define PM to be the
midpoint of interval [PL�PH]. Rearrangement of terms in (19) and (20) shows that a clin-
ician using this version of the MMR criterion acts as follows:

Choose c = A if
(21a)

PM ·U(A�1)+ (1 − PM) ·U(A�0) ≥ PM ·U(B�1)+ (1 − PM) ·U(B�0)�

Choose c = B if
(21b)

PM ·U(B�1)+ (1 − PM) ·U(B�0) ≥ PM ·U(A�1)+ (1 − PM) ·U(A�0)�

Thus, the MMR choice is the same as a clinician maximizing objective expected utility
would make if he were to know that the probability of illness is Pjk = PM .

The maximin and MMR criteria are sometimes confused with one another. The
above derivations and findings make clear that they differ. A clinician using the max-
imin criterion chooses a care option that maximizes the minimum utility or expected
utility that might possibly occur. A clinician using the MMR criterion chooses an option
that minimizes the maximum reduction in utility or expected utility that can possibly
result from incomplete knowledge.

We have found that the care choices yielded by the two maximin criteria are those
that a clinician maximizing expected utility would make if he were to adopt the pes-
simistic perspective that illness will occur for sure or with probability PH . In contrast,
the choices yielded by the two MMR criteria are those that a clinician maximizing ex-
pected utility would choose if he were to adopt the neutral perspective that illness will
occur with probability 1/2 or PM .

3.3 Rethinking care with actuarial prediction

The psychological literature on clinical judgment exemplified by Dawes, Faust, and
Meehl (1989) has not recommended clinical use of any of the decision criteria discussed
in Section 3.2—not maximization of subjective expected utility, nor maximin, nor MMR.
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Instead it recommends that the clinician suppress his knowledge of the patient covari-
ates w and act as if Pjk = P(y = 1|x= k).

Acting as if Pjk = P(y = 1|x = k) is clearly inappropriate if the value of this short
probability lies outside the interval [PL�PH] of credible potential values of Pjk. P(y =
1|x = k) necessarily lies within [PL�PH] when no structural assumptions are imposed,
but it may lie outside [PL�PH] given structural assumptions. More generally, when the
outcome is real-valued, P(y|x) may be an infeasible value for P(y|x�w) when structural
assumptions are imposed. The application in Section 2.3.2 demonstrated this. We found
there that life expectancies unconditional on hypertension status lie substantially out-
side the bounds on life expectancies conditional on hypertension status that hold given
the specified bounded-variation assumptions.

One can rationalize acting as if Pjk = P(y = 1|x = k) when P(y = 1|x = k) ∈ [PL�PH],
as the short probability is a possible value of Pjk. However, one can similarly rationalize
acting as if Pjk is any element of [PL�PH]. Section 3.2 showed that decision making with
the second version of the maximin or MMR criterion is equivalent to acting as if Pjk

takes specific values in [PL�PH], PH for maximin and PM for MMR. Using these values
has a decision-theoretic foundation because each yields a care choice that is uniformly
satisfactory in the maximin or MMR sense. Acting as if Pjk = P(y = 1|x= k) has no such
foundation.

The negative conclusion reached here regarding acting as if Pjk = P(y = 1|x = k)

does not contradict the longstanding conclusion of psychological research that actuar-
ial prediction outperforms subjective clinical judgment. Psychologists may be correct
that clinician failure to adequately grasp the logic of the prediction problem generates
a broad empirical finding in favor of actuarial prediction. Coherent combination of evi-
dence and judgment is a subtle matter. It is unrealistic to expect clinicians to understand
the mathematics of ecological inference or to accurately perform it in their heads. What
my analysis suggests is that it may be possible to improve on both actuarial prediction
and subjective clinical judgment by providing clinicians with decision support tools that
formalize credible clinical judgment.

4. Directions for further applications and methodological research

This paper has reported new analysis of the ecological inference problem and its impli-
cations for decision making. Section 2.3 added to my previous analysis of partial identifi-
cation by studying ecological inference with bounded variation assumptions. Section 3
initiated patient-centric analysis of treatment under ambiguity by considering choice
between surveillance and aggressive treatment using partial personalized risk assess-
ment.

These contributions notwithstanding, I do not view the primary significance of the
paper to be development of new methodology per se. It is rather that the paper calls
attention to a difficult identification problem that arises in personalized risk assessment
and shows how analysis of partial identification and decision making under ambiguity
may potentially be used to improve decision making. I used two substantive questions
to illustrate, prediction of breast cancer conditional on multiple patient covariates and
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prediction of life span conditional on demographic covariates and hypertension status.

I discuss directions for future research here.

I anticipate that econometricians and other readers who may not be specifically con-

cerned with medical decision making will nonetheless find the paper useful. As men-

tioned in the Introduction, many decision makers in realms other than health care face

the ecological inference problem as they attempt to predict person-specific outcomes.

I cited judges deciding how to sentence convicted offenders, lenders considering loan

applications, firms deciding whether to employ job applicants, and colleges deciding

whether to admit student applicants.

As with clinicians, these and other decision makers have in the past chosen between

actuarial prediction and exercise of subjective clinical judgment. The analysis of this

paper suggests that it may be possible to improve on both polar options by formalizing

clinical judgment. There are rich possibilities for future research, but there also are chal-

lenges. One issue is that evidence-based predictors P(y|x) of nonhealth outcomes often

are proprietary rather than in the public domain. Another is that auxiliary data revealing

the distribution P(w|x) may be less available that it is in health care.

There is considerable scope for new methodological research that would usefully

extend the present analysis. To focus attention on the ecological inference problem,

I assumed complete knowledge of P(y|x) and P(w|x) throughout the paper. In practice,

a decision maker may have only finite-sample estimates of these distributions, and thus

have to cope with sampling imprecision as well as the ecological inference problem.

It may be possible to draw on the literature on statistical inference for partially identi-

fied parameters to develop confidence sets for features of P(y|x�w). However, a decision

maker’s objective is to make good decisions, not to perform statistical inference. Wald’s

statistical decision theory can potentially inform this objective. A few studies to date

have applied statistical decision theory to settings where partial identification stems

from the selection problem (Manski (2007b), Stoye (2012), Tetenov (2012), Dominitz and

Manski (2017)), but none when the source of ambiguity is the ecological inference prob-

lem.

Another open methodological question is characterization of the identification re-

gion for P(y|x�w) and study of decision making under ambiguity when the outcome

is multidimensional. The starting point for consideration of ecological inference is the

law of total probability (1) whatever the outcome space may be. However, the analysis

in Sections 2 and 3 restricted attention to settings in which y is binary or real-valued.

This analysis suffices for some important applications but not for others. In particular,

it does not cover settings in which a decision maker has to predict outcomes y(t), t ∈ T

for a vector of potential outcomes, T being the set of feasible treatments. Manski (2000)

reported some findings for social planning when there are two treatments, the potential

outcomes are binary (i.e., treatment success or failure), the covariate w is binary, and

no structural assumptions are imposed. Research studying more general settings with

multidimensional outcomes would be useful.
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Appendix A: Basic bounds on means and quantiles, with application to

prediction of life expectancy

A.1 Form of the bounds

Consider E(y|x = k�w = j) or the α-quantile Qα (y|x = k�w = j), where α ∈ (0�1). Iden-
tification of these parameters can be studied directly, but Horowitz and Manski (1995)
find it easier to prove a general result for parameters that respect stochastic dominance.
They then apply this result to the mean and quantiles.

To simplify notation, let pjk ≡ P(w �= j|x = k). Horowitz and Manski show that the
identification region for P(y|x = k�w = j) contains a “smallest” member Ljk that is
stochastically dominated by all other feasible values of P(y|x = k�w = j) and a “largest”
member Ujk that stochastically dominates all other feasible values of P(y|x = k�w = j).
These distributions are truncated versions of P(y|x= k) :Ljk right-truncates P(y|x= k)

at its (1 − pjk)-quantile and Ujk left-truncates P(y|x = k) at its pjk-quantile. Formally,
Ljk and Ujk are defined as follows (Horowitz and Manski (1995), Proposition 4):

Ljk[−∞� t] ≡ P(y ≤ t|x= k)/(1 −pjk) for t < Q(1−pjk)(y|x= k)�

≡ 1 for t ≥Q(1−pjk)(y|x= k)�

Ujk[−∞� t] ≡ 0 for t < Qpjk(y|x= k)�

≡ [
P(y ≤ t|x= k)−pjk

]
/(1 −pjk) for t ≥Qpjk(y|x= k)�

With this background, it follows that if D(·) is a parameter that respects stochastic
dominance, the smallest feasible value of D[P(y|x = k�w = j)] is D(Ljk) and the largest
feasible value is D(Ujk). Thus, sharp bounds on E(y|x= k�w = j) are E(Ljk) and E(Ujk),
and sharp bounds on Qα (y|x = k�w = j) are Qα(Ljk) and Qα(Ujk). In the case of the
mean, all values between the bounds are feasible, and hence, the identification region is
[E(Ljk)�E(Ujk)].

A.2 Application to prediction of life expectancy conditional on hypertension status in
Section 2.1.2

Let remaining life span y be integer-valued. Consider a specified racial subset of males
who survive at least to age 50. Let y∗ = y + 50 denote complete life span. It is simplest to
consider y∗ for most of the derivation and transform to y near the end.

The distribution of y∗ in the specified group is P(y∗ ≤A|y∗ ≥ 50). Its q-quantile is

minA : P(
y∗ ≤A|y∗ ≥ 50

) ≥ q = minA : P(
50 ≤ y∗ ≤A

)
/P

(
y∗ ≥ 50

) ≥ q

= minA : P(
50 ≤ y∗ ≤A

) ≥ q · P(
y∗ ≥ 50

)
= minA : P(

y∗ ≥ 50
) − P

(
y∗ ≥A+ 1

) ≥ q · P(
y∗ ≥ 50

)
= minA : P(

y∗ ≥A+ 1
) ≤ (1 − q)P

(
y∗ ≥ 50

)
�

Writing the q-quantile in the final form is useful because column (2) of the life table
considers a population of initial size 100,000 and shows the number who survive at least
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A years for all values of A. P(y∗ ≥ A) is the number of survivors to age A divided by
100,000.

The distributions L and U are determined by the (1−p) and p quantiles of P(y∗|y∗ ≥
50). These are

Q(1−p) = minA : P(
y∗ ≥ A+ 1

) ≤ p · P(
y∗ ≥ 50

)
�

Qp = minA : P(
y∗ ≥ A+ 1

) ≤ (1 −p) · P(
y∗ ≥ 50

)
�

The bounds on E(y∗|x) are E(L) and E(U).
The fact that outcome y∗ is integer-valued makes exact computation of E(L) and

E(U) subtle because only part of the probability masses occurring at the truncation
points are used to form L and U . Reasonably narrow bounds on E(L) and E(U) are
easy to compute. These are

E
(
y∗|50 ≤ y∗ ≤ Q(1−p) − 1

) ≤E(L) ≤E
(
y∗|50 ≤ y∗ ≤ Q(1−p)

)
�

E
(
y∗|Qp ≤ y∗) ≤E(U) ≤ E

(
y∗|Qp + 1 ≤ y∗)�

My computations use the conservative lower bound on E(L) and upper bound on E(U).
The derivation below explains computation of these bounds when x = (age 50�NH

black male�not HBP). The derivation is analogous for other values of x.
For the specified value of x, P(y∗ ≥ 50) = 0�892, p = 0�426, 1−p = 0�574, (1−p)P(y∗ ≥

50) = 0�512, and p · P(y∗ ≥ 50)= 0�380.
To obtain the conservative lower bound on E(L), one uses the life table to determine

that Q(1−p) = 80. This is so because P(y∗ ≥ 81) = 0�357 ≤ 0�380 and P(y∗ ≥ 80) = 0�383 >

0�380. Hence, the conservative lower bound is E(y∗|50 ≤ y∗ ≤ 79).
Now consider computation of E(y|50 ≤ y∗ ≤ 79). The life table shows that, given

100,000 initial persons, 89,156 have life span at least 50 and 38,383 have life span at
least 80. Hence, 89,156 − 38,383 = 50,773 have life span in the interval [50�79]. The num-
ber of person years beyond 50 lived by persons who survive to 50 or more is 2,373,723.
The number of person years beyond 50 lived by persons who survive to 80 or more is
30 · 38,383 + 305,178 = 1,456,668. Hence, the number of person years beyond 50 lived
by those with life span in the interval [50�79] is 2,373,723 − 1,456,668 = 917,055. Hence,
E(y|50 ≤ y∗ ≤ 79) = 917,055/50,773 = 18�1.

To obtain the conservative upper bound on E(U), one uses the life table to de-
termine that Qp = 74. This is so because P(y∗ ≥ 75) = 0�511 ≤ 0�512 and P(y∗ ≥ 74) =
0�535 > 0�512. Hence, the conservative upper bound on E(y∗|x) is E(y∗|75 ≤ y∗).

Now consider computation of E(y|75 ≤ y∗). The life table shows that, given 100,000
initial persons, 51,097 have life span in the interval [75, ∞]. The number of person years
beyond 75 lived by these persons is 529,456. Hence, E(y|75 ≤ y∗) = 25 + 529,456/51,097 =
35�4.

Appendix B: Identification with parametric models

Some authors point-identify P(y|x�w) by asserting a parametric model that places this
distribution in a finite-dimensional family. Let Θ be a specified subset of L-dimensional
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real space, let F(·� ·� ·) be a specified function mapping X ×W ×Θ into probability dis-
tributions on Y , and assume there exists a unique θ ∈ Θ such that

P(y|x= k�w = j) = F(k� j�θ)� all (k� j) ∈X ×W � (B.1)

Combining the law of total probability (1) with assumption (B.1) yields

P(y|x= k)=
∑
j∈W

F(k� j�θ)P(w = j|x= k)� k ∈X� (B.2)

For each k ∈ X , the data reveal P(y|x = k) and [P(w = j|x = k)� j ∈ W ]. Hence, (B.2)
is a system of |X| distributional equations restricting θ.

Analysis of distributional equations is difficult, but progress can be made by consid-
ering the implications for prediction of mean outcomes. Let e(k� j�θ) denote the mean
of the random variable with distribution F(k� j�θ). Insertion of e(k� j�θ) into the law of
iterated expectations (4) yields

E(y|x= k)=
∑
j∈W

e(k� j�θ)P(w = j|x= k)� k ∈X� (B.3)

System (B.3) is similar to Goodman’s system (5) except that e(k� j�θ) generally varies
nonlinearly with θ. Nonlinearity in θ implies that solution of (B.3) is more complex than
is the case with Goodman’s instrumental variable assumption. Nevertheless, the equa-
tions have a unique solution if |X| ≥ L and if sufficient regularity conditions hold. Then
assumption (B.1) point-identifies P(y|x�w).

There are innumerable alternative parametric models for P(y|x�w), and hence, in-
numerable potential implementations of this approach to inference. A model that re-
ceived considerable attention was proposed by King (1997), who asserted that he had
achieved “a solution to the ecological inference problem” in a book of that name. How-
ever, his assumptions immediately drew criticism, as evidenced in a dispute played out
in the Journal of the American Statistical Association (Freedman, Klein, Ostland, and
Roberts (1998, 1999), King (1999)) and elsewhere (Cho (1998), Cho and Gaines (2004)).
Wakefield (2008) cautions against application of King’s model or other parametric mod-
els to public health research.

Illustration

Organizations developing clinical practice guidelines for breast cancer screening have
acknowledged the absence of evidence-based predictions of life spans under alterna-
tive screening regimes. For example, in a review of knowledge of the benefits and harms
of screening commissioned by the American Cancer Society, Myers et al. (2015) stated
(p. 1616):

We did not identify any direct evidence on the association between mammographic
screening and life expectancy, which would require following up all participants in an RCT
or cohort study until death from any cause� � � . Because estimates of life expectancy gains
from screening are by definition indirect and there is considerable uncertainty about the
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value of several parameters important for estimating these gains (in particular the mag-
nitude of mortality reduction associated with screening at different ages and different in-
tervals), we judged the quality of evidence for the magnitude of the association between
screening and life expectancy to be LOW.

Myers et al. summarized model-based predictions of life expectancy reported by
Mandelblatt et al. (2009). The latter authors describe six parametric models developed
by different research teams. Each team had access to a shared database that character-
ized the life trajectories from age 25 to age 40 of American women born in 1960. The
teams made varying predictions of life expectancy after age 40 by combining the shared
data with auxiliary data and alternative structural assumptions strong enough to yield
point identification.
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