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ABSTRACT

IZA DP No. 13053 MARCH 2020

Gender Differences in Preferences for 
Meaning at Work

In an effort to better understand occupational segregation by gender, scholars have begun 

to examine gender differences in preferences for job characteristics. We contend that a 

critical job characteristic has been overlooked to date: meaning at work; and in particular, 

meaning at work induced by job mission. We provide empirical evidence of the importance 

of gender differences in preferences for meaning at work using mixed methods. First, we 

demonstrate the universality of gender differences in preferences for meaning at work 

using a cross-country survey covering individuals in 47 countries. We show that these 

differences become more pronounced with greater levels of education and economic 

development, suggesting that their importance is likely to increase over time. To address 

potential social desirability bias in responses about job preferences and to examine whether 

differences in preferences translate into differences in important behavioral outcomes, 

we next conduct a conjoint analysis of a cohort of MBA students at a top US university 

and track their behavior over two years. We show show that preferences for meaning at 

work, particularly meaning induced by job mission, explain gender differences in not only 

types of courses taken, but also job industry placement during and after the MBA, thus 

helping to explain the under-representation of females in higher-paying industries. Overall, 

this research establishes that men and women differ in their preferences for meaning at 

work, with important implications for our understanding of the drivers of occupational 

segregation and of the consequences of corporate mission and purpose.

JEL Classification: D91, J16

Keywords: gender segregation by occupation, job preferences, job design, 
mission, meaning at work

Corresponding author:
Stephan Meier
Columbia Business School
3022 Broadway
New York, NY 10027
USA

E-mail: sm3087@gsb.columbia.edu



1. Introduction

Scholars and policymakers alike have sought to understand the factors which influence occupa-

tional segregation by gender, particularly given that approximately half of the gender wage gap

has been attributed to the sorting of men and women into different jobs (Morchio and Moser,

2019; Blau and Kahn, 2017). Recently, researchers have begun to examine gender differences in

preferences for job characteristics as under-examined factors which help explain why men and

women end up in different occupations (Eriksson and Kristensen, 2014; Mas and Pallais, 2017;

Wiswall and Zafar, 2017; Buser et al., 2014; Reuben et al., 2017; Flory et al., 2014; Gneezy et al.,

2003; Cassar et al., 2016; Reuben et al., 2019). We contend that an important job characteristic

has been overlooked in this stream of literature to date: meaning at work. The organizational

characteristics of meaning and purpose have been shown to influence important human capital

outcomes (Gartenberg et al., 2019; Carnahan et al., 2017), yet whether men and women differ

in their preferences for meaning at work, and whether these differences in preferences help to

explain self-selection of men and women into different types of jobs has been unexplored.

We examine potential gender differences in preferences for two different types of meaning at

work (for a discussion, see Cassar and Meier, 2018; Rosso et al., 2010) : meaning at work derived

from job mission (from the social mission of one’s employer) and meaning at work derived from

job design (from the sense of impact, autonomy, and competence that results from the day-to-

day tasks of one’s work). The industries in which and companies for which individuals could

work certainly differ in perceived social usefulness (Dur and Van Lent, 2019) and thus vary in

the degree to which meaning at work is likely to be generated from job mission. Likewise, jobs

that individuals could occupy differ in perceived expected impact and autonomy. In addition to

external factors, internal factors also determine how individuals will discern and value meaning

at work attributes (Rosso et al., 2010; Wrzesniewski et al., 2003). Given that women have been

shown to be more empathetic (Croson and Gneezy, 2009; Bertrand, 2011) in nature than men,

with female adolescents more highly valuing compassion and purpose, (for example, Beutel

and Marini, 1995), it seems likely that job-seeking women might more highly value meaning

derived from job mission than men, though there has been little empirical examination of this

relationship (Bode and Singh, 2018). Though gender differences in preferences for other job
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design attributes (Konrad et al., 2000) such as flexibility (Eriksson and Kristensen, 2014; Mas

and Pallais, 2017; Wiswall and Zafar, 2017) have been well-established, it is theoretically and

empirically unclear whether we should expect men and women to differ in their preferences

for meaning induced by job design (Adler, 1993). If there are indeed gender differences in

preferences for either of these meaning-at-work attributes, these differences could help to explain

the tendency for men and women to self-select into different industries, types of firms, and jobs.

To examine whether there are gender differences in such preferences, and how these differences

compare to those of other job attributes, we use two different data sources and methods. First,

we examine gender differences in job preferences based on a survey of approximately 110,000

individuals in 47 countries. We find that while both genders value meaning derived from job

design, gender differences in preferences for meaning induced by job mission are large and uni-

versal. We furthermore show that they become more pronounced with higher levels of education

and economic development (similar to how gender differences for other preferences are more

pronounced in richer countries, see Falk and Hermle, 2018). These results are particularly im-

portant because they suggest that gender differences in these preferences are likely to increase

over time. Given the wide-ranging sample of individuals, this study helps us to establish the

generalizability of our findings across countries. Recognizing that survey responses about job

trait preferences could be biased due to social desirability, we address this possibility by next

applying a methodology from marketing designed to address this issue in consumer preference

studies (Louviere and Woodworth, 1983), but which has rarely been applied to study prospective

employee preferences (Montgomery and Ramus, 2011): choice-based conjoint analysis.

In this second study, we furthermore examine how differences in preferences for meaning

at work predict behavioral outcomes. Given that the gender gap is particularly pronounced,

and has not improved, among highly skilled individuals (for overviews, see Blau and Kahn,

2017; Bertrand, 2018), examination of whether differences in preferences can help to explain

relevant behavioral outcomes amongst highly skilled individuals is particularly important. We

thus conduct this analysis within a sample of highly educated, highly skilled individuals – a full

cohort of an MBA (Master of Business Administration) class from a leading US business school.

Before students started their MBA coursework, we conducted a hypothetical choice experiment
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(similar to Wiswall and Zafar, 2017) to measure their preferences for meaning-at-work attributes

such as corporate social responsibility of the company (job mission) and impact on the job (job

design), as well as other job attributes. We find results consistent with those of the cross-

national data: while men and women exhibit equivalent preferences for meaning induced by

job design, they exhibit starkly different preferences for meaning induced by job mission. We

furthermore show that these gender differences in preferences for job mission help to explain

critical behavioral outcomes: not only students’ coursework choices, but also their internship

placements and full-time job placements. In particular, we explore whether preferences for

meaning at work help to explain why female MBA students are much less likely to enter the

finance industry (in our sample 46% of male MBA students enter the finance industry while only

31% of female students do so) – the industry with the highest wages (e.g., Bertrand et al., 2010;

Barbulescu and Bidwell, 2013). Our results show that preferences for meaning at work indeed

explain part of this industry choice - consistent with the general perception that the finance

industry lacks social mission and social responsibility (e.g., Johnson et al., 2019; Sapienza and

Zingales, 2012; Zingales, 2015).

Taken together, our findings provide evidence that men and women have different preferences

for meaning at work, particularly meaning induced by job mission. These differences in prefer-

ences predict behavioral outcomes such as industry of focus and job placements. Given that these

differences in preferences are likely to increase over time (as societies become more educated and

economically developed), our results have important implications for our understanding of gen-

der differences in preferences for job attributes, of the determinants of occupational segregation,

and of the implications of corporate purpose and meaning.

2. Occupational Segregation and Gender Differences in Preferences

for Job Attributes

Scholars across disciplines have sought to explain and understand occupational segregation by

gender. Factors such as discrimination in screening and hiring (e.g. Goldin and Rouse, 2000;

Reuben et al., 2014; Botelho and Abraham, 2017; Fernandez-Mateo and King, 2011), biased
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evaluations (Rivera and Tilcsik, 2019; Reuben et al., 2014; Brooks et al., 2014; Sheltzer and

Smith, 2014; Bohnet et al., 2016), peer bargaining (Pierce et al., 2019), as well as wage penalties

for career interruption (e.g. Hotchkiss and Pitts, 2007), which vary across occupations, have

been the focus of an extensive body of research. Recent studies, however, suggest that men and

women may be equally likely to be hired into a given job once they apply (Fernandez-Mateo

and Fernandez, 2016). This suggests that part of gender segregation can likely be attributed to

gender differences in attitudes towards (Stoet and Geary, 2018), perceptions of (Gino et al., 2015)

and preferences for job attributes which affect the job choices made by men and women (Ceci

and Williams, 2011; Barbulescu and Bidwell, 2013). Preferences for job design characteristics

such as flexibility (Eriksson and Kristensen, 2014; Mas and Pallais, 2017; Wiswall and Zafar,

2017) and for organizational cultural characteristics such as competitiveness (Buser et al., 2014;

Reuben et al., 2017; Flory et al., 2014; Gneezy et al., 2003; Cassar et al., 2016; Samek, 2019)

have been demonstrated to help explain gender differences in selection into college majors and

jobs, for example.

2.1. Meaning at work

An important but understudied job characteristic in the context of understanding gender differ-

ences in preferences for job attributes is the degree to which a job is likely to create a sense of

”meaning at work” for the individual. Meaning at work refers to individuals’ understandings of

the purpose of their work or what they believe is achieved in the work (Cassar and Meier, 2018;

Wrzesniewski and Dutton, 2001; Brief and Nord, 1990). A job can create a sense of meaning

at work in two ways (Cassar and Meier, 2018). First, through the job design: workers can

derive meaning from day-to-day tasks that elicit a sense of autonomy, competence, and impact

– basic human psychological needs (Deci and Ryan, 2000). Second, the job mission can cre-

ate a sense of meaning independent of job design. Whereas job design is an attribute of an

individual’s work experience that is mainly determined by the characteristics of the tasks one

undertakes during a job, as opposed to the characteristics of the employing firm, job mission

is an attribute of an individual’s work experience that is largely determined by characteristics

of the employing firm. Such characteristics would include the corporate social responsibility,

5



purpose, or social mission of one’s employer. These are firm-level characteristics that have been

shown to be valued by employees (Grant, 2008; Burbano, 2016; Gartenberg et al., 2019; Hender-

son and Van den Steen, 2015), suggesting that employees indeed derive value from job mission.

Importantly, work examining preferences for corporate social responsibility and social mission is

increasingly emphasizing that the benefits are not one-size-fits all, and that employees respond

differently (Burbano, 2016; Cassar and Meier, 2018), consistent with the notion that individual

characteristics influence how individuals interpret and value meaning at work attributes (Wrzes-

niewski and Dutton, 2001; Wrzesniewski and McCauley, 1997). Whether value derived from

job mission varies by gender remains to be empirically established, however (Bode and Singh,

2018). Regarding preferences for meaning elicited from job design (e.g. day-to-day impact and

autonomy), it is theoretically unclear (with the exception of aforementioned flexibility) whether

there should be differences in such preferences by gender (for research on autonomy, see Owens

et al., 2014; Bekker and Van Assen, 2008; Adler, 1993).

In what follows, we examine whether men and women exhibit differential preferences for both

types of meaning-at-work attributes - job mission and job design - using two different methods

and data sources. By leveraging two separate data sources and two different methodologies,

we aim to offset potential empirical weaknesses of one with strengths of the other, as well as

increase the generalizability of our results. In what follows we describe the data, analyses, and

discuss the results for each of the studies in turn.

3. Cross-country Differences in Preferences for Meaning at Work

3.1. Data and Methods

To examine potential gender differences in preferences for meaning at work across the globe

rather than limited to a single country, we leverage the International Social Survey Program

(ISSP). The ISSP surveys around 130,000 individuals across up to 47 countries in up to four

waves of time (1989, 1997, 2005, and 2015). See Table B.7 in the Appendix for number of

observations by country and year. We focus on participants who are older than 16 and younger

than 65 years old.
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We analyze the Work Orientation I - IV modules that have questions about the importance

of different attributes of a job. At the core of our analysis is the following question: For each of

the following, please tick one box to show how important you personally think it is in a job. How

important is . . . job security?, . . . high income?, . . . good opportunity for advancement?, . . . an

interesting job?, . . . a job that allows someone to work independently?, . . . a job that allows

someone to decide their times or days of work?, . . . a job that allows someone to help other

people?, . . . a job that is useful to society?

Participants answer on a 5-point scale from 1 “Very important” to 5 “Not important at all”.

We re-scale the answers so that higher values indicate higher importance. In most of the analyses

we create a dummy that takes on the value 1 if the individual indicated that a particular job

attribute is ‘Very important’ or ‘Important’ and 0 otherwise.

In addition to showing raw gender differences in the importance of different attributes, we

also control for various variables using OLS regressions of the following form:

Job Attributei = β1Femalei + β2Controlsi + c1 + y1 + ε1 (1)

in which the dependent variable is whether a specific job attribute is important to individual

i. In addition to gender, fixed effects for country (ci) and year (yi), we include two sets of

control variables (see Table 1). “Main” control variables include dummies for years of education,

age, dummies for marital status, dummies for work status and dummies for household size.

“Additional” control variables include whether the individual works in the public or private

sector, whether the respondent is a supervisor or not and log of household size. The information

about sector and position is only available for people active in the workforce. Household income

is missing for almost half of the respondents. Also, the way this information is elicited is different

for every country and even inconsistent within country across waves - but we control for fixed

effects for country (ci) and year (yi). Standard errors are clustered at the year*country level.

The summary statistics in Table 1 show some interesting gender differences. While there are

only small differences in years of education, age, household size or marital status, there are

substantial differences in work status, occupation/industry and household income. Women are
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much less likely to be in paid work (57% vs. 74% of men) because they are much more likely

to do domestic work (18% vs. 1.5%). If they work, they are more likely to work in the public

sector (36% vs. 26%) and not to have a supervisory role (18% vs. 32% for men).

Table 1 here

Existing work has shown that gender differences for more basic economic preferences increase

with economic development (Falk and Hermle, 2018), and that such values differ even within

extremely highly educated samples of male and female corporate board directors (Adams and

Funk, 2012). We investigate whether gender differences in preferences for meaning might also

vary by GDP per capita and by education level. Specifically we estimate equation (1) for each

country separately and plot βc1, i.e. a country, c, specific gender coefficient against log GDP per

capita. To investigate whether gender differences vary by different education levels, we estimate

equation (1) with education group dummies and interaction between those dummies and our

gender indicator.

3.2. Results

We present these results in three steps. First, we look at gender differences in stated preferences

for job attributes (excluding and including covariates) in the entire sample of our data, to

examine whether such differences are universal in nature and persist across countries. Second,

we investigate whether gender differences in job preferences are more or less pronounced in

higher income countries. Third, we explore whether the job attribute preferences of men and

women differ by educational levels. The latter two analyses help to establish the contingencies

under which gender differences in preferences for meaning at work are magnified, as well as shed

light on whether such differences are likely to increase or decrease over time (given that, on

average, countries are becoming more developed and individuals, more highly educated, over

time).

As a baseline, we first compare gender differences in preferences for monetary and non-

monetary job attributes, and then focus specifically on non-monetary preferences for meaning at

work (Karlsson et al., 2004; Chater and Loewenstein, 2016). Table 2 presents gender differences
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in stated importance of different job attributes across individuals in 47 countries. Columns (1)-

(4) show the raw gender differences. Panel A shows the calculated average importance (from

1 to 5) for monetary attributes (income, job security and opportunity of advancement) and for

non-monetary attributes (Interesting job, Independent work, Flexibility, Helpful to Others, and

Useful to Society). Interestingly, these aggregate measures indicate that gender differences ex-

ist only for non-monetary attributes, and not for monetary attributes, complementing previous

results for US high school students (Marini et al., 1996).

Table 2 here

Panel B breaks down the different attributes to see which drive the aggregate gender difference.

The table shows the proportion of females and males indicating that a certain job attribute is

‘very important’ or ‘important’. The magnitude of gender differences in preferences for job

attributes varies substantially between attributes. For example, 81.3 percent of women indicate

that income is important in a job, and 82.7 percent of men find income important. While

the difference is statistically significant at the 99 percent level in a Mann-Whitney test (see

Column (4)), the gender difference is only around 1.4 percentage points. Similarly small gender

differences are found for the other two monetary attributes: job security (difference of 1.7

percentage points) and opportunity for advancement (0.7). In terms of non-monetary attributes,

gender differences are also minimal for two aspects of “job design”: having an interesting job

(difference of 0.8 percentage points) and independent work (0.9). Both genders care equally

about having an impactful job that is interesting and that provides autonomy. The gender

difference becomes more sizable for flexibility in terms of working hours: the share of women

indicating that flexibility is important is 4.8 percentage points greater than that of men. The

gender difference is most pronounced, however, for whether the job is helpful to others or useful

to society. In these dimensions of meaning derived from “job mission”, the proportion of women

that find the attributes important is 8.2 and 6.1 percentage points higher than that of men.

Results in Columns (5) and (6) show that these differences are robust to controlling for an

extensive set of variables that include socio-demographic controls and labor market outcomes

(Equation (1)). For details on the estimates of all control covariates of these regressions, see

Table B.1 in the Appendix.
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Figure 1 and Figure 2 here

Figures 1 and 2 investigate whether the gender differences for non-monetary attributes are

more or less pronounced when individuals reside in richer countries and have higher levels of

education. Both figures focus on only four attributes: “income” as the primary monetary

attribute, and “flexibility”, “helpful to others” and “useful to society” which emerged as the

most important non-monetary attributes. For analysis of all attributes see Figure C.1 and Table

B.2 in the Appendix.

Figure 1 indicates that gender differences controlling for socio-demographics are more pro-

nounced in more developed, i.e. richer, countries. Regressing the gender coefficient (which

indicates how much more women care about an attribute than men – controlling for many

factors, see Figure C.1) on the average log of GDP per capita shows that GDP per capita is

significantly associated with gender differences – but mainly for non-monetary attributes (-.017

(s.e.=.006) for Income, .039 (.010) for Flexibility, .055 (.009) for Helpful to Others, and .040

(.008) for Useful to Society (regressions available on request)).

Figure 2 plots coefficients of interaction terms between gender and different education groups

(9-12 years of education as reference group). Full regression results for all attributes are in

Table B.2 in the Appendix (controlling for a large set of variables). The figure shows that

gender differences for meaningful jobs become more pronounced with higher levels of education.

Especially for the attributes related to “job mission” (‘helpful to others’ and ‘useful for society’),

gender differences become significantly larger for groups with more than 12 years of education.

These results are particularly important since they suggest that gender differences in preferences

for meaning induced by job mission will only increase over time, as the world’s population

becomes more educated and more developed.

In sum, these results suggest that gender differences in preferences for meaning induced by

job mission are universal and exhibit trends which suggest that they are likely to increase over

time.
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4. Gender Differences in Preferences for Meaning at Work Amongst

MBA students: A Conjoint Analysis

While the aforementioned analyses using the ISSP survey allows us to look at the universality of

gender differences in job preferences in a representative sample and to look at correlation with

economic development using the cross-country feature of the data, the data also poses some

potential limitations. The elicitation method does not force the responders to consider any trade-

offs (i.e. all attributes could potentially be stated as “very important”). This could also make

social desirability bias more likely. The wide range of individuals included in the ISSP survey,

while useful to helping to establish the universality of the difference in job preferences, also poses

a challenge due to difficulty of controlling for important covariates (despite our best effort given

the available data). Furthermore, the data does not allow us to examine whether the differences

in preferences translated into any differences in behavioral outcomes of importance. To address

each of these issues head-on, we leverage a choice-based conjoint methodology, implemented on

a sample of a homogeneous, high-skilled group of individuals, and track these individuals over

time to examine whether differences in preferences predict behavioral outcomes.

4.1. Data and Methods

We implemented a choice-based conjoint survey with the entire entering MBA class of a top

US MBA program in September 2017 to infer MBA students’ preferences for job attributes.

We administered a survey as a required assignment for the core MBA strategy course, which

all entering students take. The choice-based survey was therefore conducted before the start of

any classes. We made it clear that the answers to the survey would not affect grades and that

their individual answers would be treated confidentially and not be shared, in order to avoid any

potential signalling effects (Bursztyn et al., 2017). (See Appendix for details on the instructions

of the survey.)

During the survey, we administered a series of questions to facilitate choice-based conjoint

analyses of their responses. Choice-based conjoint analyses (CBC) are a series of techniques

applied mostly in consumer marketing research to measure individuals’ preferences for multi-

11



attributed products (Louviere and Woodworth, 1983). In such analysis, products are decom-

posed into a combination of levels of values of a set of multiple attributes, and respondents’

utilities for products are obtained from combining part-worth utilities over these attribute lev-

els. Choice-based conjoint analysis in particular consists of obtaining these utilities by simulating

discrete choices over a set of product profiles. Respondents are provided with a set of hypotheti-

cal product profiles and they are asked to choose the one that they prefer the most. By choosing

their preferred product amongst numerous sets of products which randomly vary in the level of

each attribute shown, participants reveal their relative preferences between product attributes.

Researchers can analyze the choice trade-offs made between each product attribute to determine

participants’ implicit valuation of, or preference for, each product attribute. Choice-based con-

joint analysis has been shown to be a more reliable way to elicit product attribute preferences

than directly asking individuals which product attributes they prefer (Akaah and Korgaonkar,

1983) or even, for job attribute preferences, than looking at job choices (for a great discussion,

see Wiswall and Zafar, 2017). The choice-based data collection process is considered to be more

realistic and simpler for respondents, resulting in more accurate responses, than rating-based or

ranking-based conjoint analysis methods (DeSarbo et al., 1995).

Students were asked ten choice-based conjoint questions, wherein they were asked to choose

between three job descriptions and indicate which of the three they would prefer after graduation.

The job descriptions varied in five attributes of the job: 1) financial offer, 2) the degree of

corporate social responsibility (CSR) of the hiring company (to proxy job mission), 3) the

degree of impact of their job (to proxy job design), 4) degree of flexibility of work, and 5) degree

of prestige of the hiring company. The order of the attributes shown, as well as level of each

attribute, was randomly generated. Table 3 shows the different levels for each attribute. See

Appendix A for exact wording of questions.

Table 3 here

We merged the MBA students’ preference parameters inferred from the conjoint study with

administrative data from the University, in particular admissions data, course data, and in-

ternship and full-time job placement data. From admissions data, we obtained student gender,

12



whether the student is international (vs. based in the US), their GMAT score (or GRE score,

which we standardize into an equivalent GMAT score), their years of work experience prior to

the MBA, and whether or not they have any loans.

Using course data, we construct the variables Proportion of Socially Oriented Courses and

Proportion of Finance Courses, which are the proportion of socially oriented courses, and of

finance-oriented courses, respectively, taken by the student during their two-year MBA. We also

obtained data from the university in which industry students completed their summer internship,

and where they were employed directly following the MBA. We categorize the students’ Intern-

ship or Post-MBA Industry : whether they interned in Consumer Products/Retail, Consulting,

Finance, Healthcare, Tech and Media (Advertising, Media, Tech, Entertainment), Nonprofit

(Education, Government, Nonprofit) or Other (Other, Agribusiness, Energy, Manufacturing,

Transportation). We classified the post-MBA employment industry in the same way, also in-

cluding “Family Business” and “Starting own business” in the Other category, since industry

was not specified for those post-MBA jobs.

Table 4 here

Table 4 shows summary statistics of pre-MBA characteristics by gender. Table 4 shows

relatively minor differences in background characteristics (Panel A), though female students are

less likely to have a loan, have lower GMAT scores, are less likely to be US citizens, and have

less work experience. In their coursework (Panel B) and especially the industry in which they

complete their internship (Panel C) and start a job post-MBA (Panel D), differences are more

pronounced. In particular, female MBA students take on average one finance class less than

their male colleagues. And while 46% of male students go into finance post-MBA (58% for

internship), only 31% of female students do so (36% for internship).

4.2. Model specification

Respondent’s choices in the hypothetical jobs allows us to infer their preferences by modeling

respondents’ choices on each question in the conjoint task, using a multinomial logit model.

In this section, we describe a) how we model the choices of responders, b) how we account
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for preference heterogeneity, c) what estimation procedure we use and d) how we ultimately

measure how important the different job attributes are for each segment or respondent.

Importantly, we accounted for preference heterogeneity in two ways standard in marketing

research (Wedel and Kamakura, 2012): 1) Latent Class Model (LC) (DeSarbo et al., 1995, 1992),

and 2) Hierarchical Bayes Model (HB) (Lenk et al., 1996). These two approaches are equivalent

in how they model choices given preferences, but they differ in how they model respondents’

heterogeneity. In the LC model we assume individual-level preferences are drawn from a finite

mixture, which allows us to infer preference heterogeneity through a discrete set of segments,

such that we can assign each respondent to a “segment” (our segments of “job seeker prefer-

ences” are analogous to “consumer preferences” in market research). This approach allows for

relatively intuitive illustration of different preferences by segments, groups, or individuals. To

complement this analysis, we estimated an HB model to infer individual-level preferences, where

we assume these preferences are drawn from a continuous distribution (Gaussian in our appli-

cation). These individual-level preferences allow us to infer gender differences while controlling

for other covariates available from our respondents.

4.2.1. Choice model

Respondents make choices between sets of hypothetical jobs offers described by a combination

of attributes at different levels. We index respondents by i = 1, . . . , I; choice-task occasions

by t = 1, . . . , T ; and job profiles alternatives by j = 1, . . . , J . Consider a set of job attributes

indexed by k = 1, . . . ,K, each of which captures one dimension of the job offer. Examples of job

attributes are a job’s salary, the social responsibility of the firm, and the flexibility of the job,

among others. Each job attribute k can take levels l = 1, . . . , Lk, where each level represents

the specific value of the attribute for a job offer. For example, the job salary could be either

$135K, $150K, or $165K.

We modeled Yit, the choice of respondent i on task t, by using a multinomial logit model,

P (Yit = j) =
exp(Vitj)∑J

n=1 exp(Vitn)
, (2)
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where Vitj represents the deterministic component of utility of product j in choice-task t for

respondent i. We decomposed the utility into part-worths of attribute levels by,

Vitj =

K∑
k=1

Lk∑
l=1

Xitjklβikl, ∀j = 1, . . . , J, (3)

where Xitjkl is a dummy variable that equals to 1 if job offer j of choice task t presented to

respondent i has level l for attribute k, and 0 otherwise; and βikl is the part-worth utility of level

l of attribute k for respondent i. As in any choice model, only differences of utilities between

alternatives can be identified, which implies that we can only identify differences of utilities

between attribute levels, as opposed to absolute utilities for these attribute levels. Therefore,

we set the first level of each attribute as the baseline level, and we measure part-worths as

utilities for deviating from that baseline level by setting βik1 = 0 for all attributes and all

respondents.

4.2.2. Heterogeneity in Preferences

Our model accounts for respondents’ heterogeneity in preferences over job attributes. We ac-

count for heterogeneity using two alternative approaches: 1) Latent Class Model (LC), and 2)

Hierarchical Bayes Model (HB). We defined by βi the respondent-specific vector of product

utilities, where

βi = [{βik2:Lk
}Kk=1]

′.

We modeled these heterogeneous preferences βi accordingly for LC and HB models.

While both approaches allow respondents to present different preferences, the two modeling

approaches are aimed at achieving different goals: The LC model allows us to interpret respon-

dents’ heterogeneity through segments, helping us to derive insights on how preferences over job

attributes are different for both gender. Specifically, how the segments proportions are different

for male and female groups of respondents. The HB model allows us to infer respondent-specific

preferences, which are necessary to be able to capture gender differences in preferences while

controlling for other individual-level covariates.
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Heterogeneity in LC model In this approach, we assumed a fixed number of segments S, and

we model respondents’ preferences as drawn from a finite mixture,

βi ∼
S∑

s=1

πs · δbs , (4)

where πs represents the size of segment s, and bs the set of preferences of segment s. In other

words, we assume that a respondent belongs to segment s with probability πs, and given that a

set of respondents belong to segment s, all these respondents have the same preferences bs.

We computed the likelihood of the model by integrating over this finite mixture for each

respondent, which yields the individual-level likelihood

p
(
Yi,1:T |{πs}Ss=1, {bs}Ss=1

)
=

S∑
s=1

πs · Lis, (5)

Lis =

 T∏
t=1

J∏
j=1

(
exp(Vitj|s)∑J

n=1 exp(Vitn|s)

)Yit
 , (6)

where Vitj|s is the deterministic component of utility from (3) using preferences bs.

Heterogeneity in HB model According to this approach, we modeled respondents’ hetero-

geneity using a multivariate Gaussian distribution,

βi ∼ N (µ,Σ), (7)

where µ is the population mean of utilities, and Σ is the population covariance matrix which cap-

tures the dispersion of preferences across respondents. According to this model, all respondents

will have different preferences.

Conditional on each individual-level vector of product utilities βi, we obtained the individual-
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level likelihood by

p (Yi,1:T |βi) =

 T∏
t=1

J∏
j=1

(
exp(Vitj)∑J

n=1 exp(Vitn)

)Yit
 . (8)

4.2.3. Estimation

We inferred the parameters of both models using Bayesian estimation. We draw samples from

the posterior distribution of the parameters using Hamiltonian Monte Carlo (HMC) implemented

in Stan (Carpenter et al., 2017). We use zero-centered Gaussian priors with standard deviation

of 5 for bs and µ; uniform on the simplex priors for [πs]
S
s=1; LKJ correlation priors for the

correlation matrix decomposition of Σ, and uniform priors for the inverse of the hyperbolic

tangent of the standard deviations of Σ (as suggested in Stan documentation for hierarchical

models). In addition, we use 1,000 warm-up iterations and 1,000 iterations to draw from the

posterior distribution for the LC model, and 2,000 warm-up and 2,000 to draw from the posterior,

for the HB model. We assess convergence of these models by observing the traceplots of the

parameters.

We estimated the Latent Class model with different numbers of segments, and chose the model

with 3 segments to facilitate the interpretation of these segments (for details on model selection

criteria, see Table B.3 in Appendix).

4.3. Measuring attributes’ importance

After estimation, we computed how important each job attribute is for each segment (for the LC

model) or respondent (for the HB model) as follows. Consider β̂ikl, a draw from the posterior

distribution of part-worth of level l for attribute k and segment/respondent i. We computed the

importance of attribute k for respondent i by using the range per attribute by

Importanceik =
Rangeik∑
l Rangeil

(9)

Rangeik = max

(
0,
{
β̂ikl

}Lk

l=2

)
−min

(
0,
{
β̂ikl

}Lk

l=2

)
, (10)
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where Rangeik measures the largest difference in utility that results from a change of level

in attribute k, and Importanceik measures the relative importance of attribute k for seg-

ment/respondent i.

4.4. Results

We present the results from the conjoint analysis in the MBA sample in three steps: first, we

characterize the segments obtained from the LC model. This allows us to intuitively illustrate

how male and female MBA students are distributed across the different segments. Second, we

present individual-level results from the HB model which allows us to control for important

individual-level covariates. Third, we analyze whether the preferences parameters can explain

behavioral outcomes such as courses taken and industry choices.

We start by characterizing the segments obtained from the LC model. Table 5 shows the

posterior mean of the preference parameters bs for each segment. The segments are labelled

according to which attributes emerge from the analysis as being the most important to the

segment; namely, 1) finance motivated, 2) company CSR and job impact motivated (motivated

by meaning induced by both job mission and job design), and 3) job impact motivated (motivated

by meaning induced by job design only).

Table 5 and Figure 3 here

We assigned respondents to the most likely segment, this is, to the segment with the highest

membership probability given the individual’s set of responses.1 Figure 3 shows the distribution

of individuals across segments, by gender. The figure shows substantial gender differences: while

only 20% of male MBA students are motivated by CSR-and-job-impact, 35% of female students

are. On the flip side, 48% of men are primarily motivated by income, while only 32% of women

are. The segment of individuals who are motivated by job design impact has about the same

proportion of men and women. This suggests that gender differences for meaning at work are

most pronounced for company-level, as opposed to job-level, meaningfulness attributes – job

1If the likelihood of an individual given a segment is Lis from Equation (6), then the probability of segment
membership of respondent i to segment s given the set of responses Yi,1:T is π̃is = πsLis/(

∑
s′ πs′Lis′).
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mission as opposed to job design. The segmentation analysis enables intuitive illustration of

different varied preferences by segments, or groups of individuals. However, this analysis does

not allow one to control for individual-level characteristics.

Given that individual-level characteristics might also be correlated with preferences, we use

the individual-level estimates from the HB model, and explore gender differences controlling

for individual-level characteristics (e.g., GMAT scores and other characteristics shown in Panel

A of Table 4). To avoid colinearity (attribute importances sum to 1), we log-transform these

attribute importances and measure them relative to the importance of Financial Offer. Specif-

ically, for each attribute k among Impact, CSR, Flexibility, and Prestige, we regress the log

importance of attribute k with respect to the importance of the attribute Financial Offer,

log
(

Importancek
ImportanceFinancialOffer

)
, on gender (first column of each DV) plus pre-MBA controls (second

column of each DV).

Table 6 here

Table 6 shows results of these regression analyses. We find that the ratio of how important

the attributes Impact, CSR and Flexibility are over how important Financial Offer is when

choosing a job, is higher for female respondents than for male respondents. In other words,

female respondents assign greater weight to these attributes compared with Financial Offer

than do male respondents. This difference is the highest for CSR. These results complement

the findings of the latent class models: female MBA students value different job attributes than

male students, and the gender difference is particularly pronounced for whether the potential

employing firm is socially responsible (meaning induced by job mission).

Table 7 here

Finally, we analyze whether a preference parameter capturing the importance of social respon-

sibility (job mission) relative to income can explain important behavioral outcomes: the courses

taken by MBA students, the industry in which they intern for the summer, and the industry in

which they work directly after the MBA. The finance industry is perceived to lack the trait of

social mission and social usefulness (Sapienza and Zingales, 2012; Zingales, 2015), whereas the
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nonprofit and public industries are the quintessential examples of sectors with high social mis-

sion (Dur and Van Lent, 2019). Given that the finance industry pays among the highest wages

(e.g., Bertrand et al., 2010; Barbulescu and Bidwell, 2013) and the nonprofit and public sector

industry pays amongst the lowest, it is important to examine whether differences in preferences

for meaningful job missions lead to differences in selection into these industries by gender, as

these differences could help to explain the gender wage gap. Indeed, there has been notable

inquiry into gender inequities in the finance industry (Niessen-Ruenzi and Ruenzi, 2019). We

thus focus our analyses on the finance and nonprofit sectors, but show results for all industries

in Tables B.5 and B.6 in the Appendix.

For all six outcomes, Table 7 has columns including and excluding the preference parameter,

log
(

ImportanceCSR
ImportanceFinancialOffer

)
, generated from the HB model (Table B.4 in the Appendix includes

the whole set of preference parameters for all the different attributes relative to importance

of financial offer). The table shows that there are gender differences in outcome variables,

consistent with gender segregation into different industries. Most striking is that the proportion

of female students going into the finance industry post-MBA is about 13 percentage points lower

than that of male students (Column 9). Importantly, we find that adding preference parameters

explains part of this outcome. Looking at the increase in adjusted R2 between OLS models

shows that adding the preference parameters increases the explanatory power of the models

substantially. For the models examining industry of post-MBA employment, the adjusted R2

more than doubled. Preference parameters also help to explain the gender differences in these

critical outcomes. The gender difference in courses taken and industry choice decreases by 10-

25% across the models (i.e. when controlling for preference parameters). Our results therefore

indicate that differences in preferences for meaning at work help to partly explain both the

types of courses taken and the industry of summer internship and full-time placement. We

furthermore observe that preferences for meaning at work explain about the same, or more,

than do preferences for competition, which have been highlighted in extant work as important

contributors to gender segregation (e.g., Reuben et al., 2019; Buser et al., 2014).

Industry placement is a particularly important outcome because of its implications for both

short-term and long-term gender wage differences. Whereas a median MBA student (at the uni-
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versity of our sample) who goes into investment banking receives $200,000 as a starting salary,

the equivalent MBA student going into nonprofit, education or government is paid less than

$120,000. As a point of comparison, the MBAs going into media, technology, or consumer prod-

ucts are paid in the ballpark of $140,000-150,000. Finance is easily the highest-paying industry

for graduating MBA students, with the initial post-MBA differences in salary furthermore paling

in comparison to differences in pay between these sectors five or ten years down the line.

5. Discussion

Taken together, our results provide compelling evidence that there are gender differences in

preferences for meaning at work, and in particular meaning at work derived from job mission as

opposed to from job design. Previous work has shown that about half of the variance in earnings

across firms is due to compensating differentials (Sorkin, 2018), and that about half of the gender

gap across firms can be attributed to taste differences (Morchio and Moser, 2019). Our paper

complements this research with a stated preferences approach which enables us to measure

gender differences in preferences directly – at the individual level. It shows across two samples

and methodologies that gender differences are particularly pronounced with regard to preferences

for meaning induced by job mission. These gender differences in preferences persist across a

heterogeneous sample of individuals across 47 countries, and become notably more pronounced

amongst individuals of higher education levels and who live in more developed economies. These

findings are important because they suggest the universality of gender differences in preferences

for meaning induced by job mission, and point to the likely increase in these differences over

time, as the population becomes more educated and more economically developed over time. In

this sample we furthermore find differences in preferences for meaning induced by job mission

to be larger in magnitude than that of other job attribute preferences which have been the focus

of attention to date including preferences for flexibility at work (Eriksson and Kristensen, 2014;

Mas and Pallais, 2017; Wiswall and Zafar, 2017) and monetary attributes such as variable pay

(Dohmen and Falk, 2011), highlighting the importance of incorporating differences in preferences

for meaning into this discussion.
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Amongst a homogeneous sample of highly educated MBA students, gender differences in

preferences for meaning at work help to predict the nature of the courses pursued during business

school, as well as the industry of the summer internship and full-time job placement. These are

critically important outcomes from a gender segregation perspective, as industry of full-time

employment not only influences short-term, but long-term future, wages. Indeed, it has been

shown that the gender pay gap increases over the course of careers (Goldin et al., 2017). These

estimates are furthermore likely to be under-, rather than over-, estimated, given that this

sample is limited to a career subset of MBA students and gender differences in job preferences

have been shown to explain selection into different majors and career types (Buser et al., 2014;

Wiswall and Zafar, 2017). Future work can examine gender differences in preferences in other

professions and in different samples of the population. Given that MBA students make up an

important segment of workers for the business world, our findings are highly relevant for the

many businesses that recruit and employ MBAs.

How gender differences in job preferences such as meaning at work are shaped falls outside

of the scope of this paper, and would be an interesting topic for exploration in future research.

Recent work suggests that social mission may be perceived as incongruent with male agentic

traits, resulting in penalties for men pursuing social mission (Bode et al., 2017; Abraham and

Burbano, 2019), whereas females are rewarded for pursuing social mission (Lee and Huang,

2018), which could influence preferences over time, for example. These preferences could be

endogenous to the work situation and society at large, despite the fact that gender differences

prevail when we control for job market (e.g. industry or supervisory role) and educational out-

comes in our cross-country regressions. Our results show that for gender-specific job preferences

to develop, availability of resources is important, similar to Falk and Hermle (2018). Our results

are consistent with the notion that greater financial resources relax the relative importance of

the gender-neutral goal of subsistence and allow for gender-specific preferences to emerge. We

therefore can expect gender differences for preferences in meaning at work to emerge in countries

and contexts where individuals’ subsistence needs are already addressed.

As long as gender differences in preferences for meaning at work persist, gender segregation

by industry of work is likely to continue. For policymakers, NGOs, and individuals seeking

22



to decrease gender segregation by industry of work, our results suggest that policy or cultural

changes that serve to increase men’s relative appreciation and preference for meaning at work,

in particular job mission, would help to address the gender imbalance in high-paying industries.

In the meantime, given that these differences in gender preferences currently exist, the addition

of meaning-inducing job attributes such as corporate social responsibility to companies in high-

paying industries could be one promising way to increase the representation of women in these

occupations and, resulting, narrow the gender wage gap. Given that there can be resistance

against workplace policies explicitly directed at achieving diversity goals (Dover et al., 2016; Ip

et al., 2019; Leibbrandt et al., 2018), our findings suggest a promising means toward increasing

gender equality through implementation of company-level policies which are not directed at

gender bias per se, and as such are likely to be met with less resistance. Namely, inducing

a sense of meaning at work through policies such as the implementation of corporate social

responsibility programs.
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7. Tables and Figures

Table 1: Summary statistics of ISSP Data

Gender
Variable Male Female Diff.

Panel A: Main Control Variables
Age 40.83 40.79 0.04
Year of Education 12.08 11.98 0.10
Marital status: Married 57.66 57.24 0.42
Marital status: Widowed 1.34 5.06 -3.72
Marital status: Divorced 5.50 8.15 -2.65
Marital status: Separated 1.59 2.23 -.64
Marital status: Single 33.90 27.32 6.58
Work status: In paid work 73.95 56.97 16.98
Work status: Unemployed 7.79 8.25 -.46
Work status: In education 6.18 5.91 0.27
Work status: Retired 6.00 6.48 -.48
Work status: Domestic work 1.50 18.07 -16.57
Work status: Permanently sick or disabled 2.62 2.22 .4
Work status: Other 1.97 2.10 -.13
Household size 3.43 3.45 0.02

Panel B: Additional Controls
Log Household Income 9.08 8.95 -0.13
Works in public sector 25.82 36.31 10.48
Supervises other people 31.65 18.18 -13.47

Notes: Table shows summary statistics for ISSP data. It shows average value for

age, education, household size, and household income. For marital status and

work status, it shows the distribution across the different categories in percent-

ages. For public sector and supervisor, it shows percentage of men and women

having those jobs.
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Table 2: Gender Differences Across Countries (ISSP Data)

(1) (2) (3) (4) (5) (6)
Raw Data Adding Controls

Women Men Diff. Prob> |z| Main Additional

Panel A: Average Importance
Monetary Attributes 4.188 4.188 0.000 0.899 -0.006 0.004

(0.006) (0.008)
Non-Monetary Attributes 4.046 3.966 0.080 0.000 0.084 0.087

(0.006) (0.008)

Panel B: Proportion Finding Attribute [Different Job Characteristics] Important
Income 0.813 0.827 -0.014 0.000 -0.017 -0.015

(0.004) (0.006)
Job security 0.946 0.930 0.017 0.000 .0019 0.014

(0.002) (0.003)
Opp. for advancement 0.751 0.758 -0.007 0.001 -0.015 -0.004

(0.004) (0.006)
Interesting job 0.921 0.914 -0.008 0.000 0.010 0.012

(0.002) (0.003)
Independent work 0.761 0.771 -0.009 0.000 0.001 0.009

(0.004) (0.005)
Flexibility 0.644 0.595 0.048 0.000 0.044 0.043

(0.005) (0.007)
Helpful to others 0.799 0.717 0.082 0.000 0.082 0.074

(0.006) (0.008)
Useful to society 0.797 0.735 0.061 0.000 0.063 0.056

(0.005) (0.007)

N 107,006 42,183

Notes: This table shows in Panel A the average importance score for monetary attributes (Income, Security,

and Advancement) and non-monetary attributes (Interesting, Independent, Flexibility, Helpful, and Useful).

For Panel A, Column (4) reports t-test results. Panel B shows the proportion of women (column (1)) and

men (column (2)) indicating that they find a job attribute important. Column (3) reports the difference

between column 1 and 2, and column (4) reports results of Mann-Whitney tests. The last two columns show

gender coefficients from OLS regressions that control for in Column (5) for dummies for years of education,

age, dummies for marital status, dummies for work status, dummies for household size, country and year

dummies. In Column (6) additional controls are included: dummy for public sector, dummy for supervisory

role, and log of household income. s.e. are clustered at the year*country level. Number of observations differs

by job attributes and depends on availability of control variables. The last row shows the minimum number

of observations.
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Table 3: Conjoint Design: Attributes and Levels (MBA Sample)

Attributes
Level Financial Offer CSR Record Impact Flexibility Prestige

1 $135,000 Best High (strongly feel) Has Top 20
2 $150,000 Average Mid (moderately feel) Does not have Not top 20
3 $165,000 Worst Low (do not feel) – –

Notes: We set the following levels as baseline: $135,000 for Financial Offer, Best for CSR Record, High

(strongly feel) for Impact, Has for Flexibility, and Top 20 for Prestige.

Table 4: Summary Statistics of MBA Study

Gender
Variable Male Female Diff.

Panel A: Background
Have loans? (=1) 0.546 0.507 .039
GMAT (total) 729.276 709.491 19.786
International (=1) 0.584 0.627 -.043
Work experience (in months) 61.282 59.364 1.922

Panel B: MBA Coursework
Proportion Social courses 0.154 0.176 0.022
Proportion Finance courses 0.209 0.158 -0.051

Panel C: Internship Industry
Finance 0.578 0.355 0.223
Consulting 0.146 0.172 -0.026
CPG-Retail 0.060 0.103 -0.043
Healthcare 0.026 0.059 -0.033
Nonprofit 0.004 0.025 -0.021
Other 0.015 0.020 -0.005
Tech and Media 0.172 0.266 -0.094

Panel D: Post-MBA Industry
Finance 0.460 0.312 0.148
Consulting 0.256 0.296 -0.040
CPG-Retail 0.044 0.091 -0.047
Healthcare 0.016 0.048 -0.032
Nonprofit 0.004 0.016 -0.012
Other 0.092 0.048 0.044
Tech and Media 0.128 0.188 -0.060

Notes: Table shows proportions for dummy variables and means for

continuous variables. Based on data from university administration.

30



T
ab

le
5:

P
os

te
ri

or
S

ta
ti

st
ic

s
of

A
tt

ri
b

u
te

P
re

fe
re

n
ce

s
b
s

p
er

S
eg

m
en

t
(M

B
A

S
am

p
le

)

S
e
g
m

e
n
t

1
S

e
g
m

e
n
t

2
S

e
g
m

e
n
t

3
F

in
a
n

c
e

m
o
ti

v
a
te

d
C

o
m

p
a
n
y

C
S

R
&

J
o
b

Im
p

a
c
t

m
o
ti

v
a
te

d
S
eg

m
en

t
si

ze
42

%
26

%
3
2
%

A
tt

ri
b
u
te

L
ev

el
M

ea
n

(s
e)

2.
5%

97
.5

%
M

ea
n

(s
e)

2.
5%

9
7.

5%
M

ea
n

(s
e)

2.
5%

97
.5

%

J
ob

(I
n
te

rc
ep

t)
6.

05
1

0.
35

0
3.

29
2

11
.8

00
6.

01
2

0.
68

2
4.

55
5

1
3
.4

2
0

1
0
.4

3
3

0
.0

9
0

7
.3

71
15

.4
59

F
in

an
ci

al
O

ff
er

$1
35

,0
00

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0
.0

0
0

0
.0

00
0
.0

0
0

0
.0

0
0

0.
0
00

$1
50

,0
00

2.
11

5
0.

00
6

1.
84

5
2.

38
7

0.
89

5
0.

02
2

0.
50

0
1
.2

7
6

1
.8

04
0
.0

1
0

1
.4

2
2

2.
2
85

$1
65

,0
00

2.
97

6
0.

00
7

2.
66

1
3.

32
1

1.
03

8
0.

03
3

0.
58

4
1
.4

9
2

2
.6

75
0
.0

1
4

2
.1

4
5

3.
3
28

B
es

t
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0
.0

0
0

0
.0

0
0

0
.0

0
0

0
.0

00
0.

0
00

A
ve

ra
ge

-0
.3

55
0.

00
5

-0
.5

56
-0

.1
27

-0
.5

22
0.

00
6

-0
.8

1
0

-0
.2

7
1

-0
.0

3
0

0
.0

0
5

-0
.3

54
0
.3

00
C

S
R

R
ec

or
d

W
or

st
-0

.6
37

0.
00

7
-0

.9
18

-0
.3

36
-2

.5
69

0.
01

3
-3

.1
9
9

-2
.0

5
5

-0
.7

9
5

0
.0

08
-1

.1
7
8

-0
.4

16

H
ig

h
(s

tr
on

gl
y

fe
el

)
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

0
0
0

0
.0

0
0

0
.0

0
0

0
.0

0
0

0.
0
00

0
.0

00
M

id
(m

o
d
er

at
el

y
fe

el
)

-0
.3

45
0.

00
4

-0
.5

62
-0

.1
10

-0
.8

29
0.

00
6

-1
.1

3
8

-0
.5

4
1

-1
.9

9
4

0
.0

1
0

-2
.4

61
-1

.5
9
5

Im
p
ac

t
L

ow
(d

o
n
ot

fe
el

)
-1

.6
34

0.
00

7
-1

.9
59

-1
.3

09
-2

.6
86

0.
01

0
-3

.2
6
2

-2
.1

6
7

-6
.8

4
1

0
.0

3
4

-8
.5

74
-5

.5
0
6

H
as

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
0
0
0

0
.0

0
0

0
.0

0
0

0
.0

0
0

0.
00

0
0.

0
00

F
le

x
ib

il
it

y
D

o
es

n
ot

h
av

e
-1

.1
50

0.
01

1
-1

.3
95

-0
.9

10
-1

.2
62

0.
01

9
-1

.6
1
4

-0
.9

0
2

-0
.9

4
8

0
.0

0
6

-1
.2

95
-0

.6
0
6

T
op

20
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
0.

00
0

0
.0

00
0.

00
0

0
.0

00
0
.0

00
0
.0

0
0

P
re

st
ig

e
N

ot
to

p
20

-1
.7

03
0.

00
6

-1
.9

77
-1

.4
42

-1
.0

50
0.

00
5

-1
.3

7
3

-0
.7

2
5

-1
.3

7
0

0
.0

0
6

-1
.7

2
0

-1
.0

23

N
o
te
s:

F
o
r

ea
ch

se
g
m

en
t

w
e

sh
ow

th
e

p
o
st

er
io

r
m

ea
n
,

p
o
st

er
io

r
st

a
n
d
a
rd

er
ro

rs
o
f

th
e

m
ea

n
,

a
n
d

th
e

tw
o

b
o
u
n
d
s

o
f

th
e

9
5
%

ce
n
tr

a
l

p
o
st

er
io

r
in

te
rv

a
l

(2
.5

%
a
n
d

9
7
.5

%
).

A
ll

b
a
se

li
n
e

le
v
el

s
a
re

in
g
ra

y.
U

ti
li
ti

es
m

ea
su

re
d
ev

ia
ti

o
n
s

fr
o
m

th
e

b
a
se

li
n
e

le
v
el

.

31



Table 6: Gender Differences in Job Preferences (MBA Sample)

Dependent variable:
Impact CSR Flexibility Prestige

(1) (2) (3) (4) (5) (6) (7) (8)

Gender: Female 0.184∗∗∗ 0.184∗∗∗ 0.243∗∗∗ 0.220∗∗∗ 0.210∗∗∗ 0.177∗∗∗ 0.001 0.005
(0.062) (0.064) (0.058) (0.060) (0.049) (0.050) (0.047) (0.048)

International −0.106 −0.022 0.005 −0.011
(0.065) (0.061) (0.051) (0.049)

GMAT (total) −0.010 −0.056∗ −0.062∗∗ 0.007
(0.032) (0.030) (0.025) (0.024)

Work exp. −0.020 0.001 −0.010 −0.044∗

(0.031) (0.029) (0.025) (0.024)
Have loans? 0.075 0.060 −0.061 0.096∗∗

(0.063) (0.060) (0.050) (0.048)
Constant 0.206∗∗∗ 0.230∗∗∗ −0.603∗∗∗ −0.612∗∗∗ −0.783∗∗∗ −0.739∗∗∗ −0.512∗∗∗ −0.558∗∗∗

(0.040) (0.062) (0.038) (0.058) (0.032) (0.049) (0.031) (0.047)

Observations 506 506 506 506 506 506 506 506

Notes: Table shows results of regressions of the following form. For each attribute k among Impact, CSR, Flexibility,

and Prestige; we regress the log importance of attribute k with respect to the importance of the attribute Financial Offer,

log
(

Importancek
ImportanceFinancialOffer

)
, on gender (first column of each DV) plus pre-MBA controls (second column of each DV). Significance

levels: *** p<.01, ** p<.05, * p<.1.
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Panel B: Flexibility
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Panel C: Helpful for Others
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Panel D: Useful to Society

Figure 1: Figures show association between log of GDP per capita and gender differences in
stated importance of job attributes. We run regressions for each country, c, of the fol-
lowing form: Job Attributei = βc1Femalei+β

c
2Controlsi+y

c
1+ε1. The figure plots the

coefficient, βc1, which captures the country-level gender differences in the importance of
Job Attributei. The regression includes the main control variables: dummies for years
of education, age, dummies for marital status, dummies for work status, dummies for
household size, and year dummies. Regressing the gender coefficient on average log
GDP per capita in an OLS regression yields the following coefficients (standard errors):
-.017 (s.e.=.006) for Income, .008 (.004) for Security, -.013 (.007) for Opportunity, .004
(.004) for Interesting Job, -.003 (.006) for Independent Job, .039 (.010) for Flexibility,
.055 (.009) for Helpful to Others, and .040 (.008) for Useful to Society.
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Figure 2: Figures plot interaction effects between gender and education groups. We estimate a
regression of the following form: Job Attributei = β1Femalei+β3EducationGroup1+
β4Education×Femalei + β5Controlsi + c1 + y1 + ε1. Figure plots β4 with 9-12 years
of education × Female as reference group. The regressions include the main control
variables: dummies for years of education, age, dummies for marital status, dummies
for work status, dummies for household size, country and year dummies. Regression
results for all categories available in Table B.2 in the Appendix.
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Figure 3: This plots the proportion of respondents belonging to each segment of the latent class
choice model for female and male respondents. Each respondent was assigned to the
segment with the highest posterior membership probability. Mean and standard error
bars are shown.
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Online Appendix for “Gender Differences in Preferences for Meaning
at Work”

A. Instructions of Conjoint Analysis survey

The instructions for the choice-based conjoint survey were as follows.

Before the beginning of the survey: “While it is important that everybody answers the survey,

your answers to these questions will not affect your grade in this class, so please answer honestly.

Your answers will be treated confidentially and will not be shared. Any reference to answers to

this survey will be in aggregate and will never reference individuals.”

Introduction. “We would like to get a sense of what is important to you in your future job.

In what follows you will be shown three job options at a time. Please imagine that these are

the only job options you have when graduating. You then have to select which one of the three

you would most prefer.

We will show you 10 sets of 3 jobs each.

Any characteristics of the job not explicitly described in each option, you can assume are

the same across all of the job options you are shown. Please read the job characteristics

carefully.”

Attribute and Level Text. Description of attributes and levels:

1. Financial Offer: “Financial offer (including salary, bonus, stock options, and all other
monetary benefits)”

• $135,000

• $150,000

• $165,000

2. CSR: “Corporate Social Responsibility (CSR) rating in 2016 according to neutral rating
agency”

• Amongst the 10 companies with the best CSR records.

• Average CSR record.

• Amongst the 10 companies with the worst CSR records.

3. Impact: “When working in this job, how much you feel that your day-to-day work has
direct impact on your customers, your clients, and/or your company”

• You strongly feel that your day-to-day work has impact.
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• You moderately feel that your day-to-day work has impact.

• You do not feel that your day-to-day work has impact.

4. Flexibility: “Availability of flexibility to work remotely or at non-traditional work times”

• The company has flexible work policies.

• The company does not have flexible work policies.

5. Prestige: “How prestigious it is to work for this organization”

• One of the top 20 most prestigious firms to work for.

• Not one of the top 20 most prestigious firms to work for.
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B. Additional Tables

B.1. Table B.1: Gender Differences in Preferences (ISSP Data)

• Table B.1 shows results of OLS regressions of the following form:

Job Attributei = β1Femalei + β2Controlsi + c1 + y1 + ε1 (B.11)

in which the dependent variable is whether a specific job attribute is important to individ-
ual, i. In addition to gender, fixed effects for country (ci) and year (yi), we include two sets
of control variables (see Table 1 for summary statistics). “Main” control variables (Panel
A) includes dummies for years of education, age, dummies for marital status, dummies
for work status and dummies for household size. “Additional” control variables (Panel B)
include whether the individual works in the public or private sector, whether the responder
is a supervisor or not and log of household size.
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B.2. Table B.2: Gender Differences and Education

• Table B.2 show results of OLS regressions of the following form:

Job Attributei = β1Femalei+β3EducationGroup1+β4Education×Femalei+β5Controlsi+c1+y1+ε1.
(B.12)

The regressions include the “Main” control variables (odd-numbered columns) includes
dummies for years of education, age, dummies for marital status, dummies for work status
and dummies for household size. “Additional” control variables (even-numbered columns)
include whether the individual works in the public or private sector, whether the respon-
dent is a supervisor or not, and log of household size.
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B.3. Table B.3: Selection of Number of Segments of LC Model (MBA Sample)

• Table B.3 shows in-sample fit criteria (WAIC and LMD), and out-of-sample likelihood
(Val. log likelihood) and prediction (Hit rate). These metrics suggest there is a significant
increase in fit and prediction moving from 2 segments to 3 segments, but this improvement
levels when moving from 3 to 4 segments, particularly in prediction, where hitrate increases
in only 0.36% points. Therefore, in order to use a more parsimonious solution, we choose
the 3-segment LC model.

Table B.3: Selection of Number of Segments of LC Model (MBA Sample)

Number of segments Log-likelihood WAIC LMD Val. log-likelihood Hit rate

1 -3286.09 6591.63 -3290.77 -768.72 69.39%
2 -3146.86 6333.04 -3156.63 -707.33 75.02%
3 -3071.87 6214.79 -3089.98 -680.48 77.34%
4 -3012.49 6096.94 -3029.73 -647.79 77.70%

Notes: We bold the chosen model as it achieves a good balance between interpretability and prediction (hit

rate). We show the log-likelihood, the Watanabe-Akaike information criterion (WAIC), the log-marginal

density (LMD), the log-likelihood in a set of validation questions not used in the training sample, and the

hit rate of respondents choices on the validation questions.
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B.4. Table B.4: Course and Industry Selection of MBA Sample

• Table B.4 show results of OLS regressions on type of a) courses taken, b) on dummies for
whether student did an internship in either the i) finance or not and ii) nonprofit industry
or not, and c) post-MBA employment industry i) finance and ii) nonprofit.

• The table includes the whole set preference parameters for all job attributes. For each at-
tribute k among Impact, CSR, Flexibility, and Prestige; we show the log importance of at-

tribute k with respect to the importance of the attribute Financial Offer, log
(

Importancek
ImportanceFinancialOffer

)
,
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B.5. Table B.5 and B.6: Choice of Different Industries of MBA Sample for Internship and
Post-MBA

• Table B.5 shows results of multinominal regression in which “Finance” is the reference
level for Summer Internship.

• Table B.6 shows results of multinominal regression in which “Finance” is the reference
level for Post-MBA Employment Industry.

Table B.5: Summer Internship Industry and Preferences (MBA Sample)

Dependent variable:
CPG-Retail Consulting Healthcare Nonprofit Other Tech and Media

(1) (2) (3) (4) (5) (6)

Panel A: No Controls
Gender: Female 1.039*** 0.659** 1.306*** 2.376** 0.767 0.927***

(0.361) (0.273) (0.497) (1.105) (0.721) (0.246)
Constant -2.271*** -1.380*** -3.098*** -5.043*** -3.657*** -1.215***

(0.263) (0.179) (0.386) (1.003) (0.506) (0.168)

Panel B: Including Background Controls
Gender: Female 0.968*** 0.709** 1.338** 2.266** 0.479 0.813***

(0.374) (0.285) (0.541) (1.121) (0.755) (0.255)
Background Controls Yes Yes Yes Yes Yes Yes
Constant -2.002*** -1.710*** -3.710*** -5.796*** -3.460*** -1.164***

(0.367) (0.300) (0.644) (1.440) (0.745) (0.257)

Panel C: Including Background Controls and Preferences
Gender: Female 0.986*** 0.612** 1.146** 1.700 0.743 0.660**

(0.381) (0.292) (0.558) (1.178) (0.783) (0.265)
Background Controls Yes Yes Yes Yes Yes Yes
Preference Parameters Yes Yes Yes Yes Yes Yes
Constant -1.898*** -1.386*** -3.665*** -5.741*** -3.966*** -0.890**

(0.542) (0.420) (0.893) (1.790) (1.186) (0.379)

Notes: Table shows result from a multinominal regressions in which “Finance” is the reference level. Significance levels: *** p<.01,

** p<.05, * p<.1.
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Table B.6: Post-MBA Employment Industry and Preferences (MBA Sample)

Dependent variable:
CPG-Retail Consulting Healthcare Nonprofit Other Tech and Media

(1) (2) (3) (4) (5) (6)

Panel A: No Controls
Gender: Female 1.120*** 0.533** 1.495** 1.783 -0.254 0.774***

(0.419) (0.244) (0.622) (1.166) (0.425) (0.293)
Constant -2.347*** -0.586*** -3.359*** -4.745*** -1.609*** -1.279***

(0.316) (0.156) (0.509) (1.004) (0.228) (0.200)

Panel B: Including Background Controls
Gender: Female 0.958** 0.456* 1.526** 1.895 -0.346 0.798***

(0.434) (0.254) (0.707) (1.210) (0.436) (0.304)
Background Controls Yes Yes Yes Yes Yes Yes
Constant -1.794*** -0.592** -4.014*** -18.416 -1.288*** -1.542***

(0.409) (0.248) (0.842) (856.990) (0.354) (0.322)

Panel C: Including Background Controls and Preferences
Gender: Female 0.793* 0.364 1.489** 0.366 -0.526 0.631**

(0.442) (0.262) (0.722) (1.439) (0.447) (0.313)
Background Controls Yes Yes Yes Yes Yes Yes
Preference Parameters Yes Yes Yes Yes Yes Yes
Constant -1.330** 0.142 -4.072*** -19.337 -1.112* -0.839*

(0.646) (0.379) (1.150) (579.892) (0.605) (0.468)

Notes: Table shows result from a multinominal regressions in which “Finance” is the reference level. Significance levels: *** p<.01,

** p<.05, * p<.1.
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B.6. Table B.7: Number of Observations Per Country and Year in ISSP

• Table B.7 show number of observations by country and year in ISSP.

Table B.7: Number of Observations Per Country and Year

1989 1997 2005 2015 Total

Australia 0 0 1,530 817 2,347
Austria 1,554 0 0 837 2,391
Belgium 0 0 1,099 1,737 2,836
Chile 0 0 0 1,091 1,091
China 0 0 0 1,439 1,439
Taiwan 0 0 1,868 1,699 3,567
Croatia 0 0 0 860 860
Czech Republic 0 808 1,024 1,108 2,940
Denmark 0 871 1,432 0 2,303
Estonia 0 0 0 871 871
Finland 0 0 0 945 945
France 0 894 1,380 931 3,205
Georgia 0 0 0 1,150 1,150
Germany 1,183 1,442 1,318 1,301 5,244
Hungary 843 1,214 784 821 3,662
Iceland 0 0 0 936 936
India 0 0 0 1,225 1,225
Israel 962 1,424 2,065 975 5,426
Japan 0 986 651 1,096 2,733
Latvia 0 0 913 854 1,767
Lithuania 0 0 0 877 877
Mexico 0 0 1,330 1,082 2,412
New Zealand 0 964 1,062 628 2,654
Norway 1,612 1,933 1,200 1,279 6,024
Phillipines 0 1,115 1,095 1,062 3,272
Poland 0 957 0 1,530 2,487
Russia 0 1,460 1,351 1,374 4,185
Slovakia 0 0 0 901 901
Slovenia 0 868 829 769 2,466
South Africa 0 0 2,609 2,566 5,175
Spain 0 1,000 974 1,432 3,406
Suriname 0 0 0 962 962
Sweden 0 1,086 1,157 868 3,111
Switzerland 0 2,283 854 977 4,114
UK 1,036 825 666 1,264 3,791
USA 1,171 990 1,289 1,181 4,631
Venezuela 0 0 0 954 954
Bangladesh 0 1,813 0 0 1,813
Cyprus 0 922 875 0 1,797
Italy 939 853 0 0 1,792
DR 0 0 1,810 0 1,810
South Korea 0 0 1,368 0 1,368
Portugal 0 1,328 1,387 0 2,715
Canada 0 852 690 0 1,542
Bulgaria 0 806 840 0 1,646
Netherlands 1,433 1,850 759 0 4,042
Ireland 824 0 807 0 1,631

Total 11,557 29,544 37,016 40,399 118,516

Notes: This table shows the number of observations with non-missing

observations for the question about importance of income for job per

country and year of survey wave.
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C. Additional Figures

C.1. Figure C.1: Gender Differences and GDP

• Figures show the association between log of GDP per capita and gender differences in
stated importance of job attributes. We run regressions for each country, c, of the following
form: Job Attributei = βc1Femalei+β

c
2Controlsi+y

c
1+ε1. The figure plots the coefficient,

βc1, which captures the country-level gender differences in the importance of Job Attributei.
The regressions include the main control variables: dummies for years of education, age,
dummies for marital status, dummies for work status, dummies for household size, and
year dummies.

• Regressing the gender coefficient on average log GDP per capita in an OLS regression
yields the following coefficients (standard errors): -.017 (s.e.=.006) for Income, .008 (.004)
for Security, -.013 (.007) for Opportunity, .004 (.004) for Interesting Job, -.003 (.006) for
Independent Job, .039 (.010) for Flexibility, .055 (.009) for Helpful to Others, and .040
(.008) for Useful to Society.

Figure C.1: Gender Differences and GDP
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Panel A: Income
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Panel B: Security

AUS

AUT BEL

BGD

BGR
CAN

CHE

CHLCHN
CYP
CZE

DEU

DNK

DOM
ESP

EST
FIN

FRAGBR

GEO

HRV

HUN

IND

IRL

ISL

ISR

ITA

JPN

KOR

LTU

LVA

MEX

NLD NOR

NZLPHL
POL

PRT

RUSSUR

SVKSVN

SWE
TWN

USAVEN
ZAF

-.1
5

-.1
-.0

5
0

.0
5

.1
.1

5
.2

G
en

de
r D

iff
er

en
ce

s

7 8 9 10 11
Log(GDP per capita)

Panel C: Advancement
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Panel D: Interesting
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Panel E: Independent
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Panel B: Flexibility
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Panel C: Helpful for Others
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Panel D: Useful to Society
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