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## ABSTRACT

## Efficient Targeting in Childhood Interventions

Many targeted childhood interventions such as the Perry Preschool Project select eligible children based on a risk score. The variables entering the risk score and their corresponding weights are usually chosen ad hoc and are unlikely to be optimal. This paper develops a simple economic model and exploits Danish administrative data to address the issue of efficient targeting in childhood interventions. We define children to be in need of an intervention if they suffer from an socially undesirable outcome, such as criminal behavior, at around age 30. Because interventions are most effective very early in life, we then test if and to what extent indicators available at birth can predict the emergence of these outcomes. We find fair to good levels of prediction accuracy for many outcomes, especially educational attainment, criminal behavior, placement in foster care as well as combinations of these outcomes. Logistic regressions perform as well as other machine learning methods. A parsimonious set of indicators consisting of sex, parental education and parental income predicts almost as accurately as using the full set of predictors. Finally, we derive optimal weights for the construction of risk scores. Unlike the ad hoc weights used in typical childhood interventions, we find that optimal weights vary with the outcome of interest, differ between father and mother for the same predictor and should be disproportionately large when parents are at the bottom of the education and income distribution.
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## 1 Introduction

Many childhood interventions such as the famous Perry Preschool Project (Weikart 1967) target a selected subset of children rather then applying the intervention universally to the whole cohort. One rationale behind such targeting in childhood interventions is the presence of a budget constraint. Even more important is the idea that only certain children promise a sufficiently large return to justify the intervention's cost. Children who already enjoy a beneficial environment in the absence of the intervention would benefit little or might even be harmed. ${ }^{1}$ Although the theoretical motivation for targeting interventions is evident, an important question in practice is which children should be targeted. Scholars have thus called for the development of "measures of risky family environments ... that facilitate efficient targeting" (Heckman 2008, p. 314).

In this article, we approach the problem of efficient targeting from a long-run perspective. We define children as disadvantaged (in need of an intervention) if they are at risk of experiencing undesirable outcomes later in life, thus becoming burdensome to society. Specifically, we define social burden as the presence of adverse outcomes such as criminal behavior or high health care use in individuals wheh they are around 30 years old. Children at risk of such outcomes are likely to gain the most from an early intervention. We then exploit rich register data from Denmark to predict disadvantage, using only data available to us at the child's birth. This constraint is motivated by recent literature in human development showing that childhood intervention programs work best if administered very early in life (Heckman 2006; Cunha et al. 2010; Allen 2011). Ideally, children are targeted immediately after birth, as in the prominent Carolina Abecedarian Project (Ramey and And Others 1974). ${ }^{2}$

Typical childhood interventions target children by means of a risk score. Only children that score sufficiently high are eligible for participation. A regular ingredient in defining the risk score is a measure of the family's socioeconomic status (SES), such as household income or parental education, but other variables may enter as well. ${ }^{3}$ When combining all the indicators into a one-dimensional score, most interventions place a larger weight on family SES, but they generally make ad-hoc choices about the weights given to each component. As an example, the Carolina Abecedarian Project (p. 65) constructed a "high risk

[^1]index" that increased by one unit for each year missing from 12 years of parental schooling (separately for both the father and mother). It also increased by 4 units if family income fell short of 5,000 dollars and by one additional unit for each further 1,000-dollar reduction.

There is no indication that such ad hoc weights in constructing risk scores, as applied in many childhood interventions, are optimal in any way. On the contrary, it appears that risk scores can be substantially improved by answering the following basic questions: First, what relative weight should each indicator optimally receive? Does parental schooling matter more than income or vice versa? Second, do paternal and maternal characteristics matter in the same way, e.g. with respect to years of schooling? Third, is the relationship of the outcomes with the predictors non-linear and are there interactions among predictors? E.g., is each additional year of parental schooling equally important?

This study takes an econometric approach to address the problem of optimally selecting and weighting early indicators of disadvantage. We start by performing standard logistic regressions to predict long-run outcomes using predictors measured at birth. Logistic regression has the advantage that it allows for easy computation and interpretation of risk scores, but it is not necessarily best at prediction. We therefore also apply more sophisticated machine learning techniques that are known for good predictive power, in part because they implicitly allow for arbitrary interactions among predictors. We include indicators of family SES (income, education and occupation) and several other parental variables such as hours of work, health status and criminal activity as predictors. Some of these variables potentially correlate with quality time investments, which play an important role in human capital formation (e.g., Del Boca et al. 2014). At the individual level, we include sex, nationality and birth order. We examine whether and which of the individual and parental variables can accurately predict adverse outcomes in adulthood and derive optimal weights for the formation of composite risk scores.

The outcomes we consider are meant to capture the economic cost of different social dimensions, ranging from education and labor market outcomes to health and crime. The cost associated with these outcomes is not spread evenly across all members of society but can vary substantially from one person to another. Indeed, it has been shown that a relatively small fraction of the population accounts for a sizable share of the total economic burden (Caspi et al. 2017; Richmond-Rakerd et al. 2020). In line with this observation, we rank individuals by the outcome-specific cost they generate in adulthood and define the top $20 \%$ of the distribution as "at-risk" of the particular outcome. In the case of social benefits, for instance, we define the top $20 \%$ recipients in our sample, who account for $76 \%$ of total benefit receipt, as "at-risk". For 0-1 outcomes, such as having only compulsory schooling, we simply take the fraction having this outcome, which might be less than $20 \%$. We aim to predict which children are at risk and can potentially be targeted by an intervention. We also predict which individuals will experience combinations of multiple of these outcomes.

We develop a simple theoretical model that demonstrates how prediction can help the
policy-maker to assign treatment in a welfare-improving way. We focus on at-risk children as defined above and disregard potential benefits of the treatment to other children. We assume that treatment has a positive and homogeneous effect on at-risk children and does not harm children that are falsely identified as at-risk. In the first stage of the model, the policy-maker faces a budget constraint that limits the fraction of the cohort that can receive the intervention. Given this constraint, the policymaker chooses which children should receive treatment to maximize welfare. We show that this results in maximizing the number of correctly identified at-risk children out of all at-risk children (the true positive rate, TPR), as previously shown by Sansone (2019) using a similar model.

In the second stage of the model, the policy-maker chooses the fraction of the cohort that should receive the intervention. If the policy-maker is completely uninformed about which children are in need of the intervention, marginal improvements in the TPR will be constant irrespective of the fraction of the cohort receiving the intervention. The optimal decision will then be to administer the intervention to either all or none of the cohort members. On the contrary, if prediction is of any value, the improvements in the TPR will be high for small fractions of targeted children and then diminish gradually. This means that prediction can enable the policy-maker to enhance welfare by moving away from these corner solutions, that is by administering the intervention only to a selected fraction of the cohort.

In our prediction exercise, we follow the theoretical motivation above and aim to maximize the TPR under various assumptions about the fraction of a cohort that policy-makers can possibly target. Specifically, we first perform logistic regression or use other prediction methods to generate predicted probabilities of having a particular outcome. We then categorize those children as at-risk who have the highest predicted probability of experiencing the outcome and collectively add up to the fraction of the cohort to be targeted. We also report the so-called area under the curve (AUC) as a summary measure of predictive accuracy across all possible values of targeted fractions.

We find that, first, predictions using register data available at birth are possible and often yield fair to good levels of prediction accuracy. Predictions are most accurate for educational attainment, criminal behavior, placement in foster care and combinations of these outcomes, but are less accurate for health-related outcomes. If the decision-maker wants to target a fixed fraction of the cohort, for example due to a budget constraint, then informed treatment assignment based on predictions will always yield higher welfare than random, uninformed treatment assignment. If the fraction to be treated is instead a choice variable, then informed treatment assignment will improve welfare if it helps the decision-maker move away from assigning treatment to all or no members of the cohort.

Second, we find that logistic regression performs well. Predictions generated by other machine learning methods are generally neither statistically nor economically significantly different from logistic regression. This suggests that interactions among predictors, which some of the machine learning methods flexibly allow for, play a negligible role in predicting
outcomes. Moreover, we find that updating the predictors with data from a few years after birth improves predictions very little. It seems as if further improvements are only possible with indicators of the child's behavior and skills, which are much more costly to obtain than the variables generally available from register data.

Third, we find that individual-level predictors (nationality, birth month and birth order) have little predictive power. An exception is sex, reflecting the strong gender bias in some outcomes, especially criminal behavior. In contrast, indicators of parental SES are highly predictive. We find that a parsimonious set of indicators consisting of sex, parental education and income yields predictions that are almost as accurate as using the full set of predictors. Knowledge of an individual's sex and a few variables related to socio-economic background may therefore be sufficient for effectively targeting children in childhood interventions. Many childhood interventions typically include measures of parental SES as a key ingredient in the construction of risk scores. Our study provides support for this practice.

Finally, we derive optimal weights for the formation of risk scores and find that they deviate in important ways from the ad-hoc weights conventionally used in childhood interventions. First, while parental income and education tend to contribute equally to the risk score, there are some differences depending on the outcome of interest: Education influences the risk score more than income when predicting education and hospitalization, but the opposite holds true for predicting psychiatric condition and income. Second, maternal and paternal education affect the risk score in a similar manner, but once again the outcome of interest matters. Maternal income affects the risk score little if she is in the upper $80 \%$ of the income distribution, while the relationship with income increases monotonously for fathers. Third, being at the bottom of the education and income distribution substantially raises the risk score. For education, this is equivalent to the parents having only compulsory or only vocational education. For income, these are the bottom $30 \%$ of fathers and the bottom $20 \%$ of mothers. Ignoring these non-linear relationships when forming risk scores, like in the Perry Preschool Project and the Carolina Abecedarian Project, means that risk is underestimated for children with parents at the bottom of the distribution.

So far, we have been deliberately unspecific about the nature of the intervention that our risk scores can be used for. This is because an intervention can take many forms depending on the context. At the broadest level, the intervention could simply consist of the provision of free or subsidized public child care to parents. A related type of intervention are center-based programs such as the Perry Preschool Project or the Carolina Abecedarian Project that go beyond basic child care by closely involving parents or offering health care. Finally, in the most narrow sense interventions can also be thought of as specific programs aimed at improving the learning environment within the daycare center (e.g., Bleses, Højen, Dale, et al. 2018; Bleses, Højen, Justice, et al. 2018) or at home (e.g., Andersen and Nielsen 2016).

The setting of our study is the Danish welfare state. This has two implications. First, in Denmark all mothers are entitled to free pre- and postnatal care which includes midwife
consultations, GP visits, a postpartum hospital stay and home visits from trained nurses (Kronborg et al. 2016). In addition, high public subsidies for child care have led to enrollment rates that are among the highest in Europe: $72 \%$ of under-three year olds and more than $95 \%$ of three-to-five year olds attend child care (Commission/EACEA/Eurydice 2019). The nearly universal use of perinatal care and child care means that interventions in Denmark are better thought of as focused programs rather than the provision of care per se. It also means that it is realistic for policy-makers to target children found to be at risk based on register data: interventions can easily be implemented by trained nurses during home visits or by caretakers in nurseries and kindergartens. Second, the Danish welfare state already exhibits a high overall spending level on children in childcare and school. This can be expected to alleviate the predictive power of circumstances before or at birth. The predictive patterns uncovered in this study are likely to be even more pronounced in countries with a less generous welfare state. At the same time, the observation that the welfare state has not reduced these disadvantages transmitted from parent to child also suggests the need for more targeting in the institutions of the welfare state.

A study closely related to ours is Caspi et al. (2017). The authors find that a small set of predictors consisting of SES, maltreatment indicator, IQ and self-control could accurately predict adverse outcomes for 1,037 New Zealanders at age 38. Predicting whether individuals experience combinations of multiple adverse outcomes works particularly well. A limitation of their study is that predictors are recorded up until age 11, which is too late for effective early interventions. In addition, obtaining measures of IQ or self-control for the whole population is relatively costly. Our paper improves on Caspi et al. (2017) in that, first, we only use indicators that are inexpensive to measure and available from the Danish registers and, second, we focus on indicators available at birth. As we do here, Chittleborough et al. (2016) use only predictors from around birth. However, they study outcomes at age 5 (before schooling starts), thus missing substantial information on social burden that only a long-run perspective can take into account.

This paper also relates to several other strands of the literature. First, we use machinelearning techniques to predict which children would benefit most from an intervention. A growing number of studies address similar "prediction policy problems" (Kleinberg et al. 2015) in various contexts, e.g. regional allocation of refugees (Bansak et al. 2018), shootings among at-risk youth (Chandler et al. 2011), food-safety inspections (Glaeser et al. 2016), hip and knee replacements (Kleinberg et al. 2015) and judicial bail-or-release decisions (Kleinberg et al. 2017). Second, our paper loosely relates to the theoretical literature on optimal treatment assignment (Bhattacharya and Dupas 2012; Kitagawa and Tetenov 2018; Manski 2004). This literature typically uses experiments or observational studies to estimate covariate-specific heterogeneous treatment effects based on which optimal treatment assignment rules are derived. Our study differs from this, however, since we do not observe treatment effects associated with a particular intervention. Instead, we suggest that treatment should be
assigned to individuals who are at risk of an adverse outcome and who thus have the potential to benefit from an appropriately designed intervention.

Finally, our paper adds to the discussion of targeted versus universal programs in that it weakens a typical argument against targeted programs. Targeted programs are a response to limited resources, which is particularly important in the context of the Scandinavian welfare state that continually struggles with the Baumol cost disease: Since increases in productivity are lower in the public than in the private sector (due to its larger share of labor in production), but wages in the public and private sector increase at the same rate (due to, e.g., institutional arrangements and unions' bargaining power), the welfare state will eventually be faced with the problem that the level of services offered cannot be sustained indefinitely. Better targeting may provide an (albeit temporary) solution to this problem. Moreover, targeting may avoid potentially negative effects on subgroups of the population (e.g.,Havnes and Mogstad 2015; Cornelissen et al. 2018). At the same time, targeted programs might lead to stigmatization and are less effective when disadvantaged children are hard to identify. We demonstrate that the latter argument against targeted programs is unlikely to hold up in practice because meaningful indicators of disadvantage can be constructed for a wide range of adverse outcomes, through which efficient targeting becomes possible.

This paper is structured as follows. Section 2 presents a simple theoretical model that motivates our analysis. Section 3 deals with the practical aspects of prediction, including the data, the transition from theory to estimation and the specific prediction methods. Section 4 reports the results. Section 5 discusses our findings and concludes.

## 2 Theory: The policy-maker's problem

### 2.1 Model setup

Individuals may develop an adverse outcome $Y \in\{0,1\}$. Fraction $\alpha$ of a cohort is at risk $R \in\{0,1\}$ of developing $Y: \operatorname{Pr}(R=1)=\alpha$. Individuals not at risk $(R=0)$ will not develop the adverse outcome: $\operatorname{Pr}(Y=1 \mid R=0)=0$. An intervention $T \in\{0,1\}$ targeted at at-risk individuals can prevent $Y$. In the absence of the intervention, $T=0$, at-risk individuals are certain to develop the adverse outcome: $\operatorname{Pr}(Y=1 \mid R=1, T=0)=1$. In the presence of the intervention, $T=1$, the probability of developing the outcome decreases for at-risk individuals. The size of the reduction may depend on $\theta \in \mathbb{R}$, the susceptibility to treatment: $\operatorname{Pr}(Y=1 \mid R=1, T=1, \theta)=1-\delta(\theta)$ with $\delta(\theta) \in(0,1]$ and $\delta^{\prime}(\theta)>0$. Individuals not at risk are not affected, in particular not harmed, by the intervention. The assumption of zero effects for individuals not at risk appears sensible for outcomes such as ever being criminally charged. It is less plausible for outcomes such as belonging to the top $20 \%$ of hospitalized individuals. Treatment effects could also be present below the top, and perhaps even be larger if those at the top are sick for reasons that are not amenable to intervention
(e.g., genetic disposition).

The policy-maker's goal is to maximize the social welfare gain from administering a costly intervention that reduces the prevalence of the adverse outcome. The social welfare gain is the expected benefit from avoiding the cost of the adverse outcome minus the cost of administering the intervention. Let $\beta$ be the fraction of the cohort that receives the intervention. The policy-maker must decide how many members $(\beta)$ and which members $(T)$ of the cohort should receive the intervention. The policymaker bases his decision on observed characteristics $X$ with support $\mathbb{X}$. $T$ is then a map $T: \mathbb{X} \rightarrow\{0,1\}$ such that $\operatorname{Pr}(T=1)=E(T(X))=\int T(x) d F_{X} d x=\beta$. Formally, the problem can be written as follows:

$$
\underset{T, \beta}{\operatorname{maximize}} B(T, \beta)-C(\beta),
$$

where $B(T, \beta)$ is the expected benefit of the intervention and $C(\beta)$ is its cost. Specifically, the expected benefit of the intervention is the per-person cost of the outcome Costoutcome (e.g., costs associated with crime or sickness), multiplied with the reduction in the probability that the outcome materializes. This reduction in probability depends on $\beta: \operatorname{Pr}(Y=1 \mid$ $\beta=0)-\operatorname{Pr}(Y=1 \mid \beta)$. The cost of administering the intervention is the fraction of the cohort that receives the intervention, $\beta$, multiplied with the cost of the intervention per child $\operatorname{Cost}_{\text {Intervention }}$. Here, we implicitly assume that the marginal per-person cost of the intervention is not only independent of who is treated, but also independent of $\beta$. This assumption appears reasonable, even if it holds only true approximately since in practice interventions are typically administered at the classroom, school or day care level.

We can thus rewrite the problem as follows:

$$
\begin{equation*}
\underset{T, \beta}{\operatorname{maximize}} \quad(\operatorname{Pr}(Y=1 \mid \beta=0)-\operatorname{Pr}(Y=1 \mid \beta)) \text { Cost }_{\text {Outcome }}-\beta \operatorname{Cost}_{\text {Intervention }} . \tag{1}
\end{equation*}
$$

We will divide the policy-maker's decision-problem into two stages. This helps build intuition for the optimal solution and also prepares for the empirical section later on. In the first stage, for a given value of $\beta$, i.e. the fraction of the cohort that receives the intervention, the policy-maker must decide which members of the cohort should receive it. In the second stage, he or she must decide about the optimal level of $\beta$. Choosing $\beta$ is not trivial. Marginal reductions in the probability of the adverse outcome are high for low values $\beta$, but decrease as we progressively raise $\beta$. It is plausible that the optimal value of $\beta$ lies strictly between 0 and 1 , meaning that neither all nor none of the members of the cohort should receive the intervention.

### 2.2 First-stage problem: Choosing cohort members that should receive the intervention

In the first stage of the decision problem, the policy-maker takes the fraction of the cohort to receive the intervention as given and chooses which members should receive treatment. Problem 1 becomes:

$$
\underset{T \mid \beta}{\operatorname{maximize}} \quad(\operatorname{Pr}(Y=1 \mid \beta=0)-\operatorname{Pr}(Y=1 \mid \beta)) \operatorname{Cost}_{\text {Outcome }}-\beta \operatorname{Cost}_{\text {Intervention }} .
$$

We can gain additional insight by reformulating this problem. First, note that by assumption the cost of the intervention, $\beta \operatorname{Cost}_{\text {Intervention, }}$ is independent of who receives the treatment. In other words, for a fixed fraction of the cohort receiving the treatment, the problem simplifies to maximizing the expected benefit of the intervention: $B(T, \beta) \equiv(\operatorname{Pr}(Y=1 \mid$ $\beta=0)-\operatorname{Pr}(Y=1 \mid \beta)) \operatorname{Cost}_{\text {Outcome }}$.

We derive in section $A$ in the appendix that the expected benefit can be expressed as:

$$
\begin{equation*}
B(T, \beta)=\alpha \operatorname{Pr}(T=1 \mid R=1, \beta) \bar{\delta} \text { Cost }_{\text {Outcomer }} \tag{2}
\end{equation*}
$$

where $\bar{\delta}=\delta(\theta)$ is the reduction in the probability of developing the adverse outcome, which we assume to be homogeneous across at-risk children because susceptibility to treatment is typically unknown. Intuitively, the expected benefit of the intervention is the number of identified and targeted at-risk children (as a share of the whole cohort), $\alpha \operatorname{Pr}(T=1 \mid R=1, \beta)$, multiplied with the reduction in the probability of the outcome caused by the intervention, $\bar{\delta}$, multiplied with the cost of the outcome that is avoided, $\operatorname{Cost}_{\text {Outcome }}$. Since all other elements of Equation 2 do not depend on $T$, the problem simplifies to maximizing the probability of treatment for at-risk children, $\operatorname{Pr}(T=1 \mid R=1, \beta)$. For any given $\beta$ one obtains a maximum expected benefit that we denote by $B^{*}(\beta)$.

The term $\operatorname{Pr}(T=1 \mid R=1, \beta)$ is also called true positive rate (TPR): the share of correctly identified positive instances out of all positive instances. In our setting, it is the share of correctly identified at-risk individuals out of all at-risk individuals. For a given fraction $\beta$ of individuals that are targeted by the intervention, maximizing the welfare gain of the intervention is thus achieved by maximizing the TPR. This result is intuitive: We have assumed that the intervention does not do any harm, so that we need not be concerned about false positives, i.e. individuals not at risk falsely identified as at risk (type I error). The goal thus becomes to minimize the number of false negatives, i.e. individuals at risk falsely identified as not at risk (type II error), or equivalently to maximize the number of true positives.

### 2.3 Second-stage problem: Choosing the fraction of the cohort to receive the intervention

In the second stage of the decision problem, the policy-maker must choose the fraction of the cohort that should receive the intervention. Assume that the marginal expected benefit is larger than the marginal cost at $\beta=0$. Then the policy-maker keeps increasing $\beta$ as long as the marginal expected benefit of the intervention remains above or at its marginal cost. The marginal expected benefit and the marginal cost of the intervention are:

$$
\text { Marginal expected benefit: } \begin{aligned}
\frac{\partial B^{*}(\beta)}{\partial \beta} & =\alpha \frac{\partial \operatorname{Pr}(T=1 \mid R=1, \beta)}{\partial \beta} \bar{\delta} \operatorname{Cost}_{\text {Outcome }} \\
& \equiv \alpha \frac{\partial T P R}{\partial \beta} \bar{\delta} \operatorname{Cost}_{\text {Outcome }} \\
\text { Marginal cost: } \frac{\partial C(\beta)}{\partial \beta} & =\frac{\partial \beta \operatorname{Cost}_{\text {Intervention }}}{\partial \beta}=\operatorname{Cost}_{\text {Intervention }} .
\end{aligned}
$$

If the policy-maker is uninformed about which members of the cohort are at risk, the treatment must be assigned at random. In this case, the probability of treatment will be independent of the individual risk status such that $\operatorname{Pr}(T=1 \mid R=1, \beta)=\operatorname{Pr}(T=1 \mid R=$ $0, \beta)=\beta$. The marginal expected benefit will thus be constant: $\partial B^{*}(\beta) / \partial \beta=\alpha \bar{\delta}$ Cost $_{\text {Outcome }}$. This situation gives rise to extreme optimal solutions: If $\alpha \bar{\delta} \operatorname{Cost}_{\text {Outcome }} \geq \operatorname{Cost}_{\text {Intervention }}$, then all members of the cohort should receive the intervention $(\beta=1)$. If $\alpha \bar{\delta} \operatorname{Cost}_{\text {Outcome }}<$ $\operatorname{Cost}_{\text {Intervention, }}$, nobody should receive it $(\beta=0)$. Figure 1 illustrates the two cases, both of which feature a horizontal marginal expected benefit curve. In the former case, the marginal expected benefit curve lies above the marginal cost curve, while in the latter case the marginal expected benefit curve lies below the marginal cost curve.

Figure 1 also illustrates the more realistic scenario in which the policy-maker is at least somewhat informed by receiving a signal about which cohort members are at risk and would thus benefit from the intervention. In this case, the signal allows the policy-maker to assign treatment disproportionately to at-risk children. For low values of $\beta$, the marginal expected benefit of the intervention is therefore higher than under uninformed, random assignment, and shrinks as $\beta$ increases. Compared to the uninformed situation with random assignment, the optimal value of $\beta$ is more likely to lie between 0 and 1 . Indeed, an intervention that is deemed too ineffective in the uninformed case might turn out worthwhile if administered to a positive fraction of the cohort in the informed case. Similarly, the social welfare gain of an intervention that is administered to the whole cohort in the uninformed case can be increased by restricting the intervention to a smaller fraction of the cohort in the informed case.

## 3 Prediction

### 3.1 Data

### 3.1. Sample

Our sample consists of the full Danish birth cohorts from the years 1985, 1986 and 1987. This choice is motivated by the fact that most of the Danish register data start in 1980, so a certain period after this year is required to construct powerful predictors, such as parental crime or parental hospital admissions. At the same time, individuals should not be born too recently because otherwise we would not be able to observe socially relevant adult outcomes today, such as educational attainment or disposable income. Because we use parental predictors, we also impose the condition that both parents are known to us and have lived in Denmark continuously since 1980. The final sample contains 149,755 individuals.

### 3.1.2 Outcomes

The age at which we measure the individuals' outcomes ranges from 28 to 32 years, depending on the availability of most recent data. We focus on seven outcomes that capture the economic cost of different societal dimensions, ranging from education, labor market outcomes, health to crime. Reflecting the principle that a small fraction of the population accounts for a disproportionate share of the total economic burden (Caspi et al. 2017; Richmond-Rakerd et al. 2020), we order individuals by the outcome-specific cost they generate in adulthood and define the top $20 \%$ of the distribution as "at-risk" of this outcome. For binary outcomes ( $0-1$ ), such as having only compulsory schooling, we simply take the fraction having this outcome, which might be less than $20 \%$. Table 1 provides an overview of the included outcomes (see also Table D. 1 in the appendix for additional details). For binary outcomes, the fraction of the total burden accounted for by at-risk individuals is equal to $100 \%$. For non-binary outcomes, the table shows that the top $20 \%$ social benefit recipients in our sample account for $76 \%$ of total benefit receipt. Similarly, the top $20 \%$ patients with the most hospital admissions account for $55 \%$ of all admissions. For income, which is a benefit rather than a burden to society, the pattern is reversed: the bottom $20 \%$ of the income distribution receive a disproportionately small share equal to $9 \%$ of total income. ${ }^{4}$

Table 2 shows that the various outcomes are not independently distributed across individuals but instead highly correlated. A consequence is that a disproportionately large share of the cohort will have combinations of several outcomes. By the same token, disproportion-

[^2]ately many individuals will be entirely free of any adverse outcome. This is illustrated in Figure 2, which juxtaposes the actual distribution of the number of negative outcomes with a simulated one based on the assumption that outcomes were uncorrelated. Compared to the simulated distribution, a disproportionately large share of individuals have no adverse outcome ( $44 \%$ vs. $27 \%$ ) and disproportionately many individuals have combinations of four or more outcomes.

Figure 3 reveals that individuals with combinations of outcomes not only account for a disproportionate share of the population but also for a disproportionate share of the total economic burden. In fact, this share becomes increasingly disproportionate as the number of adverse outcomes rises. Therefore, in addition to predicting each outcome individually, we also aim to predict if individuals are members of the groups with combinations of outcomes. Specifically, we search for a predictive algorithm that can distinguish individuals with 3+ outcomes versus those with 2 or fewer (and similarly for $4+$ and $5+$ outcomes).

Moreover, we also predict having 3+ outcomes as opposed to zero outcomes. This exercise implicitly assumes that we know a priori that an individual will end up with either 0 or 3+ outcomes. While this assumption is unreasonable and the resulting predictions therefore only of limited practical relevance, we include the results for the purpose of comparison with Caspi et al. (2017).

Finally, in addition to counting the number of adverse outcomes, we also construct a social burden (SB) indicator through confirmatory factor analysis assuming that a single factor underlies the seven individual outcomes. See Table D. 2 for additional information.

### 3.1.3 Predictors

The predictors included at the level of the individual are sex, birth order and nationality. Predictors at the level of the parents are recorded separately for the mother and the father. They include: educational attainment, income, labor market status, weekly hours of work, marital status in the year before birth, criminal charges, placements, age, hospital admissions. All continuous predictors are turned into discrete categorical variables. Missing values are generally assigned to a separate category. We include a dummy for each category (except for the baseline category) in the prediction analysis. See Tables D. 3 and D. 4 in the appendix for more details and summary statistics.

All of the individual and parental predictors are well-known to be associated with outcomes in adulthood. Here, we will focus on evidence from Scandinavia, i.e. Denmark, Sweden, and Norway. Regarding birth order, there is evidence that first-borns have higher educational attainment than late-borns (Black et al. 2005) and that first-borns are less likely to enter the criminal justice system than late-borns (Breining et al. 2020). The relationship with health is more mixed (Black et al. 2016). As for gender differences, it is well-known that women face an earnings gap on the labor market (Gallen et al. 2019; Kleven et al. 2019),
while men account for the vast majority of people serving time in prison (Kriminalvården 2018). Lastly, several studies provide evidence of labor market discrimination with respect to ethnicity in hiring and earnings (Carlsson and Rooth 2007; Rooth 2010; Arai and Skogman Thoursie 2009).

We include predictors at the level of the parents because previous literature has shown that a wide range of socio-economic characteristics and behaviors appear to be passed on from parents to children (see Black and Devereux, 2011, for an overview). The mechanism underlying these intergenerational correlations is not always clear. Parental characteristics such as education might causally affect children's characteristics, but it could also be that both are determined by a third factor, e.g. genes. Intergenerational correlations are not only observed within the same characteristic, but also across different characteristics. Whatever the actual mechanism explaining these correlations may be, what matters for our setting is that parental information can be used to predict children's outcomes.

All of the outcomes considered in this paper have been shown to correlate with parental characteristics in previous studies. Once again focusing on evidence from Scandinavia, intergenerational correlations have been established for education (Andrade and Thomsen 2018; Landersø and Heckman 2017; Hertz et al. 2008), income (Chetty et al. 2014; Landersø and Heckman 2017), welfare receipt (Dahl et al. 2014; Bratberg et al. 2015), crime (Hjalmarsson and Lindquist 2012, 2013), out-of-home care (Mertz and Andersen 2017; Wall-Wieler et al. 2018), and health (Andersen 2019; Björkegren et al. 2019). These studies show intergenerational correlations within the same characteristic, for example between parental income and the child's income. It is clear that the strong correlation among outcomes (see previous subsection) will also give rise to significant cross-correlations, for example between parental education and the child's income.

In the main analysis, all predictors are measured at or before birth. In additional analyses, we extend the time frame to include the first few years after birth. This allows us to update and strengthen parental predictors with more recent data and to include the child's hospitalizations as an additional predictor.

### 3.2 From theory to estimation

Conducting a benefit-cost analysis as theoretically derived in Section 2 would require information that is not available to us. Specifically, the cost of the outcome and the intervention as well as the impact of the intervention are context-dependent and typically challenging to estimate. For this reason, we do not attempt to determine the optimal fraction of the cohort $\beta$ that receives the intervention.

However, we can and do examine whether there are treatment assignment mechanisms that improve upon random assignment and thus generate the downward-sloping marginal expected benefit curve in Figure 1. If so, this would be evidence that data available at birth
can be gainfully utilized to increase social welfare by administering an intervention to a selected fraction of the cohort. Moreover, we can examine which outcomes can be predicted most accurately and compare the quality of the treatment assignment across several machine learning techniques and sets of predictors.

To determine the shape of the marginal expected benefit curve, we follow the two-stage procedure developed in the previous section. First, for a given value of $\beta$, we maximize the expected benefit of the intervention by finding the treatment assignment mechanism that maximizes the true positive rate (TPR). Next, after repeating this step for a grid of $\beta$-values, we can study how the TPR changes with $\beta$ and thus determine the shape of the marginal expected benefit curve.

How do machine learning techniques inform us about the optimal treatment assignment that maximizes the TPR? Using Bayes' rule, we can rewrite

$$
\begin{aligned}
\operatorname{TPR}=\operatorname{Pr}(T=1 \mid R=1, \beta) & =\frac{\operatorname{Pr}(R=1 \mid T=1, \beta) \operatorname{Pr}(T=1)}{\operatorname{Pr}(R=1)} \\
& =\frac{\operatorname{Pr}(R=1 \mid T=1, \beta) \beta}{\alpha},
\end{aligned}
$$

where we replaced $\operatorname{Pr}(T=1)=\beta$ and $\operatorname{Pr}(R=1)=\alpha$. We thus get the following expression for the expected benefit:

$$
B(T, \beta)=\operatorname{Pr}(R=1 \mid T=1, \beta) \beta \bar{\delta} \text { Cost }_{\text {Outcome }} .
$$

Hence, for any given $\beta$, the children that receive the intervention should be those with the highest probability of being at risk $\operatorname{Pr}(R=1 \mid T=1, \beta)$. This probability is generally unknown, but can be estimated using appropriate machine learning techniques based on a set of observable characteristics $X$, yielding estimated probabilities $\operatorname{Pr}(R=1 \mid X)$. Optimal treatment assignment for a given $\beta$ thus implies administering the intervention to the fraction $\beta$ of individuals with the largest estimates of $\operatorname{Pr}(R=1 \mid X)$. Treatment $T$ is thus a function $T(X)$ of observable characteristics $X$ as defined in Section 2.

To assess quantitatively how much informed treatment assignment improves upon uninformed treatment assignment, we also derive the widely used receiver operating curve (ROC). The ROC plots the true positive rate (TPR) against the so-called false positive rate (FPR), which is the share of falsely identified positive instances out of all negative instances. Because $\beta$ is the fraction of individuals identified as positive, both TPR and FPR increase with $\beta$. To construct the ROC plot, one can readily derive the FPR as a function of $\beta$ and its associated TPR (see section B in the appendix).

The area under the ROC provides a summary measure of predictive accuracy (AUC = area under the curve). Intuitively, it measures the probability that a specific machine learning algorithm assigns a higher probability $\operatorname{Pr}(R=1 \mid X)$ to a randomly chosen at-risk child than to a randomly chosen not-at-risk child (Fawcett 2006). The AUC ranges from 0.5 in the case
of uninformed treatment assignment up to 1.0 in the case of perfectly informed treatment assignment. Although any value larger than 0.5 - indicating informed treatment assignment - may entail social welfare gains, in practice values are often interpreted as follows (Caspi et al. 2017): worthless (0.5-0.6), poor (0.6-0.7), fair (0.7-0.8), good (0.8-0.9), excellent (0.9-1.0).

### 3.3 Methods

Predicting the realization of binary outcome variables, as in this study, is known as a classification problem. We start addressing this problem with standard logistic regressions. One advantage of logistic regression is that predictors variables are assumed to combine linearly to form the risk score for each individual. In combination with the exclusive use of dummy variables, the risk score thus becomes easy to construct and to interpret. A disadvantage of logistic regression is that interactions among predictors must be explicitly specified. Another disadvantage is its implicit risk of overfitting and poor out-of-sample performance. Overfitting not only occurs if the number of regressors is large relative to the number of observations, which is not the case in our study, but also if an outcome is so rare that a few values of the predictors spuriously explain it.

To address the issue of overfitting, we split the dataset into a $80 \%$ training dataset, on which we perform estimations, and a $20 \%$ test data set, on which we evaluate the model fit in terms of TPR and AUC. This guards against overestimating model fit. To actually also improve the predicted probabilities, we additionally employ three modern machine learning methods: (i) logistic LASSO, (ii) random forest, and (iii) gradient boosting.

These models have in common that they allow for different levels of model complexity that are governed by a vector of tuning parameters. A more complex model reduces the bias in representing the relationship between outcome and predictors, but comes at the risk of overfitting. Both overfitting and bias worsen out-of-sample model performance. To find the optimal level of complexity, we tune parameters via 8 -fold cross-validation on the training data (following the recommendations by Mullainathan and Spiess 2017). That is, we split the training data set into 8 equally sized folds and set one of the folds aside. We then estimate the model for specified values of the tuning parameters on the remaining seven folds and evaluate the fit on the selected fold. After repeating this step for each of the other 7 folds, we compute the average fit across all folds. The optimal parameter specification is the one that yields the highest average fit in the cross-validation procedure. We use this specification to reestimate the model on the whole training data and evaluate its fit on the test data. See Section $C$ in the appendix for details about the parameter tuning.

The LASSO (Tibshirani 1996) is a method that controls for overfitting by imposing a penalty on the size of the coefficients. As a result, coefficients are shrunk towards zero (odds ratios towards one) as compared with standard logistic regression. Some coefficients will be set to exactly zero and thus drop out of the regression. Constraining the coefficients avoids overfitting, but introduces bias that can lead to inaccurate predictions. The penalty is the
tuning parameter that guides the trade-off between overfitting and bias.
Both random forest (Breiman 2001) and gradient boosting (Friedman 2001) are tree-based approaches. They have the advantage that they implicitly allow for interactions among predictors. A single tree is constructed by progressively splitting the data into partitions, which are called nodes. At each step, the data is split using the variable and associated splitting criterion that generates the largest improvement in model fit. The splitting process stops when the tree has reached a specified depth or when further splits would yield nodes that fall below a specified minimum node size.

Because a single tree is prone to overfitting, a random forest computes the average predictions over multiple independently grown trees. Each tree contributing to the forest uses only a random subset of the predictors, which de-correlates the trees and reduces overfitting. The tuning parameters for the random forest that we use are the minimum node size and the fraction of all predictors that is randomly selected to build each tree.

The gradient boosting approach, in contrast, builds trees sequentially. Observations that deviated more from their actual value in the previous tree receive more weight when building the next tree. The final model averages the predictions of all trees. The tuning parameters for the gradient boosting are the maximum depth of the tree, the fraction of random observations used for building each tree and the fraction of random predictors used for building each tree. Building too many trees can once again lead to overfitting, so the number of trees to be grown is another tuning parameter. This paper employs the widely used tree boosting system XGBoost (Chen and Guestrin 2016).

## 4 Results

### 4.1 Individual outcomes

Figure 4 presents graphs analogous to Figure 1 from the theoretical section. Based on predicted probabilities from logistic regressions, each graph shows the marginal increase in the TPR for one of the outcomes as we increase the fraction of the cohort to be treated ( $\beta$ ). Unlike Figure 1, we cannot draw the marginal expected benefit because we do not know the impact $(\bar{\delta})$ of the intervention and the cost of the outcome ( Cost $_{\text {Outcome }}$ ). Note, however, that knowing these constant values would only change the level but not the shape of the curves. ${ }^{5}$

The graphs provide clear evidence that informed treatment assignment based on predictions can substantially improve upon uninformed treatment assignment. For example, targeting $5 \%$ of the cohort will reach more than $15 \%$ of all individuals at risk for having only compulsory education compared to $5 \%$ under random, uninformed assignment. When the problem is to target a given fraction of the cohort, for example in the presence of a

[^3]budget constraint, then informed treatment assignment will undoubtedly increase welfare. Informed assignment might also be welfare-enhancing when the fraction to be treated is an endogenous choice variable, but this depends on the specific parameters of the setting (costs of outcome and intervention; impact of the intervention).

In Figure 5, we show ROC plots along with corresponding AUC values to assess the overall accuracy of prediction. Prediction works best for criminal charges, education and foster care placement, with AUC values between 0.75 and 0.81 . Health outcomes and income are less predictable by early-life indicators, with AUC values ranging in the low 0.60 s. These findings are consistent with earlier evidence that the child's educational outcomes depends strongly on parental education, while intergenerational mobility is larger for income and health. ${ }^{6}$ Measures of intergenerational mobility relate a child's outcome to the same outcome of the parent, which might be measured a long time after the child's birth. Our study shows that similar patterns of intergenerational transmission arise when measuring family background already at birth using a combination of multiple indicators. As Landersø and Heckman (2017) pointed out, the Danish welfare state is characterized by large income redistribution through taxes and transfers in addition to wage compression, leading to higher income than educational mobility. Similarly, universal access to tax-financed medical care might explain why family background matters less for health outcomes. ${ }^{7}$

### 4.2 Combinations of outcomes

Section 3.1.2 demonstrated that outcomes are highly correlated within individuals. A small group of individuals accounts for a disproportionately large share of the total social burden. Predicting (and targeting) these individuals promises large returns and Caspi et al. (2017) using predictors throughout childhood - showed that prediction works even better for these "high-cost" individuals.

In the left graph in Figure 6, we predict whether individuals have 3+ outcomes versus 2 or fewer (and similarly for $4+$ and $5+$ outcomes). AUC values are high ( $0.75-0.81$ ), suggesting that targeting high-cost individuals is indeed easier, even when using only predictors measured at birth. In the right panel, we repeat the analysis for whether individuals have $3+$ outcomes versus 0 outcomes (and similarly for $4+$ and $5+$ outcomes). AUC values are now even higher ( $0.80-0.87$ ), implying that there is substantial variation between low-cost

[^4]and high-cost individuals already at birth. Our estimates are similar to the ones by Caspi et al. (2017). Unfortunately, however, we do not know a priori which individuals will end up with either zero or $3+$ outcomes (but not 1 or 2 outcomes), so this latter exercise is only of limited relevance in practice.

### 4.3 Method comparison

Table 3 compares AUC estimates from different methods. Recall that estimating machine learning methods (LASSO, random forest, gradient boosting) involves finding an optimal set of tuning parameters via cross-validation. For each method and outcome, we therefore present two estimates.

The first estimate (AUC direct) comes from choosing the tuning parameters that maximize the AUC. The second estimate (AUC grid), allows for varying parameters for different values of the fraction of the cohort to be treated ( $\beta$ ). Using a grid of $20 \beta$-values, we first find the set of parameters that maximize the TPR for a given $\beta$. Next, we use the resulting TPR values to compute the AUC. This flexible approach potentially increases the AUC. But it might also lower the AUC since we only use a finite grid of $\beta$-values and linearly interpolate between grid points. Since the ROC curve has a concave shape, linear interpolation tends to reduce the AUC. This can seen for the logistic regression (columns 1 and 4). Since it involves no parameter tuning, AUC grid must be, and indeed is, smaller than AUC direct. For the other machine learning techniques, it is an empirical question of whether AUC direct or AUC grid will be larger.

Table 3 provides two take-aways. First, maximizing AUC direct yields better results than indirect optimization over a finite grid of $\beta$ values. This suggests that the benefits of fine-tuning parameters are rather limited and that a single optimized set of parameters works well for most $\beta$ values. Second, the LASSO generates AUC values very close to logistic regression. Logistic regression does not seem to suffer from overfitting, which is perhaps unsurprising in light of the large sample size. Interestingly, however, the random forest and the gradient boosting methods do not outperform logistic regression either. This suggests that interactions among regressors play only a limited role and that a linear combination of predictors works well. We will thus focus on logistic regression in the remainder of the paper.

### 4.4 Post-birth predictors

So far, we have been focusing on predictors available at birth. Can we obtain better predictions by extending the time frame to a few years after birth? Adding years after birth allows us to update parental predictors and to include the child's hospitalizations as an additional predictor. We look at 1,3 and 5 years after birth.

Figure 7 illustrates how the AUC changes as we extend the time window. As expected, the

AUC increases with more recent predictors. The increase is most pronounced for foster care placement, which is also the outcome that occurs earliest in life and is probably more sensitive to changes in early-life family environment. Overall, however, the marginal improvements in predictive accuracy are rather modest. It seems as if the role that family background plays in shaping long-run outcomes is largely determined by factors set in place at birth. Of course, predictors other than family background, such as performance in cognitive test scores or parenting style, matter as well. But these variables are typically not available in register data and therefore costly to obtain at large scale. If only register data are available, then targeting children already at birth comes at little cost in light of the large benefits of early versus late interventions.

### 4.5 Parsimonious model

Our predictions are based on a rich set of variables. Do all predictors contribute equally to the quality of the predictions or do few predictors drive our results? If a parsimonious model with a small number of predictors can generate predictions close to the full model, then necessary data collection would be less costly and computing risk scores would be simpler and more transparent.

To investigate the relative importance of the predictors, we run regressions of the outcome on each predictor in isolation and then compare the AUC to the one from the full model. For each predictor, such as parental income, we include the full set of dummies capturing the various values that a predictor may take on. Figure 8 shows the results. Figure (a) reports the actual AUC values, with darker colors indicating larger values. Because the AUC of the full model varies by outcome, Figure (b) also reports the percentage of the AUC of the full model that the simple one-predictor model attains.

Individual-level predictors have little predictive power. Including only nationality, birth month or birth order in the regression generates an AUC of up to $10 \%$ of the one from the full model, but mostly less. An exception is sex, reflecting the substantial gender gaps in, for example, criminal behavior. The direction of the gaps is further elucidated in the next section.

Parental predictors have much larger predictive power. Placements, marital status and hospitalizations reach up to $30 \%$ of the full-model AUC. Values are slightly higher for crime (up to $40 \%$ ) and age (up to $50 \%$ ). Predictors related to SES give rise to the highest AUC. Working hours and wealth reach up to $60 \%$ and $70 \%$ of the full-model AUC, respectively, while income, education and occupation account for up to $80 \%$.

In the right part of Figures 8 (a) and (b), we use as predictors sex plus various combinations of income, education and occupation. Any two of these three SES predictors (plus sex) generates around $90 \%$ of the full-model AUC. The best combination is that of income and education, suggesting that these two variables complement each other most, while
occupation captures aspects of both and thus contributes the least independent variation. Adding occupation to income and education (labeled SES) does not yield great additional improvement.

The central role of SES in predicting long-run outcomes does not necessarily mean that SES is the causal driver behind these outcomes. To illustrate, we gauge how predictive performance changes once we exclude certain predictors, including SES, from the full model. To begin with, the left part of Figures 9 (a) and (b) shows the reduction in AUC when leaving out single predictor variables. With very few exceptions, excluding single predictors has close to zero impact on the AUC of the prediction. Even the omission of education, the strongest single predictor besides occupation in Figure 8, is almost entirely absorbed by other predictors, decreasing the AUC by no more than $7 \%$. In the right part of Figures 9 (a) and (b), we exclude several SES-related predictors at the same time. As expected, reductions in AUC become larger. But even when using the broadest conceivable set of SES indicators (including income, education, occupation, wealth and working hours), the AUC decreases by only 20-30 percent or 0.03-0.07 in absolute value. This means that a sizable portion of the predictive variation in SES is also captured collectively by a set of non-SES predictors. This points to SES acting as good proxy of a latent measure of disadvantage, rather than being itself the causal driver of adverse long-run outcomes. ${ }^{8}$

Overall, this section has demonstrated that a parsimonious model with the predictors sex, parental income and parental education performs almost as well as the full model that includes all predictors. This suggests that collecting data on these few variables suffices for efficient targeting in practice. It also bolsters the way that targeting has been operationalized in many prominent childhood interventions, which typically used indicators of parental SES to define disadvantage. However, a separate but equally important question is how much weight to attach to the different values that an indicator can take on. We address this question next.

### 4.6 Optimal weights

Efficient targeting based on a one-dimensional risk score requires optimally weighting the selected predictors that contribute to the risk score. The Perry Preschool Project derived a "cultural deprivation rating" in which higher values indicated better outcomes (Weikart 1967, p. 3-4). It had three components: Paternal occupation entered the rating with 1 point if the father engaged in unskilled work and 4 points if he engaged in skilled work. Each of the parents' average years of schooling entered with another point. Finally, "density in the home", measured as number of rooms divided number of people, entered after multiplying by one half to give it "a $1 / 2$ weight". These weights already seem rather arbitrary, but each

[^5]component was additionally divided by its standard deviation before aggregating to the final rating, thus giving more weight to components with little absolute variation. Only children with a final rating below 11 were considered further for the experiment.

The Carolina Abecedarian Project (Ramey and And Others 1974, p. 65) constructed a "high risk index". The index increased by one point for each year missing from 12 years of schooling, for both the mother and father. Family income above 5,000 dollars left the risk score unchanged, while income below 5,000 dollars increased it by 4 points, and by another point for each additional 1,000-dollar step downwards. Additional points were assigned for, among others, the absence of the father and low parental I.Q. scores. Only children with an index value of 11 or higher participated in the experiment.

Both the Perry Preschool Project and the Carolina Abecedarian Project assigned weights in an ad hoc way. The motivation behind the chosen weights remains unclear and there is no indication that they were optimal in any way. Thus, at least three questions arise: First, what relative weight should each indicator optimally receive? Second, should indicators such as education enter differently for fathers and for mothers? Third, should indicators such as years of schooling enter linearly? We do not have access to all the indicators used in these two or other studies. Instead, we will use a parsimonious set of predictors consisting of sex, income and education, which we showed to predict quite well in the previous subsection. Income and education are key ingredients in defining early disadvantage in many targeted interventions. Answering the above questions for these two variables is thus highly policy-relevant.

We can address the problem of optimal weighting with the estimated coefficients from the logit regressions. Because our predictors are discretized and a dummy is included for each discrete value, the coefficient directly gives the weight associated with that value of the predictor, relative to the baseline value. For easier interpretation, we rescale all weights such that the lowest possible weight is 0 and the highest possible weight is 100 . Note that risk score values are not interpretable as percentiles; their distribution depends on the distribution of predictor values in the population.

Figure 10 illustrates the computation of the weights (see Table D. 7 in the appendix for the exact values). The baseline individual - the leftmost circles in each column with a gray edge - relative to which the weights are defined is characterized as: female, master's degree $/ \mathrm{PhD}$ (both mother and father) and 10th income decile (both mother and father). When the outcome of interest is education, we see that the baseline individual has a score of $1(=0+0+0+0+1)$. If the individual's father had only compulsory schooling instead of a master's degree $/ \mathrm{PhD}$, her score would increase to $28(=0+27+0+0+0+1)$. If instead the maternal income was in the 9th rather than 10th decile, then her score would actually decrease to 0 . This result is counterintuitive, but note that despite the large sample size, coefficients are estimated with some uncertainty, as indicated by the $95 \%$ confidence bands. It is reassuring to see that in general income and education show the expected positively monotone relationship with the
outcome. ${ }^{9}$
What lessons about optimal weights can we learn from Figure 10? First, men tend to have higher risk of adverse outcomes, in particular for criminal charges, low education and low income. The gender gap is reversed for health-related outcomes. Income and education seem to contribute equally to the risk score, when measuring contribution as the difference between the lowest and the highest score within a predictor. That said, education contributes more to the risk score than income when predicting education and hospitalization, while the opposite is true for predicting psychiatric condition and income.

Second, maternal and paternal education affect the risk score in a similar manner, but maternal education appears slightly more important for foster care placement and psychiatric conditions. An interesting observation with respect to parental income is that maternal income plays a small role as long as she is in the upper $80 \%$ of the distribution, but being in the bottom $20 \%$ causes the risk score to spike. The relationship is more monotone for paternal income; i.e. moving from, say, the 8th to the 7th decile increases the score just as moving from the 3rd to the 2nd decile does.

Third, especially values at the bottom of the education and income distribution substantially raise the risk score. For income, these are the bottom $30 \%$ of fathers and the bottom $20 \%$ of mothers. For education, this is having only compulsory schooling or only vocational education and training. This finding implies that risk scores in which income or years of schooling enter linearly, like in the Perry Preschool Project and the Carolina Abecedarian Project, assign too little weight to children with parents in the bottom of the distribution. Of course, this might be driven by our specific choice of outcomes that also focus on the bottom of the respective distribution. Predictions of, for instance, average hospitalizations rather than top $20 \%$ hospitalizations might depend much more linearly on parental SES. However, as we argued above, it is precisely those individuals in the top $20 \%$ of the distribution that cause disproportionate burden to the welfare state. Targeting these individuals effectively seems appropriate from an economic point of view.

## 5 Discussion and conclusion

In this paper, we use prediction to show that efficient targeting in childhood interventions is possible even if only variables available at birth are at the decision-maker's disposal. This applies to interventions addressing a wide range of long-run outcomes, ranging from labor market outcomes to health and crime. We also find that predictions do not improve much by adding post-birth indicators if the decision-maker is restricted to using register data only.

[^6]We demonstrate that a parsimonious set of variables consisting of sex, parental education and parental income predicts almost as well as the full set of predictors. Finally, we provide econometrically derived, optimal weights for the formation of risk scores that differ from and improve upon the ad-hoc weights typically used in the literature.

Is our study practically relevant? Should our risk score be employed in targeted childhood interventions? One caveat is that our predictors were recorded more than 30 years ago. To the extent that the relationship between at-birth predictors and long-run outcomes is different today, the risk scores we computed might no longer be optimal. The justification for our approach is that long-run outcomes must be observed to be able to construct meaningful risk scores. The alternative to anchoring risk scores in long-run outcomes is to assign ad hoc weights, which most likely results in less efficient targeting.

Another concern is that targeting high-risk children yields little value if they are not actually the ones benefiting from an intervention. For example, patients with a family history of severe genetically determined chronic disease will not respond to any type of treatment. Unfortunately, information on susceptibility to treatment is typically unknown. Without additional knowledge, we view it as reasonable to target children with a high risk of the outcome.

As a more subtle point, we make the implicit assumption that current policies are not targeted at relevant predictors or are ineffective and do not alter the relationship between predictors and outcomes. If a relevant predictor is already successfully targeted by policy, then its importance will be attenuated; in the extreme, it might not show up as predictive at all. For example, our finding that birth order has little predictive power could be due to interventions effectively targeting children based on this variable. Ignoring birth order in defining risk would then be a grave mistake. Similarly, our risk scores become invalid in the future once they are used for targeting; they would need to be recomputed.

This paper makes a case for targeted interventions by showing that efficient targeting is possible for a wide range of outcomes. That said, an argument against targeting is the possibility for individuals to manipulate their risk score in order to receive treatment. In our setting, the potential for manipulation is small as data were directly taken from the official registers. Survey-based data are more likely to contain false records. Besides misreporting, parents could of course also directly lower their income to become eligible. We consider this to be highly unlikely.

The predictors considered in this article do not include genetic data, which are also fixed at birth and have been shown to predict a wide range of social outcomes (e.g., Belsky et al. 2016). The problem with genetic data is that they are neither widely available in registers nor easy and cheap to collect through surveys, much in contrast to the predictors we are using. So while genetic information may have great potential for predicting long-run outcomes, its usefulness for targeting in real childhood interventions is still rather limited.

Finally, targeting raises ethical issues. Dare (2013) discusses several of these issues
within the context of a predictive risk model for child maltreatment. The computation and publication of risk scores might be viewed as reducing the child to a number. Moreover, there is a large difference between a calculated risk score and a realized disadvantage. Intervening of the basis of a perceived risk rises questions concerning e.g. the rights of parents to raise their children as they see fit. Furthermore, if assignment of children identified as "high-risk" to an intervention is considered a stigma, then the positive effects of treatment may be counteracted by the negative effects of the stigma. Resistance to using data-based algorithms in social setting might also come from fears that algorithms are biased and tend to perpetuate existing inequalities (O'Neil 2016), even if our algorithm is actually designed to achieve the opposite. It is obvious that these concerns are very real and should be handled and/or taken into consideration. In the context of child maltreatment, Dare (2013) concludes that the potential gains outweigh any ethical reservations but in our context it is perhaps not so clear cut. Discussing these issues more deeply is beyond the scope of the paper, which aims to demonstrate the extent to which targeting is practically feasible. We thus hope our work will serve as a basis for further discussion, both inside and outside of academia.
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Figure 1: Illustration of second-stage problem


Notes: The figure illustrates the decision-maker's second-stage problem of choosing the fraction $(\beta)$ of the cohort that should receive the intervention. $\beta$ should be increased as long as the marginal expected benefit lies above the marginal cost. Two scenarios are depicted: First, a low-effectiveness intervention that would not be administered at all under uninformed treatment assignment. Second, a high-effectiveness intervention that would be administered to the whole cohort under uninformed treatment assignment. In both scenarios, welfare improvements can be realized through informed treatment assignment to a fraction of the cohort only.

Figure 2: Actual vs. simulated distribution of outcomes


Notes: The actual distribution shows how many individuals have $0,1, \ldots, 6$ or 7 outcomes. The simulated distribution is the distribution of outcomes that would result if outcomes had the same marginal probability as in the actual distribution but were uncorrelated with each other.

Figure 3: Economic burden by total number of outcomes


Notes: The first column shows the prevalence of individuals with $0,3+, 4+$ and $5+$ outcomes in the population. The other columns show the proportion of the burden of each outcome that these individuals account for. For $3+4+$ and $5+$ outcomes, the scale of the vertical axis has been aligned with respect to prevalence. This makes visible that individuals with combinations of outcomes account for an increasingly disproportionate share of the burden. For income (accentuated by a dashed line), which is a benefit rather than a burden to society, the pattern is opposite in that individuals with combinations of outcomes account for a decreasingly disproportionate share of total income.

Figure 4: Prediction - Marginal changes in the true positive rate (TPR)


Notes: The solid line is based on predictions from logistic regressions and shows incremental changes in the true positive rate as the fraction of the cohort to be treated is increased in steps of 0.05 . The dashed line shows corresponding constant increase under uninformed treatment. The gray area represents $95 \%$ bootstrap confidence intervals for the test data set, keeping the prediction function fixed.

Figure 5: Prediction - ROC and AUC


Notes: Receiver operating curve (ROC) and area under the curve (AUC) for predictions from logistic regression. Brackets contain $95 \%$ confidence intervals based on 2,000 bootstrap samples from the test data, keeping the prediction function fixed.

Figure 6: Prediction - Combinations of outcomes


Notes: Receiver operating curve (ROC) and area under the curve (AUC) for predictions from logistic regression.

Figure 7: Prediction with post-birth predictors


Notes: Improvement in AUC when updating predictors 1, 3 and 5 years after birth and adding the child's hospitalizations as another predictor. All results based on logistic regressions.

Figure 8: Prediction with parsimonious set of predictors - Heatmap
(a) AUC

(b) AUC relative to full model (\%)


Notes: SES = Income + Education + Occupation. This figure reports the predictive performance of parsimonious models that only take into account a subset of all available predictors. The outcomes are indicated along the vertical axis, while included predictors are indicated along the horizontal axis. All results are from logistic regressions. In the upper panel, the (absolute) AUC is reported. In the lower panel, the ratio of the AUC to the AUC from the full model is reported. Because the AUC ranges between 0.5 and 1.0, we subtract 0.5 from the AUC values before calculating the ratio. Darker cell colors indicate higher (relative) AUC.

# Figure 9: Prediction after excluding predictors - Heatmap 

(a) AUC reduction

(b) AUC reduction relative to full model (\%)


Notes: SES = Income + Education + Occupation. This figure reports how predictive performance changes when when certain predictors are excluded from the full model. The outcomes are indicated along the vertical axis, while excluded predictors are indicated along the horizontal axis. All results are from logistic regressions. In the upper panel, the absolute reduction in AUC is reported. In the lower panel, the reduction in AUC relative to full model's AUC is reported. Because the AUC ranges between 0.5 and 1.0 , we subtract 0.5 from the full model AUC before calculating the relative reduction. Darker cell colors indicate higher reductions in AUC.

Figure 10: Optimal risk scores


Notes: This figure illustrates how to construct optimal risk scores. For each outcome, the baseline individual is indicated by the leftmost circles with a gray edge. The individual is has the following characteristics: female, master's degree/PhD (mother/father) and 10th income decile (mother/father). The score of the baseline individual is the sum of the points in the leftmost circles. For individuals with other characteristics, the score is obtained by adding the points indicated to the right of the baseline individual. The characteristics are given in the following order: master's degree/PhD, bachelor/vocational bachelor, short cycle higher education, high school, vocational education and training, compulsory schooling (mother/father) and 10th decile, 9th decile, ..., 1 st decile (mother/father). All figures are based on coefficients from logistic regressions that have been rescaled such that the scores range between 0 and 100 . Vertical bars are $95 \%$ confidence bands based on robust standard errors.

Table 1: Overview of outcomes

$\overline{\text { Notes: Note that income is a benefit rather than a burden to society. The table shows that the bottom } 20 \% \text { of the }}$ income distribution receive a disproportionately small share of total income.

Table 2: Correlations

|  | Education | Income | Social <br> benefits | Criminal <br> charges | Placement | Hospitali- <br> zations | Psychiatric <br> condition | SB <br> indicator |
| :--- | ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: |
| Education | 1.00 |  |  |  |  |  |  |  |
| Income | 0.35 | 1.00 |  |  |  |  |  |  |
| Social benefits | 0.64 | 0.47 | 1.00 |  |  |  |  |  |
| Criminal charges | 0.44 | 0.26 | 0.37 | 1.00 |  |  |  |  |
| Placement | 0.56 | 0.28 | 0.59 | 0.41 | 1.00 |  |  |  |
| Hospitalizations | 0.30 | 0.09 | 0.35 | 0.25 | 0.30 | 1.00 | 0.35 | 1.00 |
| Psychiatric condition | 0.46 | 0.38 | 0.55 | 0.28 | 0.49 | 0.69 | 1.00 |  |
| SB indicator | 0.78 | 0.56 | 0.92 | 0.54 | 0.77 | 0.47 | 0.69 |  |

$\overline{\text { Notes: Reported correlations are polychoric correlations that assume a normal distribution of the underlying }}$ latent variables.

Table 3: Comparison of predictions from various machine learning methods

| Outcome | AUC (direct) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Logit | LASSO | RF | GB |
| Education (compulsory school only) | $\begin{gathered} 0.749 \\ {[0.740,0.756]} \end{gathered}$ | $\begin{gathered} \hline 0.749 \\ {[0.740,0.756]} \end{gathered}$ | $\begin{gathered} \hline 0.744 \\ {[0.736,0.752]} \end{gathered}$ | $\begin{gathered} 0.748 \\ {[0.736,0.758]} \end{gathered}$ |
| Income (bottom 20\%) | $\begin{gathered} 0.625 \\ {[0.617,0.633]} \end{gathered}$ | $\begin{gathered} 0.625 \\ {[0.617,0.633]} \end{gathered}$ | $\begin{gathered} 0.619 \\ {[0.611,0.627]} \end{gathered}$ | $\begin{gathered} 0.625 \\ {[0.616,0.638]} \end{gathered}$ |
| Social benefits (top 20\%) | $\begin{gathered} 0.715 \\ {[0.708,0.722]} \end{gathered}$ | $\begin{gathered} 0.715 \\ {[0.707,0.721]} \end{gathered}$ | $\begin{gathered} 0.710 \\ {[0.702,0.717]} \end{gathered}$ | $\begin{gathered} 0.715 \\ {[0.700,0.721]} \end{gathered}$ |
| Criminal charges | $\begin{gathered} 0.751 \\ {[0.744,0.758]} \end{gathered}$ | $\begin{gathered} 0.751 \\ {[0.744,0.758]} \end{gathered}$ | $\begin{gathered} 0.747 \\ {[0.740,0.754]} \end{gathered}$ | $\begin{gathered} 0.751 \\ {[0.743,0.763]} \end{gathered}$ |
| Placement | $\begin{gathered} 0.809 \\ {[0.800,0.817]} \end{gathered}$ | $\begin{gathered} 0.809 \\ {[0.800,0.817]} \end{gathered}$ | $\begin{gathered} 0.802 \\ {[0.794,0.811]} \end{gathered}$ | $\begin{gathered} 0.811 \\ {[0.804,0.827]} \end{gathered}$ |
| Hospitalizations (top 20\%) | $\begin{gathered} 0.635 \\ {[0.627,0.643]} \end{gathered}$ | $\begin{gathered} 0.635 \\ {[0.627,0.643]} \end{gathered}$ | $\begin{gathered} 0.631 \\ {[0.623,0.639]} \end{gathered}$ | $\begin{gathered} 0.635 \\ {[0.632,0.654]} \end{gathered}$ |
| Psychiatric condition | $\begin{gathered} 0.636 \\ {[0.627,0.645]} \end{gathered}$ | $\begin{gathered} 0.636 \\ {[0.628,0.645]} \end{gathered}$ | $\begin{gathered} 0.632 \\ {[0.623,0.641]} \end{gathered}$ | $\begin{gathered} 0.637 \\ {[0.629,0.647]} \end{gathered}$ |
| Social burden (SB) indicator | $\begin{gathered} 0.740 \\ {[0.733,0.747]} \end{gathered}$ | $\begin{gathered} 0.740 \\ {[0.733,0.747]} \end{gathered}$ | $\begin{gathered} 0.736 \\ {[0.729,0.743]} \end{gathered}$ | $\begin{gathered} 0.742 \\ {[0.735,0.748]} \end{gathered}$ |
| $3+$ vs. fewer outcomes | $\begin{gathered} 0.751 \\ {[0.743,0.759]} \end{gathered}$ | $\begin{gathered} 0.751 \\ {[0.743,0.759]} \end{gathered}$ | $\begin{gathered} 0.745 \\ {[0.737,0.753]} \end{gathered}$ | $\begin{gathered} 0.752 \\ {[0.744,0.760]} \end{gathered}$ |
| $4+$ vs. fewer outcomes | $\begin{gathered} 0.778 \\ {[0.768,0.788]} \end{gathered}$ | $\begin{gathered} 0.778 \\ {[0.768,0.788]} \end{gathered}$ | $\begin{gathered} 0.772 \\ {[0.762,0.782]} \end{gathered}$ | $\begin{gathered} 0.778 \\ {[0.768,0.787]} \end{gathered}$ |
| $5+$ vs. fewer outcomes | $\begin{gathered} 0.809 \\ {[0.797,0.821]} \end{gathered}$ | $\begin{gathered} 0.809 \\ {[0.797,0.821]} \end{gathered}$ | $\begin{gathered} 0.802 \\ {[0.789,0.815]} \end{gathered}$ | $\begin{gathered} 0.811 \\ {[0.798,0.822]} \end{gathered}$ |
| $3+$ vs. 0 outcomes | $\begin{gathered} 0.796 \\ {[0.788,0.803]} \end{gathered}$ | $\begin{gathered} 0.796 \\ {[0.788,0.803]} \end{gathered}$ | $\begin{gathered} 0.788 \\ {[0.780,0.796]} \end{gathered}$ | $\begin{gathered} 0.797 \\ {[0.789,0.804]} \end{gathered}$ |
| $4+$ vs. 0 outcomes | $\begin{gathered} 0.833 \\ {[0.823,0.841]} \end{gathered}$ | $\begin{gathered} 0.833 \\ {[0.823,0.842]} \end{gathered}$ | $\begin{gathered} 0.823 \\ {[0.814,0.832]} \end{gathered}$ | $\begin{gathered} 0.832 \\ {[0.823,0.841]} \end{gathered}$ |
| $5+$ vs. 0 outcomes | $\begin{gathered} 0.869 \\ {[0.857,0.879]} \end{gathered}$ | $\begin{gathered} 0.869 \\ {[0.858,0.880]} \end{gathered}$ | $\begin{gathered} 0.860 \\ {[0.848,0.871]} \end{gathered}$ | $\begin{gathered} 0.869 \\ {[0.857,0.879]} \end{gathered}$ |
| Outcome | AUC (grid) |  |  |  |
|  | Logit | LASSO | RF | GB |
| Education (compulsory school only) | $\begin{gathered} \hline 0.748 \\ {[0.740,0.756]} \end{gathered}$ | $\begin{gathered} \hline 0.748 \\ {[0.739,0.755]} \end{gathered}$ | $\begin{gathered} \hline 0.742 \\ {[0.734,0.750]} \end{gathered}$ | $\begin{gathered} \hline 0.748 \\ {[0.734,0.756]} \end{gathered}$ |
| Income (bottom 20\%) | $\begin{gathered} 0.624 \\ {[0.616,0.632]} \end{gathered}$ | $\begin{gathered} 0.625 \\ {[0.616,0.632]} \end{gathered}$ | $\begin{gathered} 0.616 \\ {[0.608,0.624]} \end{gathered}$ | $\begin{gathered} 0.624 \\ {[0.616,0.638]} \end{gathered}$ |
| Social benefits (top 20\%) | $\begin{gathered} 0.714 \\ {[0.707,0.721]} \end{gathered}$ | $\begin{gathered} 0.714 \\ {[0.706,0.720]} \end{gathered}$ | $\begin{gathered} 0.708 \\ {[0.700,0.715]} \end{gathered}$ | $\begin{gathered} 0.714 \\ {[0.697,0.718]} \end{gathered}$ |
| Criminal charges | $\begin{gathered} 0.751 \\ {[0.744,0.758]} \end{gathered}$ | $\begin{gathered} 0.751 \\ {[0.743,0.757]} \end{gathered}$ | $\begin{gathered} 0.747 \\ {[0.740,0.754]} \end{gathered}$ | $\begin{gathered} 0.751 \\ {[0.744,0.764]} \end{gathered}$ |
| Placement | $\begin{gathered} 0.806 \\ {[0.798,0.815]} \end{gathered}$ | $\begin{gathered} 0.806 \\ {[0.797,0.814]} \end{gathered}$ | $\begin{gathered} 0.800 \\ {[0.792,0.809]} \end{gathered}$ | $\begin{gathered} 0.809 \\ {[0.801,0.825]} \end{gathered}$ |
| Hospitalizations (top 20\%) | $\begin{gathered} 0.634 \\ {[0.626,0.642]} \end{gathered}$ | $\begin{gathered} 0.635 \\ {[0.626,0.642]} \end{gathered}$ | $\begin{gathered} 0.631 \\ {[0.622,0.638]} \end{gathered}$ | $\begin{gathered} 0.635 \\ {[0.630,0.652]} \end{gathered}$ |
| Psychiatric condition | $\begin{gathered} 0.636 \\ {[0.627,0.645]} \end{gathered}$ | $\begin{gathered} 0.636 \\ {[0.627,0.645]} \end{gathered}$ | $\begin{gathered} 0.633 \\ {[0.624,0.641]} \end{gathered}$ | $\begin{gathered} 0.637 \\ {[0.629,0.646]} \end{gathered}$ |
| Social burden (SB) indicator | $\begin{gathered} 0.739 \\ {[0.732,0.746]} \end{gathered}$ | $\begin{gathered} 0.739 \\ {[0.732,0.745]} \end{gathered}$ | $\begin{gathered} 0.734 \\ {[0.726,0.741]} \end{gathered}$ | $\begin{gathered} 0.741 \\ {[0.733,0.747]} \end{gathered}$ |
| $3+$ vs. fewer outcomes | $\begin{gathered} 0.750 \\ {[0.742,0.758]} \end{gathered}$ | $\begin{gathered} 0.750 \\ {[0.742,0.758]} \end{gathered}$ | $\begin{gathered} 0.744 \\ {[0.736,0.752]} \end{gathered}$ | $\begin{gathered} 0.750 \\ {[0.742,0.758]} \end{gathered}$ |
| $4+$ vs. fewer outcomes | $\begin{gathered} 0.777 \\ {[0.767,0.787]} \end{gathered}$ | $\begin{gathered} 0.777 \\ {[0.767,0.786]} \end{gathered}$ | $\begin{gathered} 0.770 \\ {[0.760,0.780]} \end{gathered}$ | $\begin{gathered} 0.777 \\ {[0.767,0.786]} \end{gathered}$ |
| $5+$ vs. fewer outcomes | $\begin{gathered} 0.808 \\ {[0.796,0.819]} \end{gathered}$ | $\begin{gathered} 0.808 \\ {[0.795,0.819]} \end{gathered}$ | $\begin{gathered} 0.801 \\ {[0.789,0.813]} \end{gathered}$ | $\begin{gathered} 0.810 \\ {[0.797,0.821]} \end{gathered}$ |
| $3+$ vs. 0 outcomes | $\begin{gathered} 0.794 \\ {[0.786,0.802]} \end{gathered}$ | $\begin{gathered} 0.794 \\ {[0.786,0.802]} \end{gathered}$ | $\begin{gathered} 0.786 \\ {[0.778,0.794]} \end{gathered}$ | $\begin{gathered} 0.794 \\ {[0.786,0.802]} \end{gathered}$ |
| $4+$ vs. 0 outcomes | $\begin{gathered} 0.832 \\ {[0.823,0.841]} \end{gathered}$ | $\begin{gathered} 0.832 \\ {[0.823,0.841]} \end{gathered}$ | $\begin{gathered} 0.822 \\ {[0.812,0.831]} \end{gathered}$ | $\begin{gathered} 0.830 \\ {[0.821,0.840]} \end{gathered}$ |
| $5+$ vs. 0 outcomes | $\begin{gathered} 0.867 \\ {[0.855,0.877]} \end{gathered}$ | $\begin{gathered} 0.867 \\ {[0.855,0.878]} \end{gathered}$ | $\begin{gathered} 0.856 \\ {[0.844,0.868]} \end{gathered}$ | $\begin{gathered} 0.867 \\ {[0.856,0.878]} \end{gathered}$ |

Notes: Comparison of estimates from various methods. AUC (direct) comes from directly tuning the models with respect to AUC maximization. AUC (grid) first tunes the models over grid of $20 \beta$ values with respect to TPR maximization. The AUC is then constructed from the optimal TPR values. AUC (grid) may be larger than AUC (direct) because the models are fine-tuned along the ROC curve. However, AUC (grid) may also be smaller than AUC (direct) because of approximating a concave function with a finite grid. Brackets contain $95 \%$ confidence intervals based on 2,000 bootstrap samples from the test data, keeping the prediction function fixed.

## Appendix

## A Derivation of the expected benefit $B(T, \beta)$

This section shows that the expected benefit $B(T, \beta)=(\operatorname{Pr}(Y=1 \mid \beta=0)-\operatorname{Pr}(Y=1 \mid$ $\beta$ )) Cost $_{\text {Outcome }}$ can be written as

$$
\begin{equation*}
B(T, \beta)=\alpha \operatorname{Pr}(T=1 \mid R=1, \beta) \bar{\delta} \text { Cost }_{\text {Outcome }} . \tag{A.1}
\end{equation*}
$$

First, note that $\operatorname{Pr}(Y=1 \mid \beta)$ can be rewritten as follows, where we only condition on $\beta$ if the expression depends on it:

$$
\operatorname{Pr}(Y=1 \mid \beta)=\operatorname{Pr}(R=1) \operatorname{Pr}(Y=1 \mid R=1, \beta)+\operatorname{Pr}(R=0) \operatorname{Pr}(Y=1 \mid R=0) .
$$

Because of $\operatorname{Pr}(R=1)=\alpha$ and the assumption that $\operatorname{Pr}(Y=1 \mid R=0)=0$, it follows that

$$
\operatorname{Pr}(Y=1 \mid \beta)=\alpha \operatorname{Pr}(Y=1 \mid R=1, \beta) .
$$

Expanding this yields

$$
\begin{align*}
\operatorname{Pr}(Y=1 \mid \beta) & =\alpha[\operatorname{Pr}(T=1 \mid R=1, \beta) \operatorname{Pr}(Y=1 \mid R=1, T=1) \\
& +\operatorname{Pr}(T=0 \mid R=1, \beta) \operatorname{Pr}(Y=1 \mid R=1, T=0)] . \tag{A.2}
\end{align*}
$$

For $\beta=0$, note that $\operatorname{Pr}(T=1 \mid R=1, \beta=0)=0$ and $\operatorname{Pr}(T=0 \mid R=1, \beta=0)=1$. Moreover, by assumption, $\operatorname{Pr}(Y=1 \mid R=1, T=0)=1$. Hence, it follows from equation A. 2 that

$$
\begin{equation*}
\operatorname{Pr}(Y=1 \mid \beta=0)=\alpha \tag{A.3}
\end{equation*}
$$

For general $\beta$, we proceed by subtracting and adding $\operatorname{Pr}(T=1 \mid R=1, \beta) \operatorname{Pr}(Y=1 \mid R=$ $1, T=0$ ) to the right hand side of equation A.2,

$$
\begin{aligned}
& \operatorname{Pr}(Y=1 \mid \beta) \\
& =\alpha[\operatorname{Pr}(T=1 \mid R=1, \beta)[\operatorname{Pr}(Y=1 \mid R=1, T=1)-\operatorname{Pr}(Y=1 \mid R=1, T=0)] \\
& \quad+[\operatorname{Pr}(T=0 \mid R=1, \beta)+\operatorname{Pr}(T=1 \mid R=1, \beta)] \operatorname{Pr}(Y=1 \mid R=1, T=0)] \\
& =\alpha[\operatorname{Pr}(T=1 \mid R=1, \beta)[\operatorname{Pr}(Y=1 \mid R=1, T=1)-\operatorname{Pr}(Y=1 \mid R=1, T=0)] \\
& \quad+\operatorname{Pr}(Y=1 \mid R=1, T=0)] .
\end{aligned}
$$

Because $\operatorname{Pr}(Y=1 \mid R=1, T=0)=1$,

$$
\begin{align*}
\operatorname{Pr}(Y=1 \mid \beta) & =\alpha[\operatorname{Pr}(T=1 \mid R=1, \beta)[\operatorname{Pr}(Y=1 \mid R=1, T=1)-1]+1]  \tag{A.4}\\
& =\alpha \operatorname{Pr}(T=1 \mid R=1, \beta)[\operatorname{Pr}(Y=1 \mid R=1, T=1)-1]+\alpha
\end{align*}
$$

Combining equations A. 3 and A.4, we can see that the expected benefit $B(T, \beta)$ of the intervention is

$$
\begin{aligned}
B(T, \beta) & =(\operatorname{Pr}(Y=1 \mid \beta=0)-\operatorname{Pr}(Y=1 \mid \beta)) \text { Cost }_{\text {Outcome }} \\
& =\alpha \operatorname{Pr}(T=1 \mid R=1, \beta)[1-\operatorname{Pr}(Y=1 \mid R=1, T=1)] \text { Cost }_{\text {Outcome }} .
\end{aligned}
$$

Note that $\operatorname{Pr}(Y=1 \mid R=1, T=1)$ depends on $\theta$, the susceptibility to treatment.

$$
\begin{aligned}
\operatorname{Pr}(Y=1 \mid R=1, T=1) & =\int \operatorname{Pr}(Y=1 \mid R=1, T=1, \theta) f(\theta \mid R=1, T=1) d \theta \\
& =\int 1-\delta(\theta) f(\theta \mid R=1, T=1) d \theta .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
B(T, \beta)=\alpha \operatorname{Pr}(T=1 \mid R=1, \beta) \int \delta(\theta) f(\theta \mid R=1, T=1) d \theta \text { Cost }_{\text {Outcomer }} \tag{A.5}
\end{equation*}
$$

where $\theta$ is the susceptibility to treatment. Equation A. 5 shows that in order to maximize the expected benefit of the intervention, the treatment $(T(X)$ ) should be administered in such a way that, first, the probability that at-risk children receive it is as large as possible $(\operatorname{Pr}(T=1 \mid R=1, \beta))$, i.e. the intervention should be targeted at at-risk children. Second, among at-risk children, treatment should be given to those with the largest susceptibility $\theta$ and thus the largest reduction in the outcome probability in response to the intervention $(\delta(\theta))$. In practice, however, the treatment susceptibility $\theta$ is typically unknown. We therefore make the simplifying assumption that the benefit of the intervention is constant across at-risk children such that $\delta(\theta)=\bar{\delta}$ :

$$
\begin{equation*}
B(T, \beta)=\alpha \operatorname{Pr}(T=1 \mid R=1, \beta) \bar{\delta} \operatorname{Cost}_{\text {Outcome }} . \tag{A.6}
\end{equation*}
$$

## B Derivation of the false positive rate $F P R(\beta)$

First, use Bayes' rule to write

$$
\begin{aligned}
\operatorname{FPR}(\beta) & =\operatorname{Pr}(T=1 \mid R=0, \beta) \\
& =\frac{\operatorname{Pr}(R=0 \mid T=1, \beta) \operatorname{Pr}(T=1)}{\operatorname{Pr}(R=0)} .
\end{aligned}
$$

Since $\operatorname{Pr}(T=1)=\beta$ and $\operatorname{Pr}(R=0)=1-\operatorname{Pr}(R=1)=1-\alpha$, we get

$$
\begin{aligned}
F P R(\beta) & =\frac{\operatorname{Pr}(R=0 \mid T=1, \beta) \beta}{1-\alpha} \\
& =\frac{(1-\operatorname{Pr}(R=1 \mid T=1, \beta)) \beta}{1-\alpha}
\end{aligned}
$$

Finally, we use that $\operatorname{TPR}(\beta)=\operatorname{Pr}(R=1 \mid T=1, \beta) \beta / \alpha$ (see Section 3.2):

$$
\begin{aligned}
\operatorname{FPR}(\beta) & =\frac{(1-(\alpha / \beta) \operatorname{TPR}(\beta)) \beta}{1-\alpha} \\
& =\frac{\beta-\alpha \operatorname{TPR}(\beta)}{1-\alpha}
\end{aligned}
$$

## C Optimal machine learning tuning parameters

## C. 1 LASSO

We implement the LASSO using the glmnet package in R (Friedman et al. 2010) and specify the following parameters:

| Parameter | Description | Values |
| :--- | :--- | ---: |
| lambda | LASSO penalty | $0.15 \times 0.9^{x}$ for $x$ in $[0,1,2, \ldots, 149]$ |
| alpha | Elastic net mixing parameter. |  |
| alpha $=1$ yields the LASSO model. | 1 |  |

Parameters not mentioned in the table are left at their default value. We determine the optimal values for lambda using 8 -fold cross-validation. The table below present the results of the tuning (all numbers are multiplied by 10,000 to enhance readability).

Table C.1: lambda
$\left.\begin{array}{lrrrrrrrrrr}\hline \text { Metric } & \text { Education } & \text { Income } & \begin{array}{c}\text { Social } \\ \text { benefits }\end{array} & \begin{array}{c}\text { Criminal } \\ \text { charges }\end{array} & \text { Placement } & \begin{array}{c}\text { Hospitali- } \\ \text { zations }\end{array} & \begin{array}{c}\text { Psychiatric } \\ \text { condition }\end{array} & \begin{array}{c}\text { SB } \\ \text { indicator }\end{array} & \begin{array}{c}\text { At least 3 } \\ \text { vs. fewer }\end{array} & \begin{array}{c}\text { At least 4 } \\ \text { vs. fewer }\end{array} \\ \hline \text { TPR }=0.05 & 4.108 & 17.959 & 9.544 & 2.995 & 1.289 & 3.328 & 0.001 & 2.696 & 0.029 & 1.160 \\ \text { At least } 5 \\ \text { vs. fewer }\end{array}\right]$

## C. 2 Random Forest

We implement the Random Forest using the ranger package in $R$ (Wright and Ziegler 2017) and specify the following parameters:

| Parameter | Description | Values |
| :--- | :--- | ---: |
| min.node.size | Minimum node size | $5,10,20,50,100,200,400,1000,2000,4000,8000$ |
| mtry | Fraction of random predictors used | $0.01,0.03,0.05,0.1,0.2,0.3$ |
| replace | Bootstrap training data | False |
| num.trees | Number of trees | 500 |

Parameters not mentioned in the table are left at their default value. We determine the optimal values for min.node.size and mtry using 8 -fold cross-validation. The tables below present the results of the tuning.

Table C.2: min.node.size

| Metric | Education | Income | Social benefits | Criminal charges | Placement | Hospitalizations | Psychiatric condition | SB <br> indicator | At least 3 vs. fewer | At least 4 vs. fewer | At least 5 vs. fewer |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TPR $=0.05$ | 50 | 200 | 100 | 50 | 5 | 400 | 200 | 50 | 10 | 20 | 20 |
| TPR $=0.1$ | 200 | 100 | 10 | 400 | 5 | 200 | 100 | 20 | 20 | 50 | 50 |
| TPR $=0.15$ | 50 | 5 | 100 | 50 | 5 | 1000 | 100 | 20 | 50 | 20 | 20 |
| TPR $=0.2$ | 200 | 50 | 20 | 200 | 5 | 50 | 100 | 10 | 10 | 10 | 20 |
| TPR $=0.25$ | 10 | 400 | 50 | 400 | 20 | 100 | 20 | 20 | 20 | 20 | 50 |
| TPR $=0.3$ | 100 | 400 | 50 | 200 | 20 | 200 | 100 | 20 | 5 | 200 | 100 |
| TPR $=0.35$ | 50 | 100 | 50 | 200 | 20 | 1000 | 200 | 20 | 50 | 50 | 100 |
| TPR $=0.4$ | 100 | 100 | 50 | 400 | 20 | 400 | 400 | 10 | 20 | 5 | 200 |
| TPR $=0.45$ | 20 | 200 | 20 | 2000 | 10 | 200 | 200 | 10 | 50 | 100 | 50 |
| TPR $=0.5$ | 20 | 100 | 10 | 1000 | 10 | 400 | 400 | 20 | 10 | 100 | 400 |
| TPR $=0.55$ | 200 | 400 | 20 | 1000 | 10 | 400 | 400 | 20 | 10 | 100 | 100 |
| TPR $=0.6$ | 400 | 1000 | 20 | 400 | 5 | 400 | 2000 | 5 | 400 | 400 | 400 |
| TPR $=0.65$ | 200 | 200 | 200 | 8000 | 5 | 100 | 1000 | 5 | 400 | 1000 | 1000 |
| TPR $=0.7$ | 200 | 200 | 400 | 200 | 100 | 50 | 1000 | 20 | 400 | 400 | 1000 |
| TPR $=0.75$ | 200 | 200 | 100 | 400 | 200 | 100 | 400 | 10 | 400 | 1000 | 8000 |
| TPR $=0.8$ | 8000 | 400 | 1000 | 200 | 8000 | 400 | 400 | 400 | 400 | 4000 | 8000 |
| TPR $=0.85$ | 2000 | 400 | 4000 | 200 | 8000 | 400 | 2000 | 2000 | 4000 | 4000 | 8000 |
| TPR $=0.9$ | 8000 | 50 | 4000 | 2000 | 8000 | 2000 | 200 | 8000 | 8000 | 8000 | 5 |
| TPR $=0.95$ | 4000 | 20 | 1000 | 8000 | 2000 | 2000 | 20 | 8000 | 8000 | 20 | 8000 |
| AUC | 100 | 200 | 50 | 200 | 10 | 400 | 400 | 20 | 10 | 10 | 100 |

Table C.3: mtry
\(\left.$$
\begin{array}{lrrrrrrrrrr}\hline \text { Metric } & \text { Education } & \text { Income } & \begin{array}{c}\text { Social } \\
\text { benefits }\end{array} & \begin{array}{c}\text { Criminal } \\
\text { charges }\end{array} & \text { Placement } & \begin{array}{c}\text { Hospitali- } \\
\text { zations }\end{array} & \begin{array}{c}\text { Psychiatric } \\
\text { condition }\end{array} & \begin{array}{c}\text { SB } \\
\text { indicator }\end{array} & \begin{array}{c}\text { At least 3 } \\
\text { vs. fewer }\end{array} & \begin{array}{c}\text { At least 4 } \\
\text { vs. fewer }\end{array}
$$ <br>
\hline TPR=0.05 \& 0.05 \& 0.05 \& 0.03 \& 0.20 \& 0.10 \& 0.30 \& 0.03 \& 0.03 \& 0.03 \& 0.01 <br>
At least 5 <br>

vs. fewer\end{array}\right]\)| 0.01 |
| :--- |
| TPR $=0.1$ |

## C. 3 Gradient Boosting

We implement the Gradient Boosting using the XGBoost package in R (Chen and Guestrin 2016) and specify the following parameters:

| Parameter | Description | Values |
| :--- | :--- | ---: |
| eta | Shrinkage step size | 0.01 |
| subsample | Fraction of random observations used | $0.1,0.3,0.5,0.7$ |
| colsample_bytree | Fraction of random predictors used | $0.5,0.75,1.0$ |
| max_depth | Maximum depth of tree | $1,2,4,6,8$ |
| nrounds | Number of trees | $1000,1500,2000,2500,3000,3500$ |

Parameters not mentioned in the table are left at their default value. We determine the optimal values for subsample, max_depth, colsample_bytree and nrounds using 8 -fold cross-validation. The tables below present the results of the tuning.

Table C.4: subsample

| Metric | Education | Income | Social benefits | Criminal charges | Placement | Hospitalizations | Psychiatric condition | SB indicator | At least 3 vs. fewer | At least 4 vs. fewer | At least 5 vs. fewer |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TPR $=0.05$ | 0.3 | 0.7 | 0.1 | 0.3 | 0.3 | 0.1 | 0.3 | 0.5 | 0.7 | 0.7 | 0.7 |
| TPR $=0.1$ | 0.3 | 0.7 | 0.1 | 0.1 | 0.3 | 0.7 | 0.3 | 0.3 | 0.1 | 0.1 | 0.7 |
| TPR $=0.15$ | -0.5 | 0.5 | 0.5 | 0.1 | 0.5 | 0.7 | 0.3 | 0.5 | 0.1 | 0.5 | 0.5 |
| $\mathrm{TPR}=0.2$ | 0.3 | 0.1 | 0.3 | 0.1 | 0.7 | 0.1 | 0.7 | 0.3 | 0.1 | 0.3 | 0.5 |
| TPR $=0.25$ | - 0.1 | 0.5 | 0.5 | 0.1 | 0.3 | 0.1 | 0.1 | 0.3 | 0.3 | 0.3 | 0.5 |
| $\mathrm{TPR}=0.3$ | 0.1 | 0.1 | 0.5 | 0.3 | 0.7 | 0.3 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 |
| TPR $=0.35$ | - 0.3 | 0.1 | 0.7 | 0.5 | 0.3 | 0.1 | 0.5 | 0.5 | 0.1 | 0.3 | 0.3 |
| TPR $=0.4$ | 0.3 | 0.1 | 0.7 | 0.3 | 0.5 | 0.1 | 0.7 | 0.3 | 0.3 | 0.5 | 0.5 |
| TPR $=0.45$ | - 0.1 | 0.1 | 0.3 | 0.7 | 0.3 | 0.3 | 0.5 | 0.5 | 0.1 | 0.5 | 0.5 |
| $\mathrm{TPR}=0.5$ | 0.3 | 0.5 | 0.5 | 0.7 | 0.3 | 0.3 | 0.7 | 0.1 | 0.3 | 0.1 | 0.5 |
| $\mathrm{TPR}=0.55$ | - 0.5 | 0.1 | 0.7 | 0.7 | 0.3 | 0.7 | 0.3 | 0.3 | 0.3 | 0.1 | 0.3 |
| TPR $=0.6$ | 0.5 | 0.7 | 0.3 | 0.7 | 0.1 | 0.5 | 0.3 | 0.3 | 0.3 | 0.3 | 0.1 |
| TPR $=0.65$ | -0.3 | 0.3 | 0.3 | 0.7 | 0.5 | 0.1 | 0.3 | 0.3 | 0.1 | 0.3 | 0.3 |
| $\mathrm{TPR}=0.7$ | 0.3 | 0.5 | 0.3 | 0.5 | 0.7 | 0.7 | 0.3 | 0.7 | 0.3 | 0.5 | 0.7 |
| TPR $=0.75$ | - 0.7 | 0.3 | 0.3 | 0.5 | 0.7 | 0.5 | 0.3 | 0.5 | 0.3 | 0.7 | 0.5 |
| TPR $=0.8$ | 0.5 | 0.1 | 0.5 | 0.7 | 0.1 | 0.7 | 0.3 | 0.1 | 0.3 | 0.5 | 0.7 |
| TPR $=0.85$ | - 0.3 | 0.1 | 0.3 | 0.5 | 0.3 | 0.5 | 0.7 | 0.1 | 0.1 | 0.3 | 0.7 |
| TPR $=0.9$ | 0.5 | 0.1 | 0.1 | 0.3 | 0.7 | 0.5 | 0.7 | 0.7 | 0.5 | 0.7 | 0.1 |
| TPR $=0.95$ | - 0.7 | 0.1 | 0.3 | 0.1 | 0.7 | 0.5 | 0.5 | 0.7 | 0.7 | 0.3 | 0.7 |
| AUC | 0.5 | 0.1 | 0.5 | 0.3 | 0.3 | 0.7 | 0.5 | 0.3 | 0.1 | 0.5 | 0.5 |

Table C.5: max_depth

| Metric E | Education | Income | Social benefits | Criminal charges | Placement | Hospitalizations | Psychiatric condition | $\begin{gathered} \text { SB } \\ \text { indicator } \end{gathered}$ | At least 3 vs. fewer | At least 4 vs. fewer | At least 5 vs. fewer |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TPR $=0.05$ | 2 | 2 | 6 | 4 | 6 | 4 | 4 | 2 | 4 | 2 | 2 |
| TPR $=0.1$ | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 |  | 4 | 4 |
| TPR $=0.15$ | 6 | 4 | 6 | 2 | 8 | 2 | 4 | 6 | 4 | 4 | 4 |
| TPR $=0.2$ | 2 | 2 | 4 | 4 | 2 | 2 | 2 | 6 | 4 | 4 | 4 |
| TPR $=0.25$ | 2 | 4 | 8 | 2 | 6 | 1 | 4 | 4 | 4 | 2 | 4 |
| TPR $=0.3$ | 6 | 4 | 4 | 6 | 4 | 4 | 6 | 2 | 4 | 4 | 4 |
| TPR $=0.35$ | 4 | 2 | 4 | 4 | 4 | 2 | 2 | 4 | 4 | 6 | 4 |
| TPR $=0.4$ | 4 | 6 | 6 | 6 | 6 | 2 | 6 | 4 | 4 | 4 | 4 |
| TPR $=0.45$ | 4 | 4 | 6 | 4 | 4 | 4 | 4 | 6 | 4 | 4 | 4 |
| TPR $=0.5$ | 2 | 4 | 4 | 2 | 4 | 4 | 6 | 4 | 6 | 4 | 4 |
| TPR $=0.55$ | 2 | 4 | 6 | 4 | 6 | 2 | 4 | 6 | 4 | 4 | 4 |
| TPR $=0.6$ | 4 | 2 | 4 | 2 | 4 | 4 | 2 | 6 | 8 | 4 | 2 |
| TPR $=0.65$ | 6 | 6 | 4 | 2 | 4 | 4 | 2 | 6 | 4 | 4 | 4 |
| TPR $=0.7$ | 6 | 2 | 4 | 1 | 2 | 2 | 4 | 4 | 4 | 6 | 2 |
| TPR $=0.75$ | 4 | 2 | 2 | 4 | 4 | 2 | 4 | 6 | 4 | 8 | 2 |
| TPR $=0.8$ | 4 | 2 | 6 | 4 | 4 | 1 | 4 | 4 | 6 | 6 | 2 |
| TPR $=0.85$ | 4 | 2 | 6 | 4 | 4 | 2 | 2 | 4 | 4 | 8 | 4 |
| TPR $=0.9$ | 2 | 6 | 4 | 6 | 4 | 2 | 2 | 4 | 4 | 4 | 6 |
| TPR $=0.95$ | - 4 | 6 | 2 | 2 | 6 | 4 | 2 | 8 | 6 | 6 | 2 |
| AUC | 4 | 2 | 6 | 4 | 4 | 2 | 4 | 4 | 4 | 4 | 2 |

Table C.6: colsample_bytree

| Metric | Education | Income | Social benefits | Criminal charges | Placement | Hospitalizations | Psychiatric condition | SB <br> indicator | At least 3 vs. fewer | At least 4 vs. fewer | At least 5 vs. fewer |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TPR $=0.05$ | 0.50 | 0.75 | 0.75 | 0.50 | 0.75 | 0.75 | 0.50 | 1.00 | 0.75 | 0.50 | 0.50 |
| TPR $=0.1$ | 1.00 | 0.50 | 0.50 | 0.75 | 1.00 | 0.75 | 0.75 | 1.00 | 0.50 | 1.00 | 0.75 |
| $\mathrm{TPR}=0.15$ | 0.50 | 0.50 | 0.50 | 0.75 | 0.50 | 0.50 | 0.75 | 0.50 | 0.75 | 0.50 | 0.50 |
| TPR $=0.2$ | 0.50 | 0.50 | 0.75 | 0.50 | 1.00 | 0.75 | 1.00 | 0.75 | 0.75 | 0.50 | 1.00 |
| $\mathrm{TPR}=0.25$ | 0.75 | 0.50 | 0.50 | 0.50 | 1.00 | 0.75 | 0.75 | 0.50 | 0.75 | 1.00 | 0.50 |
| $\mathrm{TPR}=0.3$ | 0.50 | 0.75 | 0.50 | 1.00 | 0.50 | 0.75 | 0.50 | 0.75 | 1.00 | 0.50 | 0.50 |
| $\mathrm{TPR}=0.35$ | 0.75 | 0.50 | 0.50 | 0.75 | 0.50 | 0.50 | 0.50 | 0.75 | 0.75 | 0.50 | 0.50 |
| $\mathrm{TPR}=0.4$ | 0.50 | 0.50 | 0.50 | 0.50 | 0.75 | 0.50 | 0.50 | 1.00 | 1.00 | 1.00 | 1.00 |
| TPR $=0.45$ | -1.00 | 0.50 | 0.75 | 0.75 | 0.75 | 1.00 | 1.00 | 0.50 | 0.75 | 0.50 | 0.50 |
| TPR $=0.5$ | 0.75 | 0.50 | 0.75 | 0.75 | 0.75 | 1.00 | 1.00 | 1.00 | 0.50 | 1.00 | 0.50 |
| $\mathrm{TPR}=0.55$ | 0.50 | 0.50 | 0.50 | 0.50 | 0.75 | 0.50 | 1.00 | 0.50 | 0.50 | 0.75 | 0.50 |
| $\mathrm{TPR}=0.6$ | 0.50 | 1.00 | 0.75 | 0.75 | 0.50 | 0.50 | 0.50 | 0.50 | 0.75 | 0.75 | 0.75 |
| TPR $=0.65$ | 1.00 | 0.50 | 0.75 | 0.50 | 0.75 | 0.75 | 0.50 | 0.75 | 0.75 | 0.50 | 0.75 |
| TPR $=0.7$ | 0.50 | 0.75 | 1.00 | 1.00 | 0.75 | 0.75 | 1.00 | 0.50 | 0.50 | 0.75 | 0.75 |
| TPR $=0.75$ | - 0.50 | 0.50 | 0.50 | 1.00 | 0.75 | 1.00 | 0.50 | 0.50 | 0.50 | 0.50 | 0.75 |
| $\mathrm{TPR}=0.8$ | 0.50 | 1.00 | 0.50 | 0.50 | 1.00 | 1.00 | 0.75 | 0.50 | 0.50 | 0.75 | 0.75 |
| $\mathrm{TPR}=0.85$ | 1.00 | 0.75 | 0.50 | 1.00 | 1.00 | 0.75 | 1.00 | 0.50 | 0.75 | 0.50 | 0.50 |
| TPR $=0.9$ | 0.50 | 0.50 | 0.75 | 0.75 | 0.75 | 0.75 | 0.50 | 0.75 | 0.75 | 1.00 | 0.50 |
| TPR $=0.95$ | 0.75 | 0.50 | 0.50 | 1.00 | 0.50 | 0.75 | 0.50 | 0.50 | 1.00 | 0.50 | 1.00 |
| AUC | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.50 | 0.75 | 0.50 | 0.50 |

Table C.7: nrounds

| Metric | Education | Income | Social benefits | Criminal charges | Placement | Hospitalizations | Psychiatric condition | SB <br> indicator | At least 3 vs. fewer | At least 4 vs. fewer | At least 5 vs. fewer |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TPR $=0.05$ | 3500 | 3000 | 1000 | 1000 | 1500 | 1500 | 1500 | 2500 | 1500 | 3000 | 3000 |
| TPR $=0.1$ | 1500 | 1500 | 2000 | 1500 | 1500 | 1000 | 2500 | 3500 | 2000 | 2000 | 2000 |
| TPR $=0.15$ | 1500 | 1500 | 1000 | 1500 | 1000 | 3500 | 1500 | 2000 | 2000 | 2000 | 2000 |
| $\mathrm{TPR}=0.2$ | 3500 | 3000 | 2500 | 1000 | 3500 | 3500 | 2500 | 2000 | 2000 | 2000 | 2000 |
| $\mathrm{TPR}=0.25$ | 3500 | 1500 | 1000 | 3500 | 1000 | 3000 | 1000 | 3000 | 2500 | 3000 | 1500 |
| $\mathrm{TPR}=0.3$ | 1000 | 2000 | 2500 | 1000 | 2500 | 2000 | 1000 | 3500 | 3500 | 2500 | 2000 |
| $\mathrm{TPR}=0.35$ | 3000 | 2000 | 2000 | 1500 | 3500 | 3500 | 3000 | 1500 | 2500 | 2000 | 2000 |
| TPR $=0.4$ | 1500 | 2000 | 1000 | 1000 | 1500 | 1500 | 1000 | 2000 | 3000 | 1500 | 1500 |
| TPR $=0.45$ | 2000 | 1000 | 1500 | 1500 | 2000 | 1500 | 2500 | 1500 | 2500 | 2000 | 2000 |
| $\mathrm{TPR}=0.5$ | 3500 | 2000 | 2000 | 3000 | 3500 | 1000 | 1000 | 2500 | 1500 | 3000 | 2000 |
| $\mathrm{TPR}=0.55$ | 2500 | 1000 | 1000 | 2000 | 1000 | 2500 | 1500 | 1000 | 3000 | 3500 | 2500 |
| TPR $=0.6$ | 1500 | 3500 | 3000 | 3500 | 3000 | 2500 | 3000 | 1000 | 1000 | 2000 | 3500 |
| $\mathrm{TPR}=0.65$ | 1500 | 1000 | 2500 | 3500 | 2500 | 1000 | 3500 | 1000 | 1500 | 2500 | 1500 |
| $\mathrm{TPR}=0.7$ | 1500 | 3000 | 1500 | 3500 | 2500 | 1000 | 2000 | 1500 | 3000 | 1000 | 3000 |
| $\mathrm{TPR}=0.75$ | 1500 | 3500 | 3500 | 3500 | 1000 | 1500 | 2500 | 1500 | 2500 | 1000 | 3500 |
| $\mathrm{TPR}=0.8$ | 3000 | 3000 | 2000 | 3000 | 3500 | 3000 | 2500 | 2500 | 1500 | 1000 | 3500 |
| TPR $=0.85$ | 3000 | 3500 | 1000 | 1500 | 3500 | 3500 | 3500 | 2500 | 3000 | 1000 | 2000 |
| TPR $=0.9$ | 1500 | 2000 | 1500 | 1000 | 1000 | 2000 | 2500 | 2000 | 3000 | 1500 | 1000 |
| $\mathrm{TPR}=0.95$ | 1500 | 1000 | 3500 | 2000 | 3500 | 1500 | 3000 | 1000 | 2500 | 2500 | 3000 |
| AUC | 2000 | 3500 | 1000 | 1500 | 2500 | 3000 | 1000 | 2500 | 2000 | 2000 | 3500 |

## D Tables

Table D.1: Overview of outcomes

| Outcome | Prevalence (\%) | Data source |
| :--- | :--- | :--- | | Description |
| :--- |

Table D.2: Factor loadings

| Outcome | Loading | $95 \%$ confidence interval |
| :--- | :---: | ---: |
| Education (compulsory school only) | 1.00 | - |
| Social benefits (top 20\%) | 1.38 | $[1.36-1.40]$ |
| Criminal charges | 0.73 | $[0.72-0.75]$ |
| Placement | 0.80 | $[0.79-0.81]$ |
| Income (bottom 20\%) | 0.75 | $[0.73-0.76]$ |
| Hospitalizations (top 20\%) | 0.60 | $[0.59-0.62]$ |
| Psychiatric condition | 0.93 | $[0.91-0.94]$ |
| Measures of fit: |  | 4028.7 (p-value: 0.00$)$ |
| $\chi^{2}$ (N=149,755, df=14) | $0.044,90 \%$ CI: $[0.043,0.045]$ |  |
| RMSEA | 0.963 |  |
| CFI | 0.945 |  |
| TLI |  |  |

Notes: This table shows factor loadings and measures of fit from the confirmatory factor analysis with a single factor underlying all 7 outcomes. The loading for education is normalized to 1 .

Table D.3: Overview of predictors

| Predictor | Data source | Description |
| :---: | :---: | :---: |
| Sex | Birth register (FTDB) | Sex at birth. |
| Nationality | Population register (BEF) | Non-Danish persons are individuals who have no parent that is both Danish citizen and born in Denmark. Depending on whether they are born in Denmark or abroad, they are descendants or immigrants, respectively. Measured in the year after birth. |
| Birth month | Birth register (FTDB) | Born in January, February etc. |
| Birth order | Birth register (FTDB) | Number of children previously born to the same mother plus 1. |
| Income | Income register (IND) | Mother's/father's average income in the three years before the child's year of birth. |
| Wealth | Income register (IND) | Mother's/father's average wealth in the three years before the child's year of birth. |
| Education | Education register (UDDA) | Mother's/father's highest education (including ongoing education) as of October 1 in the year before the child's year of birth. Levels: master's degree/PhD (2-5 years); bachelor's degree (e.g., economics and business administration; 3 years) / vocational bachelor's degree (e.g. nurse, primary education teacher; 2-4 years); short cycle higher education (e.g., information technologist, real estate agent; 1-2 years); high school (3 years); vocational education and training (e.g., carpenter, electrician; ca. 4 years); compulsory schooling (9 years) |
| Occupation | Employment register - Persons (IDAP) | Mother's/father's occupation in the year before the child's year of birth. |
| Working hours | Employment register - Spells (IDAN) | Mother's/father's working hours in main employment in the year before the child's year of birth. |
| Age | Population register (BEF) | Mother's/father's age at the time of birth. |
| Marital status | Households and families (FAIN) | Mother's/father's marital status at the beginning of the child's year of birth. |
| Hospitalizations | National inpatient register (LPR) | Mother's/father's hospitalizations in the 5 years before the child's year of birth. Excludes visits related to pregnancy and child birth <br> (ICD-8-codes starting with "Y6" and with " 63 ", " 64 ", " 65 ", " 66 ", " 67 ", " 76 ", "77"). |
| Placements | Placement register (BUO) | Mother's/father's days spent in placement as a child. |
| Criminal charges | Preliminary criminal charges (KRSI) | Mother's/father's criminal charges between January 1, 1980 and the child's day of birth. Excludes traffic-related charges. |

Table D.4: Descriptive statistics - Predictors

| Predictor | Mean | Std.dev. |
| :---: | :---: | :---: |
| Nationality |  |  |
| Non-Danish | 0.010 | 0.098 |
| Danish | 0.983 | 0.131 |
| Sex |  |  |
| Female | 0.485 | 0.500 |
| Male | 0.515 | 0.500 |
| Birth month |  |  |
| January | 0.075 | 0.264 |
| February | 0.075 | 0.263 |
| March | 0.087 | 0.283 |
| April | 0.091 | 0.287 |
| May | 0.090 | 0.286 |
| June | 0.088 | 0.283 |
| July | 0.091 | 0.287 |
| August | 0.087 | 0.282 |
| September | 0.086 | 0.280 |
| October | 0.080 | 0.272 |
| November | 0.075 | 0.263 |
| December | 0.075 | 0.264 |
| Birth order |  |  |
| 1 | 0.450 | 0.497 |
| 2 | 0.374 | 0.484 |
| 3 | 0.133 | 0.340 |
| 4 | 0.032 | 0.176 |
| 5+ | 0.011 | 0.104 |
| Income |  |  |
| Father: 1st decile | 0.100 | 0.300 |
| Father: 2nd decile | 0.100 | 0.300 |
| Father: 3rd decile | 0.100 | 0.300 |
| Father: 4th decile | 0.100 | 0.300 |
| Father: 5th decile | 0.100 | 0.300 |
| Father: 6th decile | 0.100 | 0.300 |
| Father: 7th decile | 0.100 | 0.300 |
| Father: 8th decile | 0.100 | 0.300 |
| Father: 9th decile | 0.100 | 0.300 |
| Father: 10th decile | 0.100 | 0.300 |
| Mother: 1st decile | 0.100 | 0.300 |
| Mother: 2nd decile | 0.100 | 0.300 |
| Mother: 3rd decile | 0.100 | 0.300 |
| Mother: 4th decile | 0.100 | 0.300 |
| Mother: 5th decile | 0.100 | 0.300 |
| Mother: 6th decile | 0.100 | 0.300 |
| Mother: 7th decile | 0.100 | 0.300 |
| Mother: 8th decile | 0.100 | 0.300 |
| Mother: 9th decile | 0.100 | 0.300 |
| Mother: 10th decile | 0.100 | 0.300 |
| Wealth |  |  |
| Father: 1st decile | 0.100 | 0.300 |
| Father: 2nd decile | 0.100 | 0.300 |
| Father: 3rd decile | 0.100 | 0.300 |
| Father: 4th decile | 0.100 | 0.300 |
| Father: 5th decile | 0.100 | 0.300 |
| Father: 6th decile | 0.100 | 0.300 |
| Father: 7th decile | 0.100 | 0.300 |
| Father: 8th decile | 0.100 | 0.300 |
| Father: 9th decile | 0.100 | 0.300 |
| Father: 10th decile | 0.100 | 0.300 |
| Mother: 1st decile | 0.100 | 0.300 |
| Mother: 2nd decile | 0.100 | 0.300 |
| Mother: 3rd decile | 0.100 | 0.300 |
| Mother: 4th decile | 0.100 | 0.300 |
| Mother: 5th decile | 0.100 | 0.300 |
| Mother: 6th decile | 0.100 | 0.300 |
| Mother: 7th decile | 0.100 | 0.300 |
| Mother: 8th decile | 0.100 | 0.300 |


| Mother: 9th decile | 0.100 | 0.300 |
| :---: | :---: | :---: |
| Mother: 10th decile | 0.100 | 0.300 |
| Education |  |  |
| Father: Compulsory schooling | 0.277 | 0.447 |
| Father: High school | 0.039 | 0.193 |
| Father: Vocational education and training | 0.447 | 0.497 |
| Father: Short cycle higher education | 0.036 | 0.186 |
| Father: Bachelor's or vocational bachelor's degree | 0.097 | 0.296 |
| Father: Master's degree/PhD | 0.084 | 0.278 |
| Mother: Compulsory schooling | 0.380 | 0.485 |
| Mother: High school | 0.052 | 0.222 |
| Mother: Vocational education and training | 0.300 | 0.458 |
| Mother: Short cycle higher education | 0.030 | 0.171 |
| Mother: Bachelor's or vocational bachelor's degree | 0.182 | 0.385 |
| Mother: Master's degree/PhD | 0.042 | 0.200 |
| Occupation |  |  |
| Father: Employer | 0.042 | 0.200 |
| Father: VAT payer | 0.036 | 0.186 |
| Father: Senior manager | 0.102 | 0.303 |
| Father: Manager | 0.113 | 0.316 |
| Father: Employee | 0.149 | 0.357 |
| Father: Skilled worker | 0.219 | 0.413 |
| Father: Unskilled worker | 0.209 | 0.406 |
| Father: Unspecified employee | 0.035 | 0.183 |
| Father: Unemployed | 0.056 | 0.230 |
| Father: Out of labor force | 0.018 | 0.132 |
| Father: Retired | 0.010 | 0.101 |
| Mother: VAT payer | 0.008 | 0.089 |
| Mother: Helping spouse | 0.010 | 0.098 |
| Mother: Senior manager | 0.031 | 0.172 |
| Mother: Manager | 0.150 | 0.357 |
| Mother: Employee | 0.340 | 0.474 |
| Mother: Skilled worker | 0.020 | 0.138 |
| Mother: Unskilled worker | 0.182 | 0.386 |
| Mother: Unspecified employee | 0.031 | 0.173 |
| Mother: Unemployed | 0.146 | 0.353 |
| Mother: Out of labor force | 0.054 | 0.227 |
| Mother: Retired | 0.016 | 0.125 |
| Working hours |  |  |
| Father: Not employed, self-employed or unknown | 0.169 | 0.375 |
| Father: Part-time: Fewer than 10 hours | 0.017 | 0.128 |
| Father: Part-time: 10-19 hours | 0.027 | 0.161 |
| Father: Part-time: 20-29 hours | 0.071 | 0.258 |
| Father: Part-time: 30+ hours | 0.292 | 0.455 |
| Father: Full-time | 0.389 | 0.487 |
| Father: Unknown hours | 0.036 | 0.186 |
| Mother: Not employed, self-employed or unknown | 0.247 | 0.431 |
| Mother: Part-time: Fewer than 10 hours | 0.022 | 0.147 |
| Mother: Part-time: 10-19 hours | 0.048 | 0.213 |
| Mother: Part-time: 20-29 hours | 0.140 | 0.347 |
| Mother: Part-time: 30+ hours | 0.209 | 0.406 |
| Mother: Full-time | 0.321 | 0.467 |
| Mother: Unknown hours | 0.014 | 0.119 |
| Age |  |  |
| Father: <20 years | 0.017 | 0.130 |
| Father: 21-23 years | 0.077 | 0.266 |
| Father: 24-26 years | 0.164 | 0.370 |
| Father: 27-29 years | 0.224 | 0.417 |
| Father: 30-32 years | 0.207 | 0.405 |
| Father: 33-35 years | 0.142 | 0.349 |
| Father: 36-38 years | 0.084 | 0.278 |
| Father: 39-41 years | 0.048 | 0.214 |
| Father: > 42 years | 0.037 | 0.188 |
| Mother: <20 years | 0.056 | 0.230 |
| Mother: 21-23 years | 0.158 | 0.365 |
| Mother: 24-26 years | 0.242 | 0.429 |
| Mother: 27-29 years | 0.234 | 0.424 |
| Mother: 30-32 years | 0.163 | 0.370 |
| Mother: 33-35 years | 0.087 | 0.282 |


| Mother: 36-38 years | 0.040 | 0.197 |
| :---: | :---: | :---: |
| Mother: >39 years | 0.019 | 0.135 |
| Marital status |  |  |
| Father: In partnership | 0.883 | 0.321 |
| Father: Single | 0.115 | 0.320 |
| Mother: In partnership | 0.877 | 0.329 |
| Mother: Single | 0.122 | 0.328 |
| Hospitalizations |  |  |
| Father: 0 visits | 0.777 | 0.416 |
| Father: 1 visits | 0.147 | 0.355 |
| Father: 2 visits | 0.045 | 0.206 |
| Father: 3 visits | 0.016 | 0.125 |
| Father: 4 visits | 0.006 | 0.080 |
| Father: 5+ visits | 0.008 | 0.090 |
| Mother: 0 visits | 0.699 | 0.459 |
| Mother: 1 visits | 0.184 | 0.387 |
| Mother: 2 visits | 0.067 | 0.249 |
| Mother: 3 visits | 0.026 | 0.159 |
| Mother: 4 visits | 0.011 | 0.107 |
| Mother: 5+ visits | 0.013 | 0.113 |
| Placements |  |  |
| Father: No placement | 0.981 | 0.136 |
| Father: Less than 2 years in placement | 0.009 | 0.093 |
| Father: 2 years or more in placement | 0.010 | 0.100 |
| Mother: No placement | 0.970 | 0.170 |
| Mother: Less than 2 years in placement | 0.016 | 0.124 |
| Mother: 2 years or more in placement | 0.014 | 0.118 |
| Criminal charges |  |  |
| Father: No charges | 0.891 | 0.312 |
| Father: 1 charge | 0.064 | 0.244 |
| Father: 2 charges | 0.019 | 0.137 |
| Father: 3 charges | 0.009 | 0.093 |
| Father: 4-5 charges | 0.008 | 0.090 |
| Father: 6+ charges | 0.010 | 0.098 |
| Mother: No charges | 0.966 | 0.181 |
| Mother: 1 charge | 0.025 | 0.156 |
| Mother: 2+ charges | 0.009 | 0.094 |
| N |  |  |

Table D.5: Baseline logistic regression

|  | Education | Income | Social benefits | Criminal charges | Placement | Hospitalizations | Psychiatric condition | SB <br> indicator |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Nationality |  |  |  |  |  |  |  |  |
| Non-Danish | - omitted - |  |  |  |  |  |  |  |
| Danish | $\begin{gathered} 0.32^{* * *} \\ (0.09) \end{gathered}$ | $\begin{gathered} -0.12 \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.36^{* * *} \\ (0.08) \end{gathered}$ | $\begin{gathered} -0.15^{* *} \\ (0.08) \end{gathered}$ | $\begin{gathered} 1.23^{* * *} \\ (0.12) \end{gathered}$ | $\begin{gathered} 0.37^{* * *} \\ (0.08) \end{gathered}$ | $\begin{gathered} 0.73^{* * *} \\ (0.10) \end{gathered}$ | $\begin{gathered} 0.45 * * * \\ (0.08) \end{gathered}$ |
| Sex |  |  |  |  |  |  |  |  |
| Female | - omitted - |  |  |  |  |  |  |  |
| Male | $\begin{gathered} 0.53 * * * \\ (0.02) \end{gathered}$ | $\begin{gathered} 0.25^{* * *} \\ (0.01) \end{gathered}$ | $\begin{gathered} -0.06^{* * *} \\ (0.02) \end{gathered}$ | $\begin{aligned} & 1.66 * * * \\ & (0.02) \end{aligned}$ | $\begin{gathered} 0.20^{* * *} \\ (0.02) \end{gathered}$ | $\begin{gathered} -0.22^{* * *} \\ (0.01) \end{gathered}$ | $\begin{gathered} -0.35^{* * *} \\ (0.02) \end{gathered}$ | $\begin{gathered} 0.21^{* * *} \\ (0.02) \end{gathered}$ |
| Birth month <br> January - omitted - |  |  |  |  |  |  |  |  |
| February | $\begin{gathered} -0.04 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.04 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.01 \\ (0.04) \end{gathered}$ | $\begin{aligned} & -0.06 \\ & (0.04) \end{aligned}$ | $\begin{gathered} -0.11^{* *} \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.05 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.04) \end{gathered}$ |
| March | $\begin{gathered} -0.01 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.03 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.06 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.06 \\ (0.05) \\ \hline \end{gathered}$ | $\begin{gathered} 0.04 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.03 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.02 \\ (0.04) \end{gathered}$ |
| April | $\begin{gathered} 0.03 \\ (0.04) \end{gathered}$ | $\begin{aligned} & 0.09^{* *} \\ & (0.04) \end{aligned}$ | $\begin{gathered} -0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.05 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.00 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.04 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.01 \\ (0.04) \end{gathered}$ |
| May | $\begin{gathered} 0.00 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.00 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.04 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.05 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.03 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.03 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.01 \\ (0.04) \end{gathered}$ |
| June | $\begin{gathered} -0.04 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.03 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.04 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.03 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.04) \end{gathered}$ |
| July | $\begin{gathered} 0.00 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.05 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.00 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.08^{*} \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.02 \\ (0.04) \end{gathered}$ | $\begin{aligned} & 0.07^{*} \\ & (0.04) \end{aligned}$ | $\begin{gathered} 0.01 \\ (0.04) \end{gathered}$ |
| August | $\begin{gathered} 0.00 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.08^{* *} \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.06 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.01 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.04 \\ (0.04) \end{gathered}$ |
| September | $\begin{gathered} 0.03 \\ (0.04) \end{gathered}$ | $\begin{aligned} & 0.08^{* *} \\ & (0.04) \end{aligned}$ | $\begin{gathered} -0.01 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.05 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.04 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.00 \\ (0.04) \end{gathered}$ | $\begin{aligned} & 0.08^{*} \\ & (0.04) \end{aligned}$ | $\begin{gathered} 0.01 \\ (0.04) \end{gathered}$ |
| October | $\begin{gathered} -0.01 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.11^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.01 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.01 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.01 \\ (0.04) \end{gathered}$ | $\begin{aligned} & 0.08^{*} \\ & (0.04) \end{aligned}$ | $\begin{gathered} 0.01 \\ (0.04) \end{gathered}$ |
| November | $\begin{gathered} -0.02 \\ (0.05) \end{gathered}$ | $\begin{aligned} & 0.14^{* * *} \\ & (0.04) \end{aligned}$ | $\begin{aligned} & -0.02 \\ & (0.04) \end{aligned}$ | $\begin{gathered} -0.01 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.01 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.01 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.06 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.03 \\ (0.04) \end{gathered}$ |
| December | $\begin{gathered} -0.03 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.11^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.11^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.04 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.04 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.06 \\ (0.04) \end{gathered}$ |
| Birth order 1 - omitted - |  |  |  |  |  |  |  |  |
| 2 | $\begin{gathered} 0.20^{* * *} \\ (0.02) \end{gathered}$ | $\begin{gathered} -0.01 \\ (0.02) \end{gathered}$ | $\begin{aligned} & 0.09^{* * *} \\ & (0.02) \end{aligned}$ | $\begin{gathered} 0.24^{* * *} \\ (0.02) \end{gathered}$ | $\begin{gathered} 0.15^{* * *} \\ (0.03) \end{gathered}$ | $\begin{gathered} 0.18^{* * *} \\ (0.02) \end{gathered}$ | $\begin{aligned} & 0.04^{*} \\ & (0.02) \end{aligned}$ | $\begin{gathered} 0.13^{* * *} \\ (0.02) \end{gathered}$ |
| 3 | $\begin{gathered} 0.32^{* * *} \\ (0.03) \end{gathered}$ | $\begin{gathered} -0.03 \\ (0.03) \end{gathered}$ | $\begin{aligned} & 0.17^{* * *} \\ & (0.03) \end{aligned}$ | $\begin{gathered} 0.26^{* * *} \\ (0.03) \end{gathered}$ | $\begin{gathered} 0.24^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.24^{* * *} \\ (0.03) \end{gathered}$ | $\begin{aligned} & 0.10^{* * *} \\ & (0.03) \end{aligned}$ | $\begin{gathered} 0.24^{* * *} \\ (0.03) \end{gathered}$ |
| 4 | $\begin{gathered} 0.39^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.00 \\ (0.05) \end{gathered}$ | $\begin{aligned} & 0.19^{* * *} \\ & (0.05) \end{aligned}$ | $\begin{gathered} 0.29^{* *} \\ (0.05) \end{gathered}$ | $\begin{aligned} & 0.42^{* * *} \\ & (0.06) \end{aligned}$ | $\begin{gathered} 0.30^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.08 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.30^{* * *} \\ (0.05) \end{gathered}$ |
| $5+$ | $\begin{gathered} 0.61^{* * *} \\ (0.08) \end{gathered}$ | $\begin{gathered} 0.03 \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.27^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.33^{* * *} \\ (0.08) \end{gathered}$ | $\begin{gathered} 0.33^{* * *} \\ (0.09) \end{gathered}$ | $\begin{gathered} 0.38^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.06 \\ (0.08) \end{gathered}$ | $\begin{gathered} 0.37^{* * *} \\ (0.07) \end{gathered}$ |
| Income |  |  |  |  |  |  |  |  |
| Father: 1st decile | $\begin{gathered} 0.53 * * * \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.37^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.51^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.01 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.59^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.23 * * * \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.47^{* * *} \\ (0.05) \end{gathered}$ |
| Father: 2nd decile | $\begin{aligned} & 0.53^{* * *} \\ & (0.05) \end{aligned}$ | $\begin{gathered} 0.33^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.48^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.06 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.56^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} -0.04 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.17^{* *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.47^{* * *} \\ (0.04) \end{gathered}$ |
| Father: 3rd decile | $\begin{aligned} & 0.50^{* * *} \\ & (0.05) \end{aligned}$ | $\begin{aligned} & 0.26^{* * *} \\ & (0.04) \end{aligned}$ | $\begin{gathered} 0.48^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.01 \\ (0.04) \end{gathered}$ | $\begin{aligned} & 0.45^{* * *} \\ & (0.06) \end{aligned}$ | $\begin{gathered} -0.06 \\ (0.04) \end{gathered}$ | $\begin{aligned} & 0.20^{* * *} \\ & (0.04) \end{aligned}$ | $\begin{gathered} 0.46^{* * *} \\ (0.04) \end{gathered}$ |
| Father: 4th decile | $\begin{gathered} 0.35^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.20^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.36^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.28^{* * *} \\ (0.07) \end{gathered}$ | $\begin{aligned} & -0.07^{*} \\ & (0.04) \end{aligned}$ | $\begin{aligned} & 0.10^{* *} \\ & (0.04) \end{aligned}$ | $\begin{gathered} 0.29^{* * *} \\ (0.04) \end{gathered}$ |
| Father: 5th decile | $\begin{gathered} 0.31^{* * *} \\ (0.06) \end{gathered}$ | $\begin{aligned} & 0.12^{* * *} \\ & (0.04) \end{aligned}$ | $\begin{gathered} 0.32^{2 * *} \\ (0.04) \end{gathered}$ | $\begin{aligned} & -0.07^{*} \\ & (0.04) \end{aligned}$ | $\begin{gathered} 0.29 * * \\ (0.07) \end{gathered}$ | $\begin{gathered} -0.09^{* *} \\ (0.04) \end{gathered}$ | $\begin{aligned} & 0.10^{* *} \\ & (0.04) \end{aligned}$ | $\begin{gathered} 0.28^{* * *} \\ (0.04) \end{gathered}$ |
| Father: 6th decile | $\begin{gathered} 0.31^{* * *} \\ (0.06) \end{gathered}$ | $\begin{aligned} & 0.10^{* * *} \\ & (0.04) \end{aligned}$ | $\begin{gathered} 0.25^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.08^{* *} \\ (0.04) \end{gathered}$ | $\begin{aligned} & 0.17^{* *} \\ & (0.07) \end{aligned}$ | $\begin{gathered} -0.01 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.07 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.23^{* * *} \\ (0.04) \end{gathered}$ |
| Father: 7th decile | $\begin{gathered} 0.33^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.05 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.21^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.03 \\ (0.04) \end{gathered}$ | $\begin{aligned} & 0.16^{* *} \\ & (0.07) \end{aligned}$ | $\begin{gathered} -0.05 \\ (0.04) \end{gathered}$ | $\begin{aligned} & 0.07^{*} \\ & (0.04) \end{aligned}$ | $\begin{gathered} 0.21^{* * *} \\ (0.04) \end{gathered}$ |
| Father: 8th decile | $\begin{gathered} 0.20^{* * *} \\ (0.06) \end{gathered}$ | $\begin{aligned} & 0.06^{*} \\ & (0.04) \end{aligned}$ | $\begin{gathered} 0.12^{* * *} \\ (0.04) \end{gathered}$ | $\begin{aligned} & -0.01 \\ & (0.04) \end{aligned}$ | $\begin{gathered} 0.06 \\ (0.07) \end{gathered}$ | $\begin{array}{r} -0.03 \\ (0.04) \end{array}$ | $\begin{gathered} 0.05 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.13^{* * *} \\ (0.04) \end{gathered}$ |
| Father: 9th decile | $\begin{gathered} 0.23^{* * *} \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.03 \\ (0.04) \end{gathered}$ | $\begin{aligned} & 0.08^{*} \\ & (0.04) \end{aligned}$ | $\begin{gathered} -0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.02 \\ (0.07) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.06 \\ (0.04) \end{gathered}$ | $\begin{aligned} & 0.09^{* *} \\ & (0.04) \end{aligned}$ |
| Father: 10th decile | - omitted - |  |  |  |  |  |  |  |
| Mother: 1st decile | $\begin{gathered} 0.33 * * * \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.28^{* * *} \\ (0.05) \end{gathered}$ | $\begin{aligned} & 0.43^{* * *} \\ & (0.05) \end{aligned}$ | $\begin{gathered} -0.04 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.48^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.04 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.21^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.43^{* * *} \\ (0.05) \end{gathered}$ |
| Mother: 2nd decile | $\begin{gathered} 0.19 * * * \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.16^{* * *} \\ (0.04) \end{gathered}$ | $\begin{aligned} & 0.28^{* * *} \\ & (0.05) \end{aligned}$ | $\begin{gathered} -0.03 \\ (0.05) \end{gathered}$ | $\begin{aligned} & 0.23^{* * *} \\ & (0.07) \end{aligned}$ | $\begin{gathered} -0.01 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.09^{*} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.24^{* * *} \\ (0.05) \end{gathered}$ |
| Mother: 3rd decile | $\begin{gathered} 0.08 \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.06 \\ (0.04) \end{gathered}$ | $\begin{aligned} & 0.11^{* *} \\ & (0.04) \end{aligned}$ | $\begin{aligned} & -0.09^{*} \\ & (0.04) \end{aligned}$ | $\begin{gathered} -0.01 \\ (0.07) \end{gathered}$ | $\begin{aligned} & -0.05 \\ & (0.04) \end{aligned}$ | $\begin{gathered} -0.04 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.05 \\ (0.05) \end{gathered}$ |
| Mother: 4th decile | $\begin{gathered} 0.06 \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.03 \\ (0.04) \end{gathered}$ | $\begin{aligned} & 0.11^{* *} \\ & (0.04) \end{aligned}$ | $\begin{gathered} -0.10^{* *} \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.01 \\ (0.07) \end{gathered}$ | $\begin{gathered} -0.06 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.01 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.06 \\ (0.04) \end{gathered}$ |
| Mother: 5th decile | $\begin{gathered} 0.07 \\ (0.06) \end{gathered}$ | $\begin{gathered} -0.04 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.14^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.06 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.00 \\ (0.07) \end{gathered}$ | $\begin{gathered} -0.01 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.00 \\ (0.04) \end{gathered}$ | $\begin{aligned} & 0.09^{* *} \\ & (0.04) \end{aligned}$ |
| Mother: 6th decile | $\begin{gathered} 0.05 \\ (0.06) \end{gathered}$ | $\begin{array}{r} -0.03 \\ (0.04) \end{array}$ | $\begin{aligned} & 0.10^{* *} \\ & (0.04) \end{aligned}$ | $\begin{gathered} -0.04 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.02 \\ (0.07) \end{gathered}$ | $\begin{gathered} -0.03 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.05 \\ (0.04) \end{gathered}$ |
| Mother: 7th decile | $\begin{gathered} -0.01 \\ (0.06) \end{gathered}$ | $\begin{aligned} & -0.08^{* *} \\ & (0.04) \end{aligned}$ | $\begin{gathered} -0.01 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.04 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.14^{* *} \\ (0.07) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.05 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.04 \\ (0.04) \end{gathered}$ |
| Mother: 8th decile | $\begin{gathered} 0.03 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.01 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.01 \\ (0.04) \end{gathered}$ | $\begin{array}{r} -0.10 \\ (0.07) \end{array}$ | $\begin{gathered} -0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.03 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.00 \\ (0.04) \end{gathered}$ |
| Mother: 9th decile | $\begin{gathered} -0.04 \\ (0.06) \end{gathered}$ | $\begin{gathered} -0.03 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.00 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.04 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.07 \\ (0.07) \end{gathered}$ | $\begin{aligned} & -0.05 \\ & (0.04) \end{aligned}$ | $\begin{gathered} -0.04 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.04) \end{gathered}$ |
| Mother: 10th decile | - omitted - |  |  |  |  |  |  |  |
| Wealth |  |  |  |  |  |  |  |  |


| Father: 1st decile | $\begin{gathered} 0.37^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.16^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.22^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.28^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.26^{* * *} \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.19^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.19 * * * \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.29 * * * \\ (0.04) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Father: 2nd decile | $0.45 * * *$ | 0.16*** | 0.27*** | 0.29*** | $0.38 * * *$ | 0.20 *** | 0.25*** | $0.34 * * *$ |
|  | (0.05) | (0.04) | (0.04) | (0.04) | (0.06) | (0.04) | (0.04) | (0.04) |
| Father: 3rd decile | $0.49 * * *$ | 0.19 *** | 0.30 *** | ${ }^{0.36 * * *}$ | ${ }_{\text {0 }}^{0.38 * * *}$ | $0.22^{* * *}$ | $0.23 * * *$ $(0.04)$ | $\begin{gathered} 0.37 * * * \\ (0.04) \end{gathered}$ |
| Father: 4th decile | ${ }_{0}^{(0.53 * * *}$ | ${ }^{(0.04)}$ | ${ }_{0}^{(0.04)}$ | ${ }_{0}^{(0.04)}$ | ${ }_{0}^{(0.48 * * *}$ | ${ }_{0}^{(0.22 * * *}$ | ${ }_{0}^{(0.04)}$ | ${ }_{0}^{(0.04)}$ |
|  | (0.05) | (0.04) | (0.04) | (0.04) | (0.06) | (0.04) | (0.04) | (0.04) |
| Father: 5th decile | 0.55*** | 0.22 *** | $0.34 * * *$ | 0.40 *** | $0.49 * * *$ | 0.20 *** | 0.29*** | 0.43 *** |
|  | (0.05) | (0.04) | (0.04) | (0.04) | (0.06) | (0.04) | (0.04) | (0.04) |
| Father: 6th decile | $0.56 * * *$ | $0.25 * * *$ | 0.30 *** | $0.38^{* * *}$ $(0.04)$ | $0.59^{* * *}$ | 0.20*** | $\begin{gathered} 0.29^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.43 * * * \\ (0.04) \end{gathered}$ |
| Father: 7th decile | ${ }_{0}^{(0.36 * * *}$ | ${ }_{0}^{(0.04 * * *}$ | ${ }^{(0.04)}$ | ${ }_{0}^{(0.04 * * *}$ | ${ }_{0}^{(0.38 * * *}$ | 0.06* | ${ }_{0} 0.22^{* * *}$ | ${ }_{0}^{(0.046 * * *}$ |
|  | (0.05) | (0.04) | (0.04) | (0.04) | (0.06) | (0.04) | (0.04) | (0.04) |
| Father: 8th decile | 0.35 *** | $0.09 * *$ | 0.15*** | 0.20 *** | $0.22^{* * *}$ | 0.12 *** | 0.15 *** | $0.22^{* * *}$ |
|  | (0.05) | (0.04) | (0.04) | (0.04) | (0.06) | (0.04) | (0.04) | (0.04) |
| Father: 9th decile | ${ }_{\text {0 }}^{0.25 * * *}$ | $\begin{gathered} 0.03 \\ (0.04) \end{gathered}$ | $0.12^{* * *}$ <br> (0.04) | $0.14^{* * *}$ $(0.04)$ | $\begin{aligned} & 0.14^{* *} \\ & (0.06) \end{aligned}$ | $\begin{gathered} 0.13^{* * *} \\ (0.04) \end{gathered}$ | $0.14^{* * *}$ $(0.04)$ | $\begin{gathered} 0.13^{* * *} \\ (0.04) \end{gathered}$ |
| Father: 10th decile | (0.05) |  |  |  |  |  |  |  |
|  | - omitted - |  |  |  |  |  |  |  |
| Mother: 1st decile | $\begin{gathered} 0.23^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.15^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.18^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.16^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.26^{* * *} \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.13^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.14^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.21 * * * \\ (0.04) \end{gathered}$ |
| Mother: 2nd decile | 0.23 *** | 0.12 *** | $0.19 * * *$ | 0.13*** | $0.24 * * *$ | $0.14 * * *$ | 0.15 *** | $0.25 * * *$ |
|  | (0.05) | (0.04) | (0.04) | (0.04) | (0.06) | (0.04) | (0.04) | (0.04) |
| Mother: 3rd decile | $0.28 * * *$ $(0.05)$ | $\begin{gathered} 0.15 * * * \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.21^{* * *} \\ (0.04) \end{gathered}$ | $\begin{aligned} & 0.22^{* * *} \\ & (0.04) \end{aligned}$ | $\begin{gathered} 0.35^{* * *} \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.17^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.20^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.29 * * * \\ (0.04) \end{gathered}$ |
| Mother: 4th decile | 0.23*** | $0.13^{* * *}$ | 0.20 *** | 0.17*** | $0.38{ }^{* * *}$ | $0.17^{* * *}$ | 0.20 *** | 0.29*** |
|  | (0.05) | (0.04) | (0.04) | (0.04) | (0.06) | (0.04) | (0.04) | (0.04) |
| Mother: 5th decile | 0.22*** | 0.07* | 0.21*** | 0.06 | 0.22*** | 0.10** | 0.12*** | 0.21*** |
|  | (0.05) | (0.04) | (0.04) | (0.04) | (0.06) | (0.04) | (0.04) | (0.04) |
| Mother: 6th decile | 0.21*** | 0.17*** | 0.23*** | 0.12*** | 0.31 *** | 0.12*** | 0.17*** | 0.25*** |
|  | (0.05) | (0.04) | (0.04) | (0.04) | (0.06) | (0.04) | (0.04) | (0.04) |
| Mother: 7th decile | 0.12** | 0.08** | 0.09** | 0.07* | 0.12* | 0.07** | 0.13*** | 0.13*** |
|  | (0.05) | (0.04) | (0.04) | (0.04) | (0.06) | (0.04) | (0.04) | (0.04) |
| Mother: 8th decile | 0.01 | 0.06* | 0.06 | 0.01 | 0.09 | 0.02 | 0.06 | 0.05 |
|  | (0.05) | (0.04) | (0.04) | (0.04) | (0.06) | (0.04) | (0.04) | (0.04) |
| Mother: 9th decile | -0.03 | 0.01 | -0.04 | -0.06 | 0.08 | 0.02 | 0.03 | -0.01 |
|  | (0.05) | (0.04) | (0.04) | (0.04) | (0.06) | (0.04) | (0.04) | (0.04) |
| Mother: 10th decile | - omitted - |  |  |  |  |  |  |  |
| Education |  |  |  |  |  |  |  |  |
| Father: Compulsory schooling | $1.00^{* * *}$ | $-0.14 * * *$ | 0.65 *** | 0.42 *** | 0.68*** | 0.46*** | 0.12** | $0.68{ }^{* * *}$ |
|  | (0.07) | (0.04) | (0.05) | (0.05) | (0.08) | (0.05) | (0.05) | (0.05) |
| Father: High school | $0.49 * * *$ | -0.02 | 0.23 *** | 0.20 *** | 0.15 | ${ }_{\text {0 }}^{0.15 * * *}$ | $-0.01$ | $0.28^{* * *}$ (0.06) |
|  | ${ }_{0}^{(0.09)}$ | $\stackrel{(0.05)}{-0.27 * *}$ | ${ }_{0}^{(0.06)}$ | $(0.06)$ $0.24 * *$ | ${ }^{(0.10)}$ | ${ }_{0}^{(0.06)}$ | $\begin{gathered} (0.06) \\ -0.01 \end{gathered}$ | $\begin{gathered} (0.06) \\ 0.44^{* * *} \end{gathered}$ |
| Father: Vocational education and training | (0.07) | (0.04) | (0.05) | (0.05) | $\begin{gathered} 0.46^{6 * *} \\ (0.08) \end{gathered}$ | (0.05) | (0.05) | (0.05) |
| Father: Short cycle higher education | $0.47 * * *$ | $-0.17 * * *$ | 0.30 *** | 0.12* | $0.37 * * *$ | 0.30 *** | 0.00 | 0.33 *** |
|  | (0.09) | (0.05) | (0.07) | (0.06) | (0.11) | (0.06) | (0.06) | (0.07) |
| Father: (Vocational) bachelor's degree | $0.30^{* * *}$ | $\begin{gathered} -0.08^{* *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.22^{* * *} \\ (0.05) \end{gathered}$ | $0.14^{* * *}$ (0.05) | $0.18^{*}$ (0.09) | $\begin{gathered} 0.19^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.02 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.21^{* * *} \\ (0.05) \end{gathered}$ |
| Father: Master's degree/PhD |  |  |  |  |  |  |  |  |
|  | - omitted - |  |  |  |  |  |  |  |
| Mother: Compulsory schooling | 1.05*** | 0.01 | 0.78*** | 0.55*** | 1.32 *** | 0.53 *** | $0.33^{* * *}$ | 0.87*** |
|  | (0.10) | (0.05) | (0.07) | (0.07) | (0.12) | (0.06) | (0.06) | (0.07) |
| Mother: High school | $\begin{gathered} 0.38^{* * *} \\ (0.11) \end{gathered}$ | $-0.02$ | $0.25^{* * *}$ (0.07) | $0.20^{* * *}$ <br> (0.07) | $\begin{gathered} 0.61^{* * *} \\ (0.13) \end{gathered}$ | $\begin{gathered} 0.23^{* * *} \\ (0.07) \end{gathered}$ | $\begin{aligned} & 0.14^{* *} \\ & (0.07) \end{aligned}$ | $\begin{gathered} 0.31^{* * *} \\ (0.08) \end{gathered}$ |
|  | ${ }_{0}^{(0.11)}$ | ${ }_{-0.06 * * *}^{(0.02)}$ | $\begin{gathered} (0.07) \\ 0.50^{* * *} \end{gathered}$ | $\begin{gathered} (0.07) \\ 0.34^{* * *} \end{gathered}$ | ${ }_{0}^{(0.13)}$ | ${ }_{0}^{(0.07)}$ | $\begin{gathered} (0.07) \\ 0.17^{* * *} \end{gathered}$ | $\begin{gathered} (0.08) \\ 0.55^{* * *} \end{gathered}$ |
| Mother: Vocational education and training | (0.10) | (0.05) | (0.07) | (0.07) | (0.12) | (0.06) | (0.06) | (0.07) |
| Mother: Short cycle higher education | 0.30** | -0.09 | 0.28*** | 0.19** | $0.62^{* * *}$ | 0.28*** | 0.07 | 0.30*** |
|  | (0.13) | (0.06) | (0.09) | (0.08) | (0.15) | (0.08) | (0.08) | (0.09) |
| Mother: (Vocational) bachelor's degree | 0.24** | -0.02 | 0.17** | 0.08 | $0.54 * * *$ | 0.16** | 0.08 | 0.20 *** |
|  | (0.11) | (0.05) | (0.07) | (0.07) | (0.12) | (0.06) | (0.06) | (0.07) |
| Mother: Master's degree/PhD | - omitted - |  |  |  |  |  |  |  |
| Occupation |  |  |  |  |  |  |  |  |
| Father: Employer | -0.41** | -0.32** | -0.75*** | -0.09 | -0.92*** | -0.25 | -0.29* | $-0.66{ }^{* * *}$ |
|  | (0.19) | (0.16) | (0.17) | (0.17) | (0.23) | (0.16) | (0.17) | (0.17) |
| Father: VAT payer | $-0.32^{*}$ (0.19) | $-0.32^{* *}$ | $-0.69^{* * *}$ | $-0.18$ | $\begin{gathered} -0.80^{* * *} \\ (0.22) \end{gathered}$ | $\begin{gathered} -0.32^{* *} \\ (0.16) \end{gathered}$ | $\begin{gathered} -0.24 \\ (0.17) \end{gathered}$ | $-0.60^{* * *}$ |
| Father: Senior manager | ${ }_{-0.17^{* * *}}$ | $(0.16)$ -0.02 | ${ }_{-0.17)}$ | ${ }_{-0.14 * * *}$ | $\stackrel{(0.22)}{-0.19 * *}$ | ${ }_{-0.12 * * *}^{(0.12)}$ | $(0.17)$ <br> -0.05 | ${ }_{-0.08 *}^{(0.17)}$ |
|  | (0.06) | (0.04) | (0.04) | (0.04) | (0.07) | (0.04) | (0.04) | (0.05) |
| Father: Manager | -0.21 *** | 0.02 | -0.20 *** | $-0.16^{* * *}$ | $-0.18^{* * *}$ | $-0.10 * * *$ | -0.05 | -0.19*** |
|  | (0.05) | (0.03) | (0.04) | (0.04) | (0.06) | (0.03) | (0.04) | (0.04) |
| Father: Employee | -0.02 | 0.00 | $-0.10^{* * *}$ | $-0.06{ }^{* *}$ | -0.04 | $-0.07^{* *}$ | $0.05 *$ | $-0.05^{*}$ |
|  | (0.03) | (0.03) | (0.03) | (0.03) | (0.04) | (0.03) | (0.03) | (0.03) |
| Father: Skilled worker | - omitted - |  |  |  |  |  |  |  |
| Father: Unskilled worker | 0.16*** | 0.00 | 0.07*** | -0.02 | 0.13*** | 0.04 | 0.05* | 0.11*** |
|  | (0.03) | (0.03) | (0.02) | (0.03) | (0.03) | (0.02) | (0.03) | (0.03) |
| Father: Unspecified employee | 0.07 | -0.06 | -0.05 | -0.07 | 0.08 | 0.02 | -0.05 | -0.02 |
|  | (0.05) | (0.05) | (0.05) | (0.05) | (0.06) | (0.05) | (0.05) | (0.05) |
| Father: Unemployed | -0.07 | 0.04 | -0.16 | 0.18 | -0.19 | -0.11 | 0.16 | -0.06 |
|  | (0.19) | (0.16) | (0.16) | (0.16) | (0.22) | (0.15) | (0.16) | (0.16) |
| Father: Out of labor force | -0.05 | 0.03 | -0.23 | 0.20 | -0.24 | -0.23 | 0.15 | -0.07 |
|  | (0.19) | (0.16) | (0.17) | (0.17) | (0.22) | (0.16) | (0.17) | (0.17) |
| Father: Retired | -0.47** | -0.17 | -0.46** | -0.14 | -0.62** | -0.33 * | -0.04 | -0.35* |
|  | (0.22) | (0.17) | (0.18) | (0.18) | (0.25) | (0.18) | (0.18) | (0.18) |
| Mother: VAT payer | 0.01 | 0.10 | 0.94 | -0.37 | -0.02 | 0.68 | -0.19 | 0.25 |
|  | (0.68) | (0.66) | (0.65) | (0.83) | (0.60) | (0.70) | (0.75) | (0.65) |
| Mother: Helping spouse | -0.34 | -0.07 | 0.80 | -0.72 | -0.27 | 0.52 | -0.64 | 0.01 |
|  | (0.68) | (0.66) | (0.65) | (0.83) | (0.61) | (0.70) | (0.75) | (0.65) |
| Mother: Senior manager | -0.25* | -0.02 | 0.04 | -0.10 | -0.09 | -0.04 | 0.11 | 0.08 |
|  | (0.13) | (0.08) | (0.09) | (0.09) | (0.15) | (0.09) | (0.09) | (0.09) |
| Mother: Manager | -0.19** | -0.04 | -0.04 | -0.12* | $-0.32^{* * *}$ | 0.01 | 0.00 | -0.06 |




Notes: Estimates from logistic regressions of various outcomes on the full set of predictors. For predictors with missing information we include an additional dummy indicating missings but do not report the corresponding coeffcient estimates. Robust standard errors in parentheses.

Table D.6: Baseline logistic regression

|  | At least 3 vs. fewer | At least 4 vs. fewer | At least 5 vs. fewer | $\begin{gathered} \text { At least } 3 \\ \text { vs. } 0 \end{gathered}$ | $\begin{gathered} \text { At least } 4 \\ \text { vs. } 0 \end{gathered}$ | At least 5 vs. 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Nationality |  |  |  |  |  |  |
| Non-Danish | - omitted - |  |  |  |  |  |
| Danish | $\begin{gathered} 0.63^{* * *} \\ (0.08) \end{gathered}$ | $\begin{gathered} 0.72^{* * *} \\ (0.11) \end{gathered}$ | $\begin{gathered} 0.80^{* * *} \\ (0.15) \end{gathered}$ | $\begin{gathered} 0.71 * * * \\ (0.10) \end{gathered}$ | $\begin{gathered} 0.94 * * * \\ (0.12) \end{gathered}$ | $\begin{gathered} 1.12^{* * *} \\ (0.16) \end{gathered}$ |
| Sex |  |  |  |  |  |  |
| Female | - omitted - |  |  |  |  |  |
| Male | $\begin{gathered} 0.35^{* * *} \\ (0.02) \end{gathered}$ | $\begin{gathered} 0.35^{* * *} \\ (0.02) \end{gathered}$ | $\begin{gathered} 0.35 * * * \\ (0.03) \end{gathered}$ | $\begin{gathered} 0.52^{* * *} \\ (0.02) \end{gathered}$ | $\begin{gathered} 0.57 * * * \\ (0.03) \end{gathered}$ | $\begin{gathered} 0.60^{* * *} \\ (0.03) \end{gathered}$ |
| Birth monthJanuary |  |  |  |  |  |  |
| February | $\begin{gathered} -0.05 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.06) \end{gathered}$ | $\begin{gathered} -0.15^{*} \\ (0.08) \end{gathered}$ | $\begin{gathered} -0.03 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.06) \end{gathered}$ | $\begin{aligned} & -0.17^{*} \\ & (0.09) \end{aligned}$ |
| March | $\begin{gathered} -0.03 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.00 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.11 \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.00 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.03 \\ (0.06) \end{gathered}$ | $\begin{gathered} -0.06 \\ (0.08) \end{gathered}$ |
| April | $\begin{gathered} 0.00 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.01 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.00 \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.04 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.06 \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.06 \\ (0.08) \end{gathered}$ |
| May | $\begin{gathered} -0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.04 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.14^{*} \\ (0.07) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.06 \\ (0.06) \end{gathered}$ | $\begin{gathered} -0.13 \\ (0.08) \end{gathered}$ |
| June | $\begin{gathered} -0.05 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.03 \\ (0.05) \end{gathered}$ | $\begin{aligned} & -0.14^{*} \\ & (0.07) \end{aligned}$ | $\begin{gathered} -0.04 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.04 \\ (0.06) \end{gathered}$ | $\begin{aligned} & -0.14^{*} \\ & (0.08) \end{aligned}$ |
| July | $\begin{gathered} 0.02 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.02 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.01 \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.03 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.03 \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.01 \\ (0.08) \end{gathered}$ |
| August | $\begin{gathered} -0.06 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.05 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.16^{* *} \\ (0.07) \end{gathered}$ | $\begin{gathered} -0.04 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.05 \\ (0.06) \end{gathered}$ | $\begin{gathered} -0.17^{* *} \\ (0.08) \end{gathered}$ |
| September | $\begin{gathered} -0.01 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.05 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.02 \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.01 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.07 \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.04 \\ (0.08) \end{gathered}$ |
| October | $\begin{gathered} 0.01 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.05 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.00 \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.05 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.09 \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.05 \\ (0.08) \end{gathered}$ |
| November | $\begin{gathered} 0.06 \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.06 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.03 \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.05 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.06 \\ (0.06) \end{gathered}$ | $\begin{gathered} -0.05 \\ (0.09) \end{gathered}$ |
| December | $\begin{gathered} -0.04 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.06) \end{gathered}$ | $\begin{gathered} -0.11 \\ (0.07) \end{gathered}$ | $\begin{gathered} -0.03 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.04 \\ (0.06) \end{gathered}$ | $\begin{aligned} & -0.20^{* *} \\ & (0.09) \end{aligned}$ |
| Birth order$1$ |  |  |  |  |  |  |
| 2 | $\begin{gathered} 0.17^{* * *} \\ (0.02) \end{gathered}$ | $\begin{gathered} 0.17^{* * *} \\ (0.03) \end{gathered}$ | $\begin{gathered} 0.18 * * * \\ (0.04) \end{gathered}$ | $\begin{aligned} & 0.24^{* * *} \\ & (0.02) \end{aligned}$ | $\begin{gathered} 0.28 * * * \\ (0.03) \end{gathered}$ | $\begin{gathered} 0.33 * * * \\ (0.04) \end{gathered}$ |
| 3 | $\begin{gathered} 0.26^{* * *} \\ (0.03) \end{gathered}$ | $\begin{gathered} 0.29^{* * *} \\ (0.04) \end{gathered}$ | $\begin{aligned} & 0.32^{* * *} \\ & (0.06) \end{aligned}$ | $\begin{gathered} 0.34^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.43^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.52^{* * *} \\ (0.07) \end{gathered}$ |
| 4 | $\begin{gathered} 0.34^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.42^{* * *} \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.46^{* * *} \\ (0.09) \end{gathered}$ | $\begin{gathered} 0.45^{* * *} \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.62^{* * *} \\ (0.08) \end{gathered}$ | $\begin{gathered} 0.77^{* * *} \\ (0.10) \end{gathered}$ |
| $5+$ | $\begin{gathered} 0.48^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.43^{* * *} \\ (0.09) \end{gathered}$ | $\begin{gathered} 0.54^{* * *} \\ (0.12) \end{gathered}$ | $\begin{gathered} 0.61^{* * *} \\ (0.09) \end{gathered}$ | $\begin{gathered} 0.67^{* * *} \\ (0.11) \end{gathered}$ | $\begin{gathered} 0.84^{* * *} \\ (0.15) \end{gathered}$ |
| Income |  |  |  |  |  |  |
| Father: 1st decile | $\begin{gathered} 0.50^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.51^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.56^{* * *} \\ (0.11) \end{gathered}$ | $\begin{gathered} 0.62^{* * *} \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.69^{* * *} \\ (0.08) \end{gathered}$ | $\begin{gathered} 0.80^{* * *} \\ (0.11) \end{gathered}$ |
| Father: 2nd decile | $\begin{gathered} 0.48^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.46^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.51^{* * *} \\ (0.10) \end{gathered}$ | $\begin{gathered} 0.59^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.63^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.71^{* * *} \\ (0.11) \end{gathered}$ |
| Father: 3rd decile | $\begin{gathered} 0.39^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.36^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.46^{* * *} \\ (0.10) \end{gathered}$ | $\begin{gathered} 0.49^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.49^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.62^{* * *} \\ (0.11) \end{gathered}$ |
| Father: 4th decile | $\begin{gathered} 0.27^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.27^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.34^{* * *} \\ (0.10) \end{gathered}$ | $\begin{gathered} 0.33^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.33^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.41^{* * *} \\ (0.11) \end{gathered}$ |
| Father: 5th decile | $\begin{gathered} 0.23^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.24^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.28^{* * *} \\ (0.10) \end{gathered}$ | $\begin{gathered} 0.26^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.29^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.34^{* * *} \\ (0.11) \end{gathered}$ |
| Father: 6th decile | $\begin{gathered} 0.21^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.20^{* * *} \\ (0.07) \end{gathered}$ | $\begin{aligned} & 0.22^{* *} \\ & (0.11) \end{aligned}$ | $\begin{gathered} 0.23^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.24^{* * *} \\ (0.07) \end{gathered}$ | $\begin{aligned} & 0.28^{* *} \\ & (0.11) \end{aligned}$ |
| Father: 7th decile | $\begin{gathered} 0.22^{* * *} \\ (0.05) \end{gathered}$ | $\begin{aligned} & 0.17^{* *} \\ & (0.07) \end{aligned}$ | $\begin{gathered} 0.17 \\ (0.11) \end{gathered}$ | $\begin{aligned} & 0.24^{* * *} \\ & (0.05) \end{aligned}$ | $\begin{gathered} 0.21^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.20^{*} \\ (0.11) \end{gathered}$ |
| Father: 8th decile | $\begin{aligned} & 0.12^{* *} \\ & (0.05) \end{aligned}$ | $\begin{gathered} 0.10 \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.17 \\ (0.11) \end{gathered}$ | $\begin{aligned} & 0.15^{* * *} \\ & (0.05) \end{aligned}$ | $\begin{aligned} & 0.13^{*} \\ & (0.07) \end{aligned}$ | $\begin{aligned} & 0.19^{*} \\ & (0.11) \end{aligned}$ |
| Father: 9th decile | $\begin{aligned} & 0.11^{* *} \\ & (0.05) \end{aligned}$ | $\begin{gathered} 0.02 \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.16 \\ (0.11) \end{gathered}$ | $\begin{aligned} & 0.12^{*} \\ & (0.05) \end{aligned}$ | $\begin{gathered} 0.03 \\ (0.07) \end{gathered}$ | $\begin{aligned} & 0.19^{*} \\ & (0.11) \end{aligned}$ |
| Father: 10th decile | - omitted - |  |  |  |  |  |
| Mother: 1st decile | $\begin{gathered} 0.44^{* * *} \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.40 * * * \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.39^{* * *} \\ (0.11) \end{gathered}$ | $\begin{gathered} 0.48^{* * *} \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.50^{* * *} \\ (0.08) \end{gathered}$ | $\begin{gathered} 0.53^{* * *} \\ (0.12) \end{gathered}$ |
| Mother: 2nd decile | $\begin{gathered} 0.27^{* * *} \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.25^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.31 * * \\ (0.10) \end{gathered}$ | $\begin{aligned} & 0.23^{* * *} \\ & (0.06) \end{aligned}$ | $\begin{gathered} 0.23^{* * *} \\ (0.08) \end{gathered}$ | $\begin{gathered} 0.33^{* * *} \\ (0.11) \end{gathered}$ |
| Mother: 3rd decile | $\begin{gathered} 0.04 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.04 \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.04 \\ (0.11) \end{gathered}$ | $\begin{gathered} 0.01 \\ (0.06) \end{gathered}$ | $\begin{gathered} -0.01 \\ (0.08) \end{gathered}$ | $\begin{gathered} -0.00 \\ (0.11) \end{gathered}$ |
| Mother: 4th decile | $\begin{gathered} 0.03 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.01 \\ (0.07) \end{gathered}$ | $\begin{gathered} -0.04 \\ (0.11) \end{gathered}$ | $\begin{gathered} 0.02 \\ (0.06) \end{gathered}$ | $\begin{gathered} -0.05 \\ (0.08) \end{gathered}$ | $\begin{gathered} -0.07 \\ (0.11) \end{gathered}$ |
| Mother: 5th decile | $\begin{gathered} 0.05 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.05 \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.08 \\ (0.10) \end{gathered}$ | $\begin{gathered} 0.04 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.02 \\ (0.08) \end{gathered}$ | $\begin{gathered} 0.06 \\ (0.11) \end{gathered}$ |
| Mother: 6th decile | $\begin{gathered} -0.01 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.00 \\ (0.07) \end{gathered}$ | $\begin{gathered} -0.00 \\ (0.10) \end{gathered}$ | $\begin{gathered} 0.01 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.01 \\ (0.08) \end{gathered}$ | $\begin{gathered} 0.00 \\ (0.11) \end{gathered}$ |
| Mother: 7th decile | $\begin{gathered} -0.05 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.06 \\ (0.07) \end{gathered}$ | $\begin{gathered} -0.07 \\ (0.11) \end{gathered}$ | $\begin{gathered} -0.06 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.09 \\ (0.08) \end{gathered}$ | $\begin{gathered} -0.11 \\ (0.11) \end{gathered}$ |
| Mother: 8th decile | $\begin{gathered} 0.00 \\ (0.05) \end{gathered}$ | $\begin{gathered} 0.02 \\ (0.07) \end{gathered}$ | $\begin{gathered} -0.03 \\ (0.11) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.02 \\ (0.07) \end{gathered}$ | $\begin{gathered} -0.05 \\ (0.11) \end{gathered}$ |
| Mother: 9th decile | $\begin{gathered} -0.05 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.03 \\ (0.07) \end{gathered}$ | $\begin{gathered} -0.05 \\ (0.11) \end{gathered}$ | $\begin{gathered} -0.05 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.05 \\ (0.08) \end{gathered}$ | $\begin{gathered} -0.06 \\ (0.12) \end{gathered}$ |
| Mother: 10th decile | - omitted - |  |  |  |  |  |
| Wealth |  |  |  |  |  |  |


| Father: 1st decile | $0.34 * * *$ | 0.31 *** | 0.30 *** | 0.48 *** | 0.46 *** | 0.45*** |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (0.05) | (0.07) | (0.10) | (0.05) | (0.07) | (0.11) |
| Father: 2nd decile | 0.41 *** | 0.41 *** | 0.39*** | $0.54 * * *$ | $0.57 * * *$ | 0.59*** |
|  | (0.05) | (0.07) | (0.10) | (0.05) | (0.07) | (0.10) |
| Father: 3rd decile | 0.43 *** | $0.45 * * *$ | $0.52^{* * *}$ | $0.57 * * *$ | $0.62^{* * *}$ | 0.72*** |
|  | (0.05) | (0.06) | (0.10) | (0.05) | (0.07) | (0.10) |
| Father: 4th decile | 0.48*** | 0.53 *** | 0.56 *** | 0.61 *** | 0.71*** | 0.80*** |
|  | (0.05) | (0.06) | (0.09) | (0.05) | (0.07) | (0.10) |
| Father: 5th decile | 0.50 *** | $0.54 * * *$ | $0.60^{* * *}$ | $0.67 * * *$ | 0.76*** | 0.87*** |
|  | (0.05) | (0.06) | (0.09) | (0.05) | (0.07) | (0.10) |
| Father: 6th decile | $0.52^{* * *}$ | $0.57 * * *$ | 0.61 *** | 0.66 *** | 0.76*** | 0.88*** |
|  | (0.05) | (0.06) | (0.09) | (0.05) | (0.07) | (0.10) |
| Father: 7th decile | 0.31*** | 0.33 *** | 0.41 *** | $0.41^{* * *}$ | $0.44 * * *$ | 0.55*** |
|  | (0.05) | (0.06) | (0.09) | (0.05) | (0.07) | (0.10) |
| Father: 8th decile | 0.26*** | 0.24*** | 0.25** | $0.33^{* * *}$ | 0.33*** | 0.37*** |
|  | (0.05) | (0.07) | (0.10) | (0.05) | (0.07) | (0.10) |
| Father: 9th decile | $0.21^{* * *}$ | 0.22 *** | 0.24** | 0.26 *** | $0.27 * * *$ | $0.33 * * *$ |
|  | (0.05) | (0.07) | (0.10) | (0.05) | (0.07) | (0.10) |
| Father: 10th decile | - omitted - |  |  |  |  |  |
| Mother: 1st decile | 0.24*** | 0.33*** | $0.32^{* * *}$ | $0.32^{* * *}$ | $0.43^{* * *}$ | 0.46*** |
|  | (0.05) | (0.06) | (0.10) | (0.05) | (0.07) | (0.10) |
| Mother: 2nd decile | 0.23 *** | 0.29*** | $0.28 * * *$ | 0.30 *** | $0.38 * * *$ | 0.39*** |
|  | (0.04) | (0.06) | (0.09) | (0.05) | (0.07) | (0.10) |
| Mother: 3rd decile | 0.30*** | 0.37*** | 0.40 *** | $0.39 * * *$ | $0.48 * * *$ | 0.55*** |
|  | (0.04) | (0.06) | (0.09) | (0.05) | (0.07) | (0.10) |
| Mother: 4th decile | 0.27*** | 0.35*** | $0.34 * * *$ | $0.38 * * *$ | $0.48 * * *$ | 0.52*** |
|  | (0.04) | (0.06) | (0.09) | (0.05) | (0.07) | (0.09) |
| Mother: 5th decile | 0.21*** | 0.25*** | $0.28 * * *$ | 0.26*** | 0.35*** | 0.41*** |
|  | (0.04) | (0.06) | (0.09) | (0.05) | (0.07) | (0.10) |
| Mother: 6th decile | 0.27*** | 0.30*** | 0.30*** | 0.36*** | 0.43 *** | 0.46*** |
|  | (0.04) | (0.06) | (0.09) | (0.05) | (0.07) | (0.09) |
| Mother: 7th decile | 0.11** | 0.19*** | 0.16* | 0.17*** | $0.24 * * *$ | 0.22** |
|  | (0.04) | (0.06) | (0.09) | (0.05) | (0.07) | (0.10) |
| Mother: 8th decile | 0.05 | 0.11 | 0.08 | 0.07 | 0.14** | 0.13 |
|  | (0.05) | (0.06) | (0.10) | (0.05) | (0.07) | (0.10) |
| Mother: 9th decile | -0.02 | -0.00 | 0.00 | -0.02 | 0.00 | 0.02 |
|  | (0.05) | (0.07) | (0.10) | (0.05) | (0.07) | (0.11) |
| Mother: 10th decile | - omitted - |  |  |  |  |  |
| Education |  |  |  |  |  |  |
| Father: Compulsory schooling | 0.68*** | $0.82^{* * *}$ | 1.03 *** | 0.78*** | 0.99*** | 1.28*** |
|  | (0.06) | (0.09) | (0.15) | (0.06) | (0.09) | (0.15) |
| Father: High school | 0.31 *** | $0.39^{* * *}$ | $0.52^{* * *}$ | 0.31 *** | 0.40 *** | $0.53 * * *$ |
|  | (0.07) | (0.10) | (0.17) | ${ }^{(0.08)}$ | ${ }^{(0.11)}$ | (0.18) |
| Father: Vocational education and training | $\begin{gathered} 0.45^{* * *} \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.57^{* * *} \\ (0.09) \end{gathered}$ | $\begin{aligned} & 0.78^{* * *} \\ & (0.15) \end{aligned}$ | $\begin{gathered} 0.46^{* * *} \\ (0.06) \end{gathered}$ | $\begin{gathered} 0.61^{* * *} \\ (0.09) \end{gathered}$ | $\begin{gathered} 0.86^{* * *} \\ (0.15) \end{gathered}$ |
| Father: Short cycle higher education | $0.28 * * *$ | $0.38{ }^{* * *}$ | $0.60^{* * *}$ | $0.30^{* * *}$ | $0.42^{* * *}$ | $0.68{ }^{* * *}$ |
|  | (0.08) | (0.11) | (0.19) | (0.08) | (0.12) | (0.19) |
| Father: (Vocational) bachelor's degree | 0.22*** | $0.27 * * *$ | 0.46*** | $0.24 * *$ | 0.30 *** | $0.50^{* * *}$ |
| Father: Master's degree/PhD | (0.06) | (0.09) | (0.15) | (0.06) | (0.10) | (0.16) |
|  | - omitted - |  |  |  |  |  |
| Mother: Compulsory schooling | 0.92*** | 1.14*** | 1.11*** | 1.06*** | 1.36*** | 1.41 *** |
|  | (0.08) | (0.12) | (0.19) | (0.09) | (0.13) | (0.20) |
| Mother: High school | $0.36{ }^{* * *}$ | 0.40 *** | 0.22 | $0.39^{* * *}$ | $0.42^{* * *}$ | 0.21 |
|  | (0.09) | (0.13) | (0.21) | (0.09) | (0.14) | (0.22) |
| Mother: Vocational education and training | $0.59 * * *$ $(0.08)$ | ${ }_{\text {0.81*** }}$ | $0.76 * * *$ $(0.19)$ | $0.64 * * *$ $(0.09)$ | ${ }_{0}^{0.90 * * *}$ | ${ }_{\text {0 }}^{0.91 * * *}$ |
|  | (0.08) | (0.12) | (0.19) | (0.09) | (0.13) | (0.20) |
| Mother: Short cycle higher education | 0.27 *** | $0.42^{* * *}$ | 0.15 | $0.29 * * *$ | $0.47 * * *$ | 0.21 |
|  | (0.10) | (0.15) | (0.25) | (0.11) | (0.16) | (0.26) |
| Mother: (Vocational) bachelor's degree | $0.26{ }^{* * *}$ | $0.28{ }^{* *}$ | $0.32^{*}$ | $0.28^{* * *}$ | $0.33^{* *}$ | $0.38^{*}$ |
| Mother: Master's degree/PhD | (0.08) | (0.12) | (0.20) | (0.09) | (0.13) | $(0.20)$ |
|  | - omitted - |  |  |  |  |  |
| Occupation |  |  |  |  |  |  |
| Father: Employer | $-0.52^{* * *}$ | $-0.44^{* *}$ | -0.72 ** | $-0.80^{* * *}$ | $-0.82^{* * *}$ | $-1.29^{* * *}$ |
|  | (0.18) | (0.22) | (0.33) | (0.21) | (0.26) | (0.36) |
| Father: VAT payer | -0.43 ** | $-0.43^{* *}$ | -0.66** | $-0.74 * * *$ | -0.86*** | -1.25*** |
|  | (0.18) | (0.22) | (0.32) | (0.21) | (0.26) | (0.36) |
| Father: Senior manager | -0.07 | -0.13* | -0.06 | $-0.14^{* * *}$ | -0.21 *** | -0.13 |
|  | (0.05) | (0.07) | (0.11) | (0.05) | (0.08) | (0.12) |
| Father: Manager | $-0.16^{* * *}$ | -0.08 | -0.21 ** | $-0.22^{* * *}$ | $-0.17^{* * *}$ | $-0.31^{* * *}$ |
|  | (0.04) | (0.06) | (0.09) | (0.05) | (0.06) | (0.09) |
| Father: Employee | -0.04 | -0.03 | -0.02 | $-0.08 * *$ | $-0.08{ }^{*}$ | $-0.07$ |
| Father: Skilled worker | (0.03) | (0.04) | (0.06) | (0.04) | (0.05) | (0.06) |
|  | - omitted - |  |  |  |  |  |
| Father: Unskilled worker | 0.10*** | 0.08** | 0.12** | $0.11^{* * *}$ | 0.09** | 0.13** |
|  | (0.03) | (0.04) | (0.05) | (0.03) | (0.04) | (0.06) |
| Father: Unspecified employee | -0.05 | 0.09 | 0.13 | -0.07 | 0.08 | 0.14 |
|  | (0.05) | (0.06) | (0.08) | (0.06) | (0.07) | (0.09) |
| Father: Unemployed | 0.10 | 0.13 | -0.06 | 0.02 | 0.01 | -0.32 |
|  | (0.17) | (0.21) | (0.31) | (0.20) | (0.25) | (0.35) |
| Father: Out of labor force | 0.06 | 0.09 | -0.05 | -0.13 | -0.16 | -0.45 |
|  | (0.18) | (0.21) | (0.31) | (0.21) | (0.26) | (0.35) |
| Father: Retired | -0.25 | -0.31 | -0.56 | -0.55** | -0.66** | -1.08*** |
|  | (0.19) | (0.25) | (0.36) | (0.22) | (0.29) | (0.40) |
| Mother: VAT payer | 0.03 | 0.23 | 0.03 | 0.23 | -0.10 | -0.26 |
|  | (0.75) | (0.74) | (0.98) | (1.03) | (0.71) | (0.85) |
| Mother: Helping spouse | -0.41 | -0.38 | -0.62 | -0.32 | -0.86 | -1.07 |
|  | (0.76) | (0.75) | (1.01) | (1.03) | (0.72) | (0.88) |
| Mother: Senior manager | 0.16 | 0.15 | -0.03 | 0.12 | 0.16 | 0.03 |
|  | (0.11) | (0.15) | (0.24) | (0.11) | (0.16) | (0.25) |
| Mother: Manager | -0.04 | -0.02 | -0.27* | -0.11 | -0.07 | -0.26 |


| Mother: Employee | (0.08) | (0.10) | (0.15) | (0.08) | (0.11) | (0.16) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | -0.07 | -0.10 | -0.20 * | -0.13* | -0.16* | -0.25** |
|  | (0.06) | (0.08) | (0.12) | (0.07) | (0.09) | (0.13) |
| Mother: Skilled worker | - omitted - |  |  |  |  |  |
| Mother: Unskilled worker | 0.13** | 0.18** | 0.14 | 0.10 | 0.14 | 0.14 |
|  | (0.06) | (0.09) | (0.12) | (0.07) | (0.09) | (0.13) |
| Mother: Unspecified employee | 0.16** | 0.15 | 0.25* | 0.17* | 0.22* | 0.35** |
|  | (0.08) | (0.10) | (0.14) | (0.09) | (0.12) | (0.15) |
| Mother: Unemployed | 0.48 | 0.60 | 0.54 | 0.74 | 0.35 | 0.36 |
|  | (0.75) | (0.73) | (0.96) | (1.02) | (0.69) | (0.83) |
| Mother: Out of labor force | 0.41 | 0.55 | 0.52 | 0.70 | 0.33 | 0.42 |
|  | (0.75) | (0.73) | (0.96) | (1.02) | (0.70) | (0.83) |
| Mother: Retired | 0.22 | 0.42 | 0.40 | 0.40 | 0.02 | 0.11 |
|  | (0.75) | (0.73) | (0.97) | (1.02) | (0.70) | (0.84) |
| Working hours |  |  |  |  |  |  |
| Father: Not employed, self-employed or unknown | 0.25 | 0.21 | 0.51 | 0.51** | 0.64** | 1.12*** |
|  | (0.18) | (0.22) | (0.32) | (0.21) | (0.27) | (0.37) |
| Father: Part-time: Fewer than 10 hours | - omitted - |  |  |  |  |  |
| Father: Part-time: 10-19 hours | 0.15* | 0.23** | 0.32** | 0.25** | 0.43*** | 0.58*** |
|  | (0.08) | (0.10) | (0.14) | (0.10) | (0.13) | (0.17) |
| Father: Part-time: 20-29 hours | 0.17** | 0.18* | 0.29** | 0.28*** | 0.38*** | 0.53*** |
|  | (0.07) | (0.09) | (0.13) | (0.09) | (0.11) | (0.16) |
| Father: Part-time: 30+ hours | 0.11 | 0.10 | 0.18 | 0.19** | 0.27 ** | 0.34** |
|  | (0.07) | (0.09) | (0.13) | (0.08) | (0.11) | (0.15) |
| Father: Full-time | 0.06 | 0.04 | 0.18 | 0.11 | 0.18 | 0.33** |
|  | (0.07) | (0.09) | (0.13) | (0.08) | (0.11) | (0.15) |
| Father: Unknown hours | $0.19{ }^{* *}$ | 0.17 | 0.29** | 0.29*** | 0.35 *** | 0.47*** |
|  | (0.08) | (0.10) | (0.15) | (0.10) | (0.13) | (0.17) |
| Mother: Not employed, self-employed or unknown | -0.11 | -0.20 | -0.25 | -0.27 | 0.18 | 0.09 |
|  | (0.74) | (0.73) | (0.96) | (1.02) | (0.69) | (0.82) |
| Mother: Part-time: Fewer than 10 hours | - omitted - |  |  |  |  |  |
| Mother: Part-time: 10-19 hours | 0.13* | 0.14 | 0.07 | 0.21** | 0.21** | 0.18 |
|  | (0.07) | (0.09) | (0.12) | (0.08) | (0.11) | (0.14) |
| Mother: Part-time: 20-29 hours | 0.10 | 0.08 | 0.03 | 0.16** | 0.14 | 0.09 |
|  | (0.06) | (0.08) | (0.11) | (0.08) | (0.10) | (0.13) |
| Mother: Part-time: 30+ hours | $0.14 * *$ | 0.08 | 0.06 | 0.21 *** | 0.18* | 0.14 |
|  | (0.06) | (0.08) | (0.11) | (0.07) | (0.10) | (0.13) |
| Mother: Full-timeMother: Unknown hours | $0.06$ | $\begin{gathered} 0.00 \\ (0.08) \end{gathered}$ | $-0.06$ |  | $0.04$ | $-0.02$ |
|  | ${ }^{(0.06)} 0$ | $\begin{gathered} (0.08) \\ 0.32^{* * *} \end{gathered}$ | $\begin{aligned} & (0.11) \\ & 0.33^{* *} \end{aligned}$ | $\begin{gathered} (0.08) \\ 0.30^{* * *} \end{gathered}$ | $\begin{aligned} & (0.10) \\ & 0.33^{* *} \end{aligned}$ | $\begin{aligned} & (0.13) \\ & 0.40^{* *} \end{aligned}$ |
|  | (0.09) | (0.12) | (0.16) | (0.10) | (0.14) | (0.18) |
| Age ${ }^{\text {a }}$ |  |  |  |  |  |  |
| Father: <20 years | 0.04 | 0.13* | 0.17** | 0.06 | 0.12 | 0.11 |
|  | (0.06) | (0.07) | (0.09) | (0.08) | (0.09) | (0.11) |
| Father: 21-23 years | $\begin{gathered} -0.08^{* *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.01 \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.01 \\ (0.06) \end{gathered}$ | $\begin{gathered} -0.08^{*} \\ (0.04) \end{gathered}$ | $\begin{gathered} -0.01 \\ (0.05) \end{gathered}$ | $-0.05$ <br> (0.07) |
| Father: 24-26 years | -0.05* | -0.01 | 0.00 | ${ }_{-0.07 * *}$ | -0.05 | -0.06 |
| Father: 27-29 years | (0.03) | (0.04) | (0.05) | (0.03) | (0.04) | (0.06) |
|  | - omitted - |  |  |  |  |  |
| Father: 30-32 years | 0.06** | 0.11*** | 0.07 | 0.10*** | 0.16*** | 0.16*** |
|  | (0.03) | (0.04) | (0.05) | (0.03) | (0.04) | (0.06) |
| Father: 33-35 years | 0.17*** | 0.25 *** | $0.18 * * *$ | $0.24 * * *$ | 0.32 *** | 0.28*** |
|  | (0.03) | (0.04) | (0.06) | (0.04) | (0.05) | (0.07) |
| Father: 36-38 years | $0.24 * * *$ | 0.28 *** | $0.28 * * *$ | 0.34*** | 0.37*** | 0.42*** |
|  | (0.04) | (0.05) | (0.07) | (0.05) | (0.06) | (0.08) |
| Father: 39-41 years | 0.36*** | $0.38{ }^{* * *}$ | $0.32^{* * *}$ | $0.48 * * *$ | $0.54 * *$ | $0.51^{* * *}$ |
|  | (0.05) | (0.06) | (0.09) | (0.05) | (0.07) | (0.10) |
| Father: > 42 years | 0.46 *** | 0.50*** | 0.36 *** | $0.63^{* * *}$ | 0.71*** | $0.62^{* * *}$ |
|  | (0.05) | (0.07) | (0.09) | (0.06) | (0.08) | (0.11) |
| Mother: <20 years | $0.16 * * *$ | 0.10* | 0.11 | 0.26*** | 0.21 *** | 0.23 ** |
|  | (0.05) | (0.06) | (0.07) | (0.06) | (0.07) | (0.09) |
| Mother: 21-23 years | 0.13 *** | $0.15 * * *$ | 0.12** | 0.19*** | 0.22*** | 0.25*** |
|  | (0.03) | (0.04) | (0.06) | (0.04) | (0.05) | (0.07) |
| Mother: 24-26 years | 0.07** | 0.05 | 0.10** | $0.08 * * *$ | 0.10** | 0.17*** |
|  | (0.03) | (0.04) | (0.05) | (0.03) | (0.04) | (0.06) |
| Mother: 27-29 years | - omitted - |  |  |  |  |  |
| Mother: 30-32 years | $\begin{gathered} -0.05 \\ (0.03) \end{gathered}$ | $\begin{array}{r} -0.05 \\ (0.04) \end{array}$ | $\begin{gathered} -0.06 \\ (0.06) \end{gathered}$ | $\begin{gathered} -0.04 \\ (0.03) \end{gathered}$ | $\begin{gathered} -0.06 \\ (0.05) \end{gathered}$ | $\begin{gathered} -0.08 \\ (0.07 \end{gathered}$ |
| Mother: 33-35 years | -0.06 | -0.12** | -0.19** | -0.08* | -0.14** | $-0.25{ }^{* * *}$ |
|  | (0.04) | (0.06) | (0.08) | (0.05) | (0.06) | (0.09) |
| Mother: 36-38 years | -0.03 | ${ }^{-0.09}$ | -0.03 | -0.06 | $-0.17^{* *}$ | -0.17 |
|  | (0.06) | (0.07) | (0.10) | (0.06) | (0.09) | (0.12) |
| Mother: >39 years | $\begin{aligned} & -0.13^{*} \\ & (0.08) \end{aligned}$ | $\begin{aligned} & -0.17^{*} \\ & (0.10) \end{aligned}$ | $\begin{gathered} -0.14 \\ (0.14) \end{gathered}$ | $\begin{gathered} -0.21^{* *} \\ (0.09) \end{gathered}$ | $\begin{gathered} -0.33^{* * *} \\ (0.12) \end{gathered}$ | $\begin{gathered} -0.37^{* *} \\ (0.16) \end{gathered}$ |
| Marital status |  |  |  |  |  |  |
| Father: In partnership | - omitted - |  |  |  |  |  |
| Father: Single | 0.16*** | 0.21*** | $0.22^{* * *}$ | 0.19*** | $0.26 * * *$ | 0.28*** |
|  | (0.04) | (0.05) | (0.06) | (0.05) | (0.06) | (0.08) |
| Mother: In partnership | - omitted - |  |  |  |  |  |
| Mother: Single | 0.15*** | 0.15*** | 0.11* | 0.28*** | $0.30^{* * *}$ | 0.31*** |
|  | (0.04) | (0.05) | (0.06) | (0.05) | (0.06) | (0.08) |
| Hospitalizations |  |  |  |  |  |  |
| Father: 0 visits | - omitted - |  |  |  |  |  |
|  |  |  |  |  |  |  |
| Father: 1 visits | 0.10*** | 0.12*** | 0.14*** | 0.13*** | 0.15*** | 0.18*** |
|  | (0.02) | (0.03) | (0.04) | (0.03) | (0.03) | (0.05) |
| Father: 2 visits | 0.15*** | 0.07 | $0.16^{* * *}$ | 0.27*** | 0.24*** | $0.33^{* * *}$ |


|  | (0.04) | (0.05) | (0.06) | (0.05) | (0.06) | (0.08) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Father: 3 visits | 0.11* | 0.10 | 0.11 | 0.16** | 0.18* | 0.18 |
|  | (0.06) | (0.07) | (0.10) | (0.07) | (0.09) | (0.12) |
| Father: 4 visits | 0.36*** | 0.42*** | $0.44 * * *$ | 0.50 *** | 0.55*** | 0.58*** |
|  | (0.09) | (0.10) | (0.13) | (0.11) | (0.14) | (0.16) |
| Father: 5+ visits | 0.18** | $0.16^{*}$ | 0.31 *** | 0.27*** | 0.33*** | $0.54{ }^{* * *}$ |
|  | (0.08) | (0.09) | (0.11) | (0.10) | (0.12) | (0.16) |
| Mother: 0 visits | - omitted - |  |  |  |  |  |
| Mother: 1 visits | 0.17*** | 0.18*** | 0.18*** | 0.21*** | 0.24*** | 0.28*** |
|  | (0.02) | (0.03) | (0.04) | (0.02) | (0.03) | (0.04) |
| Mother: 2 visits | 0.28*** | 0.26*** | $0.28 * * *$ | 0.37*** | 0.40 *** | 0.41 *** |
|  | (0.03) | (0.04) | (0.05) | (0.04) | (0.05) | (0.06) |
| Mother: 3 visits | 0.43*** | $0.41^{* * *}$ | 0.43 *** | 0.56*** | 0.60 *** | 0.66 *** |
|  | (0.05) | (0.06) | (0.07) | (0.06) | (0.07) | (0.09) |
| Mother: 4 visits | 0.37*** | 0.33 *** | 0.43*** | 0.48*** | 0.51*** | 0.62*** |
|  | (0.07) | (0.08) | (0.10) | (0.09) | (0.11) | (0.14) |
| Mother: 5+ visits | 0.51 *** | 0.60 *** | 0.56 *** | $0.68{ }^{* * *}$ | 0.83 *** | 0.93 *** |
|  | (0.06) | (0.07) | (0.09) | (0.07) | (0.09) | (0.11) |
| Placements |  |  |  |  |  |  |
| Father: No placement | - omitted - |  |  |  |  |  |
| Father: Less than 2 years in placement | 0.28*** | 0.25*** | $0.26 * * *$ | $0.41^{* * *}$ | 0.42*** | 0.46 *** |
|  | (0.07) | (0.08) | (0.09) | (0.10) | (0.12) | (0.14) |
| Father: 2 years or more in placement | 0.27 *** | 0.26*** | 0.23*** | $0.36 * * *$ | 0.37*** | $0.32^{* *}$ |
|  | (0.07) | (0.07) | (0.09) | (0.10) | (0.11) | (0.13) |
| Mother: No placement | - omitted - |  |  |  |  |  |
| Mother: Less than 2 years in placement | 0.37*** | 0.37*** | 0.36*** | 0.59*** | 0.63*** | 0.65*** |
|  | (0.05) | (0.06) | (0.07) | (0.08) | (0.09) | (0.10) |
| Mother: 2 years or more in placement | 0.46 *** | 0.46 *** | 0.42 *** | $0.62^{* * *}$ | $0.72{ }^{* * *}$ | 0.72 *** |
|  | (0.06) | (0.06) | (0.07) | (0.08) | (0.09) | (0.11) |
| Criminal charges |  |  |  |  |  |  |
| Father: No charges | - omitted - |  |  |  |  |  |
| Father: 1 charge | 0.29*** | 0.29*** | 0.31 *** | 0.44*** | 0.48*** | 0.53*** |
|  | (0.03) | (0.04) | (0.05) | (0.04) | (0.05) | (0.06) |
| Father: 2 charges | 0.46*** | 0.43 *** | $0.44 * * *$ | 0.67 *** | 0.68 *** | 0.78*** |
|  | (0.05) | (0.06) | (0.07) | (0.07) | (0.07) | (0.09) |
| Father: 3 charges | 0.32*** | 0.41 *** | 0.47*** | 0.56*** | 0.66*** | 0.80*** |
|  | (0.07) | (0.08) | (0.09) | (0.10) | (0.11) | (0.13) |
| Father: 4-5 charges | 0.55*** | 0.50*** | $0.49^{* * *}$ | 0.86*** | 0.89*** | 0.95*** |
|  | (0.07) | (0.08) | (0.09) | (0.11) | (0.12) | (0.14) |
| Father: $6+$ charges | 0.48*** | 0.57*** | 0.66*** | 0.85*** | 0.95*** | 1.09*** |
|  | (0.07) | (0.08) | (0.09) | (0.11) | (0.12) | (0.14) |
| Mother: No charges | - omitted - |  |  |  |  |  |
| Mother: 1 charge | 0.21*** | 0.22*** | 0.25*** | 0.41*** | 0.46 *** | $0.54 * * *$ |
|  | (0.05) | (0.05) | (0.06) | (0.06) | (0.07) | (0.09) |
| Mother: 2+ charges | 0.19** | 0.21 *** | 0.20** | 0.46*** | 0.57*** | 0.61 *** |
|  | (0.07) | (0.08) | (0.09) | (0.11) | (0.12) | (0.14) |
| N - Training data |  |  | 119,804 |  |  |  |

Notes: Estimates from logistic regressions of various outcomes on the full set of predictors. For predictors with missing information we include an additional dummy indicating missings but do not report the corresponding coeffcient estimates. Robust standard errors in parentheses.

Table D.7: Optimal risk score - Regressions

| Predictor | Education | Income | Social benefits | Criminal charges | Placement | Hospitalizations | Psychiatric condition | SB <br> indicator |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Father's education |  |  |  |  |  |  |  |  |
| Compulsory schooling | $\begin{gathered} 26.8 \\ {[24.1,29.6]} \end{gathered}$ | $\begin{gathered} -3.8 \\ {[-7.5,-0.2]} \end{gathered}$ | $\begin{gathered} 24.5 \\ {[22.0,27.0]} \end{gathered}$ | $\begin{gathered} 17.4 \\ {[15.3 .19 .5]} \end{gathered}$ | $\begin{gathered} 20.5 \\ {[17.8 .23 .3]} \end{gathered}$ | $\begin{gathered} 29.6 \\ {[26.0,33.3]} \end{gathered}$ | $\begin{gathered} 13.0 \\ {[9.3,16.8]} \end{gathered}$ | $\begin{gathered} 23.5 \\ {[21.3,25.7]} \end{gathered}$ |
| Vocational education and training | 18.0 | -15.5 | 14.1 | 10.0 | 12.1 | 21.9 | 1.8 | 13.0 |
|  | [15.2, 20.7] | [-19.0, -12.0] | [11.6, 16.6] | [7.9, 12.0] | [9.3, 14.9] | [18.4, 25.5] | [-1.9, 5.5] | [10.9, 15.2] |
| High school | 12.1 | -1.1 | 6.8 | 6.8 | 4.9 | 9.2 | 1.2 | 7.8 |
|  | [8.7, 15.5] | [-5.9, 3.8] | [3.4, 10.2] | [4.1, 9.6] | [1.3, 8.5] | [4.2, 14.2] | [-4.0, 6.3] | [4.9, 10.7] |
| Short cycle higher education | 10.4 | -10.1 | 7.6 | 3.8 | 7.7 | 15.5 | 1.1 | 7.7 |
|  | [6.8, 14.0] | [-15.5, -4.7] | [4.0, 11.2] | [0.8, 6.8] | [3.9, 11.5] | [10.4, 20.5] | [-4.3, 6.6] | [4.6, 10.8] |
| (Vocational) bachelor's degree | 6.3 | -2.4 | 5.7 | 3.6 | 3.6 | 9.2 | 1.9 | 4.9 |
|  | [3.2, 9.4] | [-6.2, 1.4] | [2.8, 8.5] | [1.3, 5.9] | [0.4, 6.8] | [5.1, 13.2] | [-2.2, 6.0] | [2.4, 7.4] |
| Master's degree/PhD | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| Mother's education |  |  |  |  |  |  |  |  |
| Compulsory schooling | 27.0 | -0.9 | 27.7 | 18.4 | 30.0 | 34.0 | 18.9 | 26.8 |
|  | [23.3, 30.8] | [-5.5, 3.7] | [24.3, 31.1] | [15.7, 21.2] | [25.8, 34.1] | [29.0, 39.0] | [14.0, 23.9] | [23.8, 29.8] |
| Vocational education and training | [15.8 | -14.6 | 14.2 | 9.8 | 17.6 | 24.5 | 5.8 | 13.4 |
|  | [12.0, 19.6] | [-19.2, -9.9] | [10.7, 17.6] | [7.0, 12.6] | [13.4, 21.8] | [19.5, 29.5] | [0.9, 10.8] | [10.4, 16.4] |
| High school | 9.0 | ${ }^{-7.2}$ | ${ }^{6.7}{ }^{\text {c }}$ | 5.9 <br> 2.98 .1$]$ | 11.0 | 14.2 | 4.1 | 7.4 |
|  | [4.9, 13.1] | [-12.6, -1.8] | [2.8, 10.6] | [2.8, 9.1] | [6.5, 15.5] | [8.5, 19.9] | [-1.6, 9.8] | [4.0, 10.7] |
| Short cycle higher education | 6.0 | -11.6 | 6.2 | 4.0 | 9.4 | 14.4 | $-1.2$ | $5.4$ |
|  | [1.2, 10.8] | [-17.9, -5.2] | [1.7, 10.7] | [0.4, 7.7] | [4.1, 14.7] | [8.0, 20.7] | $[-8.0,5.5]$ | $[1.5,9.4]$ |
| (Vocational) bachelor's degree | 5.2 | -2.7 | 3.6 | 1.8 | 7.6 | 10.6 | 1.7 | 3.7 |
|  | [1.3, 9.0] | [-7.1, 1.6] | [0.2, 7.1] | [-1.0, 4.5] | [3.3, 11.8] | [5.6, 15.7] | [-3.2, 6.5] | [0.7, 6.7] |
| Master's degree/PhD | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| Father's income |  |  |  |  |  |  |  |  |
| 1st decile | 19.2 | 27.5 | 23.1 | 13.8 | 23.0 | 11.1 | 24.1 | 22.2 |
|  | [17.2, 21.2] | [24.0, 31.1] | [20.9, 25.2] | [12.0, 15.6] | [20.9, 25.0] | [7.9, 14.3] | [20.6, 27.6] | [20.4, 24.1] |
| 2nd decile | 16.9 | 20.8 | 19.4 | 10.6 | 17.5 | 8.0 | 15.9 | 18.5 |
|  | [14.9, 18.8] | [17.2, 24.4] | [17.3, 21.6] | [8.8, 12.4] | [15.4, 19.6] | [4.9, 11.2] | [12.4, 19.5] | [16.6, 20.4] |
| 3 rd decile | 15.3 | 14.9 | 18.6 | 6.1 | 14.0 | 5.6 | 15.6 | 16.8 |
|  | [13.3, 17.3] | [11.2, 18.6] | [16.4, 20.7] | [4.3, 8.0] | [11.8, 16.1] | [2.4, 8.8] | [12.0, 19.1] | [14.9, 18.7] |
| 4th decile | 11.3 | 9.5 | 13.8 | 4.0 | 9.3 | 3.8 | 9.1 | 11.0 |
|  | [9.2, 13.3] | [5.7, 13.2] | [11.6, 16.0] | [2.1, 5.9] | [7.1, 11.5] | [0.6, 7.0] | [5.5, 12.8] | [9.0, 12.9] |
| 5 th decile | 9.9 | 4.9 | 12.0 | 1.8 | 8.8 | $1.9$ | 8.5 | 10.0 |
|  | [7.9, 12.0] | [1.1, 8.7] | [9.8, 14.3] | [-0.1, 3.7] | [6.6, 11.1] | $[-1.3,5.1]$ | [4.8, 12.2] | [8.1, 12.0] |
| 6th decile | 9.5 | 3.8 | 9.8 | 1.0 | 6.4 | 5.1 | 6.8 | 8.4 |
|  | [7.4, 11.6] | [-0.0, 7.6] | [7.5, 12.1] | [-0.9, 2.9] | [4.1, 8.7] | [1.9, 8.3] | [3.0, 10.5] | [6.4, 10.4] |
| 7th decile | 9.4 | 1.1 | 8.4 | 1.9 | 5.8 | 2.3 | 6.3 | 7.6 |
|  | [7.3, 11.4] | [-2.7, 5.0] | [6.1, 10.7] | [-0.0, 3.8] | [3.5, 8.1] | [-1.0, 5.5] | [2.6, 10.0] | [5.6, 9.6] |
| 8th decile | 6.2 | 2.0 | 5.3 | 1.6 | 3.2 | 2.2 | 4.8 | 4.9 |
|  | [4.0, 8.4] | [-1.8, 5.8] | [3.0, 7.7] | [-0.3, 3.5] | [0.8, 5.6] | [-1.0, 5.5] | [1.1, 8.6] | [2.9, 6.9] |
| 9 th decile | 5.9 | 0.5 | 3.3 | 0.4 | 1.6 | 1.2 | 3.9 | 3.2 |
|  | [3.7, 8.1] | [-3.3, 4.2] | [0.8, 5.7] | [-1.5, 2.4] | [-0.9, 4.1] | [-2.0, 4.5] | [0.1, 7.6] | [1.2,5.3] |
| 10th decile | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| Mother's income |  |  |  |  |  |  |  |  |
| 1 st decile | 15.6 | 21.5 | 21.8 | 10.4 | 21.2 | 14.2 | 22.6 | 21.5 |
|  | [13.6, 17.5] | [17.8, 25.2] | [19.6, 24.0] | [8.5, 12.4] | [19.1, 23.3] | [10.9, 17.5] | [19.0, 26.2] | [19.6, 23.4] |
| 2nd decile | 9.6 | 7.8 | 13.3 | 5.9 | 11.9 | 8.3 | 10.1 | 11.9 |
|  | [7.6, 11.6] | [4.2, 11.4] | [11.1, 15.5] | [4.0, 7.8] | [9.8, 14.1] | [5.0, 11.6] | [6.6, 13.7] | [10.0, 13.7] |
| 3rd decile | 5.9 | 0.9 | 6.7 | 2.5 | 5.0 | 5.0 | 1.4 | 5.1 |
|  | [3.9, 7.9] | [-2.8, 4.6] | [4.4, 8.9] | [0.6, 4.4] | [2.8, 7.2] | [1.7, 8.3] | [-2.3, 5.0] | [3.2, 7.0] |
| 4th decile | 5.2 | -0.5 | 6.4 | 1.4 | 4.2 | 3.7 | 1.6 | 5.0 |
|  | [3.1, 7.2] | [-4.2, 3.3] | [4.2, 8.7] | [-0.5, 3.3] | [1.9, 6.4] | [0.4, 7.0] | [-2.1, 5.3] | [3.1, 7.0] |
| 5 th decile | 5.3 | -3.3 | 7.6 | 2.0 | 4.1 | 5.3 | 1.4 | 5.6 |
|  | [3.3, 7.3] | [-7.1, 0.5] | [5.4, 9.9] | [0.0, 3.9] | [1.9, 6.4] | [2.0, 8.5] | [-2.2, 5.1] | [3.7, 7.5] |
| 6th decile | 4.0 | -3.9 |  | 1.5 | 3.7 | 3.6 | -0.0 | 3.5 |
|  | [2.0, 6.1] | [-7.7, -0.1] | [2.9, 7.5] | [-0.4, 3.4] | [1.4, 5.9] | [0.3, 6.9] | [-3.7, 3.7] | [1.5, 5.4] |
| 7th decile | 1.8 | -7.6 | 0.8 | 0.5 | -0.8 | 2.9 | -2.6 | 0.2 |
|  | [-0.3, 3.9] | [-11.4, -3.7] | [-1.6, 3.1] | [-1.4, 2.5] | [-3.1, 1.6] | [-0.4, 6.2] | [-6.3, 1.2] | [-1.8, 2.2] |
| 8th decile | 1.6 | -3.1 | 0.4 | 0.4 | -1.5 | 1.5 | -2.8 | -0.3 |
|  | [-0.5, 3.7] | [-6.8, 0.7] | [-1.9, 2.8] | [-1.5, 2.4] | [-3.9, 0.9] | [-1.9, 4.8] | [-6.5, 0.9] | [-2.3, 1.7] |
| 9 th decile | -0.9 | -4.3 | -0.9 | 1.1 | -2.0 | -1.0 | -3.3 | -1.3 |
|  | [-3.1, 1.4] | [-8.0, -0.6] | [-3.3, 1.5] | [-0.9, 3.0] | [-4.5, 0.6] | [-4.4, 2.4] | [-7.1, 0.4] | [-3.4, 0.8] |
| 10th decile | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| Sex |  |  |  |  |  |  |  |  |
| Male | 10.6 | 13.3 | -2.1 | 39.9 | 3.3 | -10.0 | -16.7 | 4.7 |
|  | [9.8, 11.3] | [11.7, 14.9] | [-2.9, -1.2] | [39.0, 40.8] | [2.6, 4.1] | [-11.4, -8.7] | [-18.2, -15.2] | [4.0, 5.4] |
| Female | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |

Notes: Estimates from logistic regressions of various outcomes on sex, education (mother/father) and income (mother/father). Coefficients have been rescaled such that the difference between the highest and the lowest prediction (or risk score) is equal to 100 in line with Figure 10. $95 \%$ confidence intervals based on robust standard errors in brackets.
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[^1]:    1. Cornelissen et al. (2018), for example, find that children with immigrant ancestry benefit most from attending child care because their alternative care arrangements are of relatively low quality. Similarly, Havnes and Mogstad (2015) study the effect of child care attendance on earnings in adulthood and show that children from low-income families gain substantially. Children from upper-class families, in contrast, suffer a loss in earnings.
    2. Heckman (2012) summarizes this literature: "The highest rate of return in early childhood development comes from investing as early as possible, from birth through age five, in disadvantaged families."
    3. The Perry Preschool Project targeted African-American children with low IQ from families that performed poorly on a cultural deprivation scale based on paternal occupation, parental education and density in the home (persons per room) (Weikart 1967). The Carolina Abecedarian Project constructed a high risk index based on parental education and income and additional 10 minor indicators (Ramey and And Others 1974). The Early Training Project considered housing, parental education and parental occupation (Klaus and Gray 1968). Eligibility for Head Start is mainly determined by parental income (U.S. Department of Health \& Human Services 2019)
[^2]:    4. A particularly relevant study in this context is by Richmond-Rakerd et al. (2020), who also use Danish administrative data. They show that adult health, crime and social welfare are unequally distributed across people and correlated within people. Our definition of outcomes varies slightly from theirs: we consider the number of hospitalizations rather than the number of hospital days and criminal charges rather than criminal convictions. Richmond-Rakerd et al. (2020) do not attempt to predict outcomes with information available at birth.
[^3]:    5. The coefficient estimates of the corresponding logistic regressions can be found in Tables D. 5 and D. 6 in the appendix.
[^4]:    6. Hertz et al. (2008) estimate that the intergenerational correlation for education in Denmark is 0.30 . Andrade and Thomsen (2018) find values in the range between 0.35 and 0.39 . In contrast, intergenerational correlation for income are typically much smaller. For gross income including public transfers Landersø and Heckman (2017) estimate it to be 0.21 , while Andersen (2019), studying total income before deductions and taxes, finds values between 0.05-0.06 (maternal income) and 0.13-0.21 (paternal income). Our measure of disposable family income reflects the progressivity of the Danish tax system, so these estimates are probably too large. Intergenerational correlations for health tend to be even smaller, at least with respect to fathers. Andersen (2019) finds values between 0.11-0.12 (paternal health) and 0.13-0.14 (maternal health)
    7. Andersen (2019) finds rank-rank slopes for intergenerational health outcomes in Denmark that are only half the size of those found by Halliday et al. (2018) for the U.S., a country with a considerable fraction of uninsured individuals.
[^5]:    8. Of course, SES could also causally effect non-SES predictors, which are then correlated with the outcome even if they do not have any direct impact. In general, it is very difficult to draw conclusions about causality without any exogenous variation in the predictors.
[^6]:    9. The only exception is having low disposable income (second column), which appears to have a - if anything - reversed relationship with parental education. The reason is presumably that children of highly educated parents are themselves highly educated, but earn only relatively little just after graduating and perhaps are more likely to be single. Obtaining vocational schooling, in contrast, guarantees moderate earnings from early on and might also allow for earlier partnership and family formation.
