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1 Introduction

In recent years there has been an increased tendency of firms to flatten hierarchies and to delegate responsibilities. In particular, many employer-employee relationships were re-designed to transfer some of the entrepreneurial responsibilities to the employees or agents and to set better incentives by making them freelancers or franchisees. Besides the potential advantage of reducing costs through improved incentives, the additional freedom may be used by the agent to improve his bargaining position—possibly by choosing counter-productive actions. For example, an employee (agent) who is engaged in customer contact might acquire a close relationship with customers by being extraordinarily obliging. Not only will this increase his performance as measured by his employer (principal), but the good relations with the customers might allow the agent to continue cooperating with the customers without the principal. The agent could use this as a threat when negotiating next time with the principal about his salary. This means that the principal faces costs when leaving the decision to the agent. The key insight of this paper is that, in order to avoid these costs, the principal has to exercise some degree of authority, which she cannot if the respective activities are outsourced.

The model presented in this paper complements and extends the existing literature in several ways. As in most papers on incomplete contracts, the possibility of renegotiation as well as the ownership structure with respect to who has residual control over payoffs play a role. Similar to a strand of this literature, ownership is an element of the contract (see e.g. Nöldeke and Schmidt, 1998). Eventually, the boundaries of the firm are determined endogenously in the model. Here, it is not the ownership structure, but the power to control the agent’s actions which defines the boundary. In the usual hold-up context, the investment is determined by the fact that renegotiation results do not allow to internalise all the benefits of the investment, leading to underinvestment. In the model presented below, the agent’s investment improves his position in the renegotiation process, leading to overinvestment; the gains from the agent’s investment are higher outside than inside the contractual relationship. In the literature on incomplete contracts, states of nature play an important role as they determine the ex-post efficient outcome and cannot be contracted upon. Like in the standard textbook hidden action problem (see e.g. Salanié, 1998), states of nature here are signals about agent’s actions and are verifiable. However, we assume risk neutrality.
of principal and agent, so that risk sharing issues do not prevent delegation to the agent (“selling the shop”).

The concept of “integration” used in this paper is linked to the idea of authority rather than ownership. Aghion and Tirole (1997) analyse the role of formal and real authority and its dependence on informational asymmetry. In contrast, our focus is not on informational asymmetry. Rather, asymmetric intertemporal interests and the possibility to renegotiate render it optimal to control actions, i.e. exercise authority. Like in the present article, Baker, Gibbons, and Murphy (2002) also consider the question of integration in a repeated interaction but they understand integration in terms of ownership and focus on the effect of market conditions on the integration decision. Market conditions also play a role in the paper by Grossman and Helpman (2002), who develop an equilibrium model of integration versus outsourcing. In this model outsourcing reduces production costs but increases the search costs for finding appropriate partners. Complementarily, our (partial) analysis looks at the adverse incentive effects of leaving discretion to the agent.

Our model also touches upon the literature on short-term vs. long-term contracts. Fudenberg, Holmström, and Milgrom (1990) devise four sufficient conditions under which, in a repeated game setting with recontracting, common knowledge and identical discount rates for both players, short term contracts can replace long term contracts. In our context, one of their conditions is violated: not all public information is contractible – only the signal about agent’s actions. Nevertheless, it will be shown that complex multi-period contracts are not necessary and that the principal can restrict herself to short term contracts and still obtain the maximal payoff.

Repeated hidden action games with intertemporal effects have also been studied by Abreu, Pearce, and Stacchetti (1990), Ma (1991), Holmström (1999) and Fernandes and Phelan (2000). In the model presented below, actions have intertemporal effects regardless of whether there is a relationship or not. In contrast, Ma (1991) only considers effects inside the relationship. Unlike Abreu, Pearce, and Stacchetti (1990) and Holmström (1999), we consider direct intertemporal effects of current actions on future payoffs, not the informational consequences. While informational asymmetries are essential for Fernandes and Phelan (2000), the results in our model are driven by asymmetric intertemporal incentives. While Posner and Triantis (2001) ask
the question when to prevent the agents from using an investment outside the relationship by a “covenant not to compete” clause, we assume that the agent cannot commit himself to forfeit the alternative usage.

Marcet and Marimon (1998) devise general solution methods for dynamic incentive (or implementability) problems in infinite horizon settings. As our analysis deals with a finite horizon, it is simpler to solve the problem directly rather than adapting their method.

The following section introduces the model. Section 3 explains the mechanisms at work in a two-period model. In Section 4, the results are extended to finite games and multi-period contracting. Finally, Section 5 concludes.

2 The model

There are two players: a risk-neutral principal ($P$) and a risk-neutral agent ($A$) who play a repeated hidden action game. Later, we will analyse a two-period as well as a multi-period version of the model. In each period $t$, the interaction between principal and agent creates a revenue $\pi(s_t, a_t, a_{t-1})$. Future payoffs are discounted with a discount factor $\delta \in [0;1]$ which is the same for principal and agent. By default the agent is the receiver of the revenue ($r_t = A$); but contractual arrangements can assign this role to the principal ($r_t = P$).

Both, principal and agent, have control over some determinants of the surplus $\Phi(s_t, a_t, a_{t-1})$ which is defined as the revenue minus the costs:

$$\Phi(s_t, a_t, a_{t-1}) = \pi(s_t, a_t, a_{t-1}) - c(s_t, a_t, a_{t-1}).$$

The principal can costlessly set a support level $s_t \in \{0, 1\}$. The agent can influence the surplus by his present and past activity level $a_t$ and $a_{t-1}$, where $a_t$ and $a_{t-1}$ can take a low ($L$) or a high ($H$) value. The costs $c(\cdot, \cdot, \cdot)$ for the activity $a_t$, which may depend on support $s_t$ and past activity $a_{t-1}$, are always born by the agent. The revenue $\pi(\cdot, \cdot, \cdot)$ is non-decreasing in the

\footnote{Acquiring the ability to set a support in itself may be costly but we assume this costs to be sunk at the moment of decision. If support were costly, we would have to deal with a two-sided moral hazard problem in which it is not surprising that selling the shop is not optimal.}
present activity level $a_t$. For most of the analysis it will be sufficient to make assumptions on the surplus function.

To illustrate the effect of the principal’s choice variable, suppose that she owns an asset which helps the agent to produce. We assume that she can either support the agent by allowing him to use the asset ($s_t = 1$) or not support him by preventing the use of the asset ($s_t = 0$) in $t$. The following assumption determines the effect of support on the surplus:

**Assumption 1.** Independently from the agent’s activity, support by the principal increases the surplus:

$$\forall a, a' : \Phi(0, a, a') < \Phi(1, a, a').$$

(1)

For the current period, the costs of engaging in the activity $c(\cdot, \cdot, \cdot)$ outweigh the benefits, so the surplus decreases in current period’s activity:

**Assumption 2.** Low activity maximises the current surplus:

$$\forall s, a : \Phi(s, H, a) < \Phi(s, L, a).$$

(2)

Note that this and the non-decreasingness of the revenue $\pi(\cdot, \cdot, \cdot)$ in the current activity level imply increasing costs $c(\cdot, \cdot, \cdot)$ in the current activity level.

Next period’s surplus is increased by the activity $a$ so that $a$ can be interpreted as an investment. If the principal sticks to her support choice $s$ in both periods, the total intertemporal surplus generated by the low activity exceeds the total intertemporal surplus generated by the high activity. In other words:

**Assumption 3.** Given identical support in two consecutive periods, the discounted future gains from the investment cannot recoup the present loss implied by the investment:

$$\forall a, a', s : \delta(\Phi(s, a', H) - \Phi(s, a', L)) < \Phi(s, L, a) - \Phi(s, H, a).$$

(3)

However, the discounted future gains of the investment outweigh the costs if the agent is currently supported and will not receive support in the future. This is expressed in the following assumption:
Assumption 4. Given support in the current period and no support in the following period, the higher costs accrued through exerting the high activity rather than the low activity are more than outweighed by a higher future payoff:

$$\forall a, a': c(1, H, a) - c(1, L, a) < \delta(\Phi(0, a', H) - \Phi(0, a', L)).$$

(4)

This completes the set of assumptions on revenue and cost functions.\(^2\)

To illustrate the economic situation reflected by these assumptions, consider a two-period example of an experienced advocate and her junior partner. The advocate has established a large client base. She may \((s = 1)\) or may not \((s = 0)\) support the junior partner (who only has a few faithful clients) by directing her client’s attention to the junior partner. Suppose that the number of clients determines revenues. The junior partner can handle clients with an extra portion of care \((a = H)\) at high costs or just act normally \((a = L)\).

Whatever the junior partner does, the surplus will be higher if the senior advocate supports him, e.g. by calling up her clients. This is reflected by Assumption 1. But regardless of support and previous behaviour towards the clients, current surplus is highest when the junior partner is not too obliging as indicated by Assumption 2. This could be because the extra portion of care, like inviting clients for dinner is very costly.

If the junior advocate can count on the senior advocate’s help in both periods, there is no point for the junior advocate in being particularly nice to the clients which is expressed by Assumption 3 for \(s = 1\). Given that the junior advocate has no help by the senior advocate and will get no help in the future, there is no opportunity for the junior advocate to alienate the former’s customers and hence it does not help to put in extra effort to improve the familiarity with the clients \((s = 0\) in Assumption 3).

If, however, the senior advocate only provides support in the first period, being particularly nice to customers in this period may turn some of them

\(^2\)For an example which satisfies Assumptions 1 to 4 consider the revenue function

$$\pi(s, a, a') \equiv 2s + (1 - s)a'$$

and the cost function

$$C(s, a, a') \equiv (1 - \frac{s}{2})a,$$

where \(a \in \{0, 1\}\) and \(s \in \{0, 1\}\).
into faithful customers who stick with the junior partner even when he leaves the senior advocate. This effect is described by (4).

Given the environment described so far, one can now show that the efficient outcome is obtained when the principal provides support in all periods, and the agent exerts low activity:

**Lemma 1.** The efficient allocation is achieved by choosing support \((s = 1)\) and low activity \((a = L)\) in all periods.

**Proof.** To see this result, consider the overall surplus over a horizon of \(T\) periods, \(\sum_{t=1}^{T} \delta^{t-1} \Phi(s_t, a_t, a_{t-1})\). By inequality (1), this surplus is higher when support is provided \((s = 1)\), independently of the activity chosen. Then, the surplus is maximised by the low activity \((a = L)\) in the last period \((t = T)\) due to (2) and in earlier periods \((t < T)\) due to (3).

The framework presented allows to deduce the following regularities:

**Lemma 2.**

\[\forall a, a': \Phi(1, L, a) - \Phi(1, H, a) < \delta(\Phi(0, a', H) - \Phi(0, a', L)),\] (5)

\[\forall a, a', s: \delta(\Phi(1, a', H) - \Phi(1, a', L)) < \Phi(s, L, a) - \Phi(s, H, a),\] (6)

\[\forall a': \Phi(1, a', H) - \Phi(1, a', L) < \Phi(0, a', H) - \Phi(0, a', L).\] (7)

**Proof.** Inequality (5) follows from Assumption 4 together with the non-decreasingness of the revenue in the second argument. By using (5) together with (3), one obtains:

\[\forall a, a': \delta(\Phi(1, a', H) - \Phi(1, a', L)) < \Phi(1, L, a) - \Phi(1, H, a) < \Phi(1, L, a) - \Phi(1, H, a)\] by (3) for \(s = 1\)

\[< \delta(\Phi(0, a', H) - \Phi(0, a', L)) < \Phi(0, L, a) - \Phi(0, H, a)\] by (3) for \(s = 0\)

The second result, (6), is certainly true for \(s = 1\) by (3). By comparing the smallest with the largest value in (8) it is also true for \(s = 0\). Finally, (7) results from comparing the term on the left in the first line with the term of the left in the last line of (8).

What is the intuition behind Lemma 2? Inequality (5) is a reformulation of inequality (4) in surplus terms. It supplies a motive to exert high activity as a precautionary measure against the loss of support. Inequality
(6) asserts that such a precautionary measure is redundant when support can be expected to prevail in the following period. Thus, the effect of the precautionary investment must be lower when support is given as stated by inequality (7).

The support of the principal $s$, the activity of the agent $a$, and the surplus $\Phi(\cdot, \cdot, \cdot)$ are not verifiable. The reason might be that support is only observed by the principal, the activity by the agent, and the surplus by whoever receives it. However, there is dichotomous signal $Z_t$ which can be contracted upon and which takes on the value one with probability $P(a_t)$ and the value zero with probability $1 - P(a_t)$ where $P(H) > P(L)$.

Each period $t$ of the model consists of the following sequence of events:

1. The principal proposes a contract.
2. The agent accepts or rejects.
3. The principal chooses support $s_t$ and the agent decides on activity $a_t$.
4. Nature draws the signal $Z_t$ given the activity choice $a_t$.
5. Transfers are carried out according to the contract.

This time line is depicted in Figure 1.

The possibility to reject the contract, i.e. produce independently, creates an outside option for the agent which leaves the principal with nothing.

For simplicity, it should be assumed that the principal knows the past activity of the agent at the beginning of a new period. This is for example the case, when the agent has accepted the contract and it induces a unique activity. Then, there is no asymmetric information at the time when the principal proposes the contract and, unlike Fernandes and Phelan (2000), it is only necessary to consider participation and incentive constraints. If the last activity were not observable, the essential link between agent’s activity and future payoffs is retained given sufficient discriminatory power of the

\footnote{For our results it is irrelevant whether principal and agent move simultaneously or in a particular sequence.}
Figure 1: Sequence of events within a period

signal (see Appendix A).

The purpose of formal contracts in this model is to allow for externally enforceable commitments on the basis of signals occurring while the contract is valid ("conditioning on signals"). A contract lasting from $t_0$ to $T$ specifies for each period $t$ the payments and the identity of the revenue recipient depending on the respective history of signal realisations $\xi_t = \{z_i\}_{0 \leq i \leq t}$. Formally, each contract $C$ is a set of subcontracts $C_t$: $C = \{C_t\}_{t_0 \leq t \leq T}$. Each subcontract is a function:

$$C_t: \{0, 1\}^t \rightarrow IR \times \{A, P\}$$

$$\xi_t \mapsto (\tau_t(\xi_t), r_t(\xi_t)),$$

where $\tau_t(\xi_t)$ is the dependent payment in period $t$ from the principal to the agent and $r_t(\xi_t)$ constitutes the identity of the revenue recipient. In what follows, the identity of the recipient does not depend on signals. A practical argument for this would be that in reality the employment status is specified before work begins. Theoretically, any incentive effect of an alternating recipient can be reflected by an appropriate change in transfers (see Appendix B). Moreover, as we will see, the first-best can be achieved without such conditioning.

For later reference, we call a contract which lasts longer than one period ($T - t_0 + 1 > 1$) multi-period contract and one-period contract, otherwise. Until Section 4, attention will be limited to one-period contracts only.
If a contract is proposed and accepted while a multi-period contract still lasts, the former will be assumed to be the only valid contract: it can mimic any element of the multi-period contract. If both parties agree to a contract which “alters” the multi-period contract, they will also agree on replacing the contract by a new contract which combines the old contract and the alterations.

A contract which uses the current signal enables the principal to control stochastically the agent’s current behaviour and is therefore called a control contract. We refrain from analysing contracts which employ past signals to determine current transfers. It can be shown that such contracts can be substituted by simple control contracts which condition only on the current signal (see Appendix B). Furthermore, it will turn out that simple control contracts already achieve the first best, so that there is no need for intertemporal conditioning.

For the sake of brevity, we introduce a terminology describing the production arrangements between principal and agent. If no contractual agreement is in place, the agent is the receiver of the revenue and we call him self-employed. Later, this situation will define the agent’s outside option. If a contractual arrangement is in place, we distinguish between four different types of contracts depending on whether the principal or the agent is recipient of the revenue and whether the contract is conditioning on the current signal (see Table 1).

<table>
<thead>
<tr>
<th>Recipient of revenue</th>
<th>principal (r=P)</th>
<th>agent (r=A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>transfers dependent on current signal (simple contracts)</td>
<td>yes</td>
<td>performance pay franchise</td>
</tr>
<tr>
<td></td>
<td>no</td>
<td>fixed salary freelance</td>
</tr>
</tbody>
</table>

Table 1: Typology of Contracts

The surplus function depends on the previous activity. For a consistent notation for the first period, we suppose an arbitrary preceding activity and denote it by $a_0$. 
3 Two-period model

In this section, we consider a two-period version of the model in order to lay out its basic mechanics. Proofs in this section are kept verbal. Formal proofs can be found in the following section on finite games which include the two-period game as a special case. The two-period game will be solved by backward induction. First, the second period will be analysed. It will turn out, that continuation payoffs only depend on first period activity of the agent and do so in a particular form which leads to the formulation of activity-markovian payoffs. Then, we address the first period which exhibits no end-game effect and therefore lies in the focus of our interest.

3.1 Analysis of the second period

The last decisions to be made are the decisions on activity by the agent and support by the principal First, we deal with the activity decision of the agent. Suppose the agent receives the revenue. This is the case if he has rejected the contract and is self employed, or if he has accepted the contract and the contract stipulates that he is the receiver. In either case, the agent has no benefit from working particularly hard, and chooses the low activity level $L$ (see inequality (2)). Under a fixed salary or a freelance scheme the agent will prefer $L$ since it is less costly for him. The same can be achieved when the contract has been accepted, the principal is the recipient, and she uses a control contract which puts sufficient weight on the signal associated with the low activity level. Note, that the optimal activity of the agent is independent of the support decision which is discussed next.

The support can depend on the agent’s participation decision. For the moment, there is no hint as to which support the principal will provide in either case. However, it will become clear below that in equilibrium the principal will only support the agent if a contract was signed. If the agent rejects a contract, the principal will minimise her help and provide no support, in order to give the agent a credible incentive for joining a contractual relationship. That is the case even though support is costless for the principal, because she will have no payoff without the agent working on her behalf.

Previous to the activity-support game comes the participation decision of the agent. The agent will accept any contract which yields him a payoff that is
as least as high as what he gets outside the relationship. This outside option is determined by his activity in the preceding period, the support the principal grants after rejection, and the low activity in the current period (which we just found to be optimal for him in case he acts as self-employed).

At the beginning of the second period, when proposing a contract, the principal has to take the participation constraint into account. Thus, the principal’s payoff when the agent accepts the contract is the difference between surplus generated by the contract and the payment to the agent. Clearly, this payoff can be maximised only if the payment to the agent is as small as possible: just enough to make the agent participate. Indeed, the principal can reduce the agent’s payoff until it equals the latter’s outside option. This is possible because the agent is risk-neutral, and thus the principal can reduce the transfers under all signal realisations by the same amount without affecting any incentives stemming from the respective contract in place.

As mentioned before, the principal can only maximise her payoff by maximising the gross revenue of the joint relation and minimising the agent’s outside option. Since the surplus increases in support (inequality (1)) it is clear now, that this can only be accomplished by providing support when a contract is agreed upon, and by providing no support otherwise. Furthermore, the principal prefers contracts which implement that the agent acts normally, without exaggerating his care for the clients. The reason being that this activity creates the highest surplus (inequality (2)). As mentioned at the beginning of this subsection, the low activity can be implemented either by “selling the shop” to the agent and making him revenue recipient, by giving him a fixed salary, or by an appropriate control contract which puts sufficient weight on the low activity signal.

To sum up, in the second and last period of the game, contracts of all four types can be used by the principal to maximise her payoff: fixed pay, freelance, performance pay, and franchise. They implement a low activity level ($L$), leave the agent with $\Phi(0, L, a_1)$ and the principal with $\Phi(1, L, a_1) - \Phi(0, L, a_1)$. 
3.2 Activity-markovian continuation payoffs

Note that the continuation payoff replacing the second period only depends on the activity of the agent in the first period. Continuation payoffs at the moment of principal’s proposal which only depend on the immediately preceding activity of the agent play an important role in the following analysis. Therefore, we define:

**Definition 1 (Activity Markovian Continuation Payoffs).** Payoffs are called activity-markovian continuation payoffs, if the difference between continuation payoffs, given the previous activity was high ($H$) instead of low ($L$), amounts to

$$
\Phi(0, L, H) - \Phi(0, L, L) \quad \text{for the agent and}
\Phi(1, L, H) - \Phi(0, L, H) - [\Phi(1, L, L) - \Phi(0, L, L)] \quad \text{for the principal.}
$$

The concept of activity-markovian continuation payoffs is only relevant at the beginning of a period when the principal proposes a contract. So, conditioning on actions within a period is not precluded. After having introduced the terminology of activity-markovian continuation payoffs, we now replace the second period by the respective activity-markovian continuation payoffs and analyse the first period of the game.

3.3 Analysis of the first period

Let us consider first what happens after a rejection of the contract in the first period. Later, we will deal with what follows in case of acceptance of the contract.

The self-employed agent has to decide on his activity level. This decision depends on the current and future payoff difference between the two alternatives he has, the high and the low activity level. If the principal grants the self-employed agent support, it follows from the fact that working hard secures the agent the faith of the clients in the second period when the agent is self-employed (compare inequality (5)), that the latter will pick $a_1 = H$. Conversely, without support, the agent has no chance to alienate customers and does not bother about exerting the high activity (c.f. inequality (3) with $s = 0$). Thus the agent’s activity depends on whether he is given the chance
to alienate customers or not, i.e. whether the principal supports him or not.

After a rejection, the principal’s support choice only influences her payoff via the activity of the agent which in turn determines the second period continuation payoff. The agent’s outside option in the next period increases more in the preceeding activity than the surplus generated in the next period within the relationship (by inequality (7)). Thus, the principal wants to induce the agent to exert low activity. She can do so by credibly committing herself not to support the agent.

After having dealt with the consequences of contract rejection, we turn to contracts and the activity implemented by them. The payoff to the principal is the surplus of the current period plus the benefit from the second period minus the compensation for the forgone earnings the agent might have earned as a self-employed. Since the latter is fixed in the actions taken after contract acceptance, the principal maximises: \( \Phi(s^{in}_1, a_1, a_0) + \delta(\Phi(1, L, a_1) - \Phi(0, L, a_1)) \), where \( s^{in}_1 \) is her support decision after contract acceptance. Since the principal has no gain from attracting new customers, the advantage of being particularly nice to customers is much lower for her which is described by inequality (7). She wants to implement \( L \) and support the agent to get the maximal possible surplus (see (2) and (1)).

A control contract can induce the agent to choose \( L \) if the transfer to the agent for the signal realisation associated with \( L \) is sufficiently large. This can be achieved by increasing the payment under this realisation and lowering the payment under the other realisation. Since the agent is risk neutral, these changes can be undertaken without affecting expected payments. Then, the agent still has the formal authority, but the real decision is made by the principal through a respective design of the contract.

In a fixed pay contract, the principal is the revenue recipient and payments are not conditioned on signals. Under these circumstances, the agent weighs the current costs of the high activity against the future gains. To generate the maximal possible surplus, the principal must grant the agent access to her customers (see (1)). Since future payoffs are activity markovian and thus reward the agent for having been particularly nice, the agent will exert high activity to improve his future outside option (see (4)) and thereby reduce the generated surplus (see (2)).
Under a freelance contract, the same problem occurs. Activity markovian continuation payoffs, i.e. the future gain from high activity, render treating the customers with too much care very attractive if the principal supports the agent by establishing contact with these customers. There is no element in a freelance contract which offsets this attractiveness of the high activity reflected in (5). Incidentally, not supporting the agent is no cure to the problem. It is true, that the agent then refrains from the sub-optimal high activity since he has no opportunity to turn customers of the principal into his customers (see (3)). On the other hand, the customers cannot be served which also leads to a loss of surplus (see (1)).

Summing up, it is optimal for the principal to propose a control contract in the first period. Fix salary and freelance contracts are dismissed by the principal as they generate a lower payoff: either the agent exaggerates when choosing the activity level to improve the prospects with regard to the next contract renegotiation or the principal cannot support the agent. In the optimal control contract, the agent is “held down” by the principal to exert only low activity –despite the fact that the principal grants support which can be potentially exploited by the agent.

The surplus generated in the first period amounts to $\Phi(1, L, a_0)$ of which the agent gets $\Phi(0, L, a_0)$. This implies that the first-period continuation payoffs are activity markovian: they differ only in the previous activity $a_0$ such that the agent profits $\Phi(0, L, H) - \Phi(0, L, L)$ when $a_0 = H$ instead of $a_0 = L$ while the principal loses $\Phi(1, L, H) - \Phi(0, L, H) - [\Phi(1, L, L) - \Phi(0, L, L)]$.

To reach this conclusion, we only relied on the basic Assumptions 1 to 4 and on the fact that continuation payoffs replacing game of the second period were activity markovian. Thus, if the sub-game beginning in period $t + 1$ can be replaced by activity-markovian continuation payoffs, the sub-game beginning in the preceding period $t$ can also be replaced by such payoffs. Since the last period was characterised by activity markovian payoffs, it is thus possible to replace all sub-games by activity markovian payoffs. This induction argument will be formalised in the next section when considering a game with a finite number of periods.
4 Finite games

In this section, the two period model is extended to an arbitrary finite number of periods $T$. First, the focus will be on one-period contracts, later it will be extended to multi-period contracts. The findings of the two-period example can be generalised to finite games by an induction argument. The starting point is the last period $T$. From the previous section, we know that it can be replaced by activity-markovian continuation payoffs. It remains to show, that continuation payoffs are activity-markovian at $t$ if they are activity-markovian at $t+1$. To do so, consider the game after rejection of the contract.

**Proposition 1.** If continuation payoffs are activity-markovian at $t+1$, the principal chooses $s_t = 0$ and the agent $a_t = L$ after rejection of the contract.

**Proof.** The relevant payoff to the principal after rejection is: $\delta(\Phi(1, L, a_t) - \Phi(0, L, a_t)) + c$, where $c$ is a constant which is independent of any action taken in $t$. Since this payoff is independent of $s_t$ the principal is indifferent between $s_t = 1$ and $s_t = 0$. The relevant payoff to the agent is:

$$\Phi(s_t, a_t, a_{t-1}) + \delta\Phi(s_{t+1}, a_{t+1}, a_t) + d,$$

where $d$ is a constant which is independent of any action taken in $t$. From (5), it is clear that the best reply of the agent to $s_t = 1$ is $a_t = H$ whereas from (6) the best reply under $s_t = 0$ is $a_t = L$. So, there are two equilibria of the activity-support game: $(s_t = 1, a_t = H)$ and $(s_t = 0, a_t = L)$. By (7) the principal prefers the second equilibrium. The principal can implement this equilibrium by threatening to play $s_t = 0$ when negotiating the contract.

This result is robust with respect to the sequence of decisions. In the simultaneous game, the principal prefers the Nash equilibrium where she is not supporting the agent and the latter exerts low activity. If the principal has the first-mover advantage in a sequential game, she will choose this equilibrium straight away. But even if the agent can decide first, not being supported is a credible threat to which he has to react by picking the low activity level. Note, that if setting support were costly, e.g. because it is more difficult to support a self-employed agent than an agent with whom one has a contractual relationship, this would make the case for the outcome desired by the principal even stronger. Then, not supporting and choosing
the low activity is the only Nash equilibrium.

Next, we turn to assessing the two player’s decisions if a contract is signed. It turns out that the first best outcome can be reached by a contract, however only if the principal succeeds in retaining sufficient control over the agent’s actions:

**Proposition 2.** If continuation payoffs are activity-markovian at \( t + 1 \), the efficient outcome can only be implemented at \( t \) by a control contract.

**Proof.** The relevant payoff to the principal after contract acceptance is:

\[
\pi(s_t, a_t, a_{t-1}) \mathbb{I}_{\{P\}}(r_t) - \tau^H P(a_t) - \tau^L (1 - P(a_t)) + \delta [\Phi(1, L, a_t) - \Phi(0, L, a_t)] + c,
\]

where \( \mathbb{I}_{\{P\}}(r_t) \) is an indicator function taking the value 1 if the principal is the revenue recipient and 0 otherwise. The continuation payoff \( c \) is independent from any action taken in \( t \). If \( r_t = A \) the principal is indifferent between \( s_t = 0 \) and \( s_t = 1 \), if \( r_t = P \) the principal strictly prefers \( s_t = 1 \) by (1). Thus, implementing \( s_t = 1 \) poses no problem. The payoff to the agent after contract acceptance is:

\[
\pi(s_t, a_t, a_{t-1}) \mathbb{I}_{\{A\}}(r_t) - c(s_t, a_t, a_{t-1}) + \tau^H P(a_t) + \tau^L (1 - P(a_t)) + \delta \Phi(0, L, a_t) + d,
\]

where \( d \) is constant, i.e. it does not depend on any action taken in \( t \). To implement the efficient outcome, the agent must prefer \( a_t = L \) to \( a_t = H \) while \( s_t = 1 \):

\[
\pi(1, H, a_{t-1}) \mathbb{I}_{\{A\}}(r_t) - c(1, H, a_{t-1}) + \tau^H P(H) + \tau^L (1 - P(H)) + \delta \Phi(0, L, H) < \pi(1, L, a_{t-1}) \mathbb{I}_{\{A\}}(r_t) - c(1, L, a_{t-1}) + \tau^H P(L) + \tau^L (1 - P(L)) + \delta \Phi(0, L, L).
\]

This can be rewritten as:

\[
(\tau^H - \tau^L) \{P(L) - P(H)\} > \{\pi(1, H, a_{t-1}) - \pi(1, L, a_{t-1})\} \mathbb{I}_{\{A\}}(r_t) - \{c(1, H, a_{t-1}) - c(1, L, a_{t-1})\} + \delta \{\Phi(0, L, H) - \Phi(0, L, L)\}.
\]

The right-hand side of this expression is larger than zero for \( r_t = A \) due to (5) and for \( r_t = P \) due to (4). Since \( P(L) < P(H) \), it must follow that \( \tau^H < \tau^L \). Thus, in the class of one-period contracts only control contracts
can implement the efficient outcome. A respective control contract can be found by reducing $\tau^H$ by $\Delta$ and increasing $\tau^L$ by $\Delta \frac{P(L)}{1 - P(L)}$ until (12) is valid. Such a change leaves the expected payoff to the agent unaltered and hence does not influence the participation decision.

Observing (12), and noting that revenue $\pi(\cdot, \cdot, \cdot)$ is non-decreasing in current activity, it is easier for the principal to induce the agent to exert low activity by using a performance pay contract in comparison to a freelance contract. The reason is that the freelancer receives directly part of the revenues as $I_{\{A\}}(A) = 1$ which provides him with even stronger incentives to exert $H$ which have to be offset by transfers.

In order to maximise her surplus, the principal attempts to reduce her payments as much as possible. The following result shows that she can reduce these payments until the agent is just indifferent between signing the proposed contract or staying on his own:

**Proposition 3.** If continuation payoffs are activity-markovian at $t + 1$, the participation constraint of an optimal contract signed in $t$ binds.

**Proof.** From plugging-in the results from Proposition 1 and Proposition 2 into the payoff to the agent after contract rejection and acceptance, it is clear that the agent is willing to accept if and only if:

$$
\pi(1, L, a_{t-1}) I_{\{A\}}(r_t) - c(1, L, a_{t-1}) + \tau^H P(L) + \tau^L (1 - P(L)) \geq \Phi(0, L, L).
$$

(13)

When reducing $\tau^H$ and $\tau^L$ by a fixed amount, the incentive condition (12) remains unaltered. Hence, the principal increases her payoff by reducing transfers to the agent until inequality (13) binds.

The preceding findings essentially allow to deduce a characterisation of all subgame perfect equilibria of the contracting game between principal and agent:

**Theorem 1.** In all subgame-perfect equilibria of the finite game, continuation payoffs are activity-markovian. Further, the agent exerts $L$, the principal supports after acceptance and does not support after rejection in any period $t$. 
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Proof. For the last period $T$, the claim was proven in Section 3. By Propositions 1 to 3, it follows that continuation payoffs are activity-markovian in $t$ given they are activity-markovian in $t+1$. Further, the contract will be accepted and stipulate $s_t = 1$ and $a_t = L$ so that the principal gets $\Phi(1, L, a_{t-1}) - \Phi(0, L, a_{t-1})$ while the agent gets $\Phi(0, L, a_{t-1})$ in $t$. By induction, payoffs are activity-markovian in all periods.

Taking the previous propositions together, the continuation payoffs at the proposal point of any period can be computed:

**Corollary 1.** In all subgame-perfect equilibria of the finite game, continuation payoffs at the proposal stage of period $t_0$ are

$$\sum_{t=t_0}^{T} \delta^t \Phi(0, L, L) + \Phi(0, L, a_{t_0})$$

for the agent and

$$\sum_{t=t_0}^{T} \delta^t \Phi(1, L, L) + \Phi(1, L, a_0) - \sum_{t=t_0}^{T} \delta^t \Phi(0, L, L) - \Phi(0, L, a_{t_0})$$

for the principal.

Proof. The overall payoff to principal and agent can be found by adding the properly discounted periodwise payoffs from the previous theorem.

In practice, this implies that the principal only needs to concentrate on one-period control contracts to maximise her payoff and to achieve the efficient outcome. In fact the efficient outcome can only be achieved by control contracts. But what about multi-period contracts? In particular: how do multi-period non-control contracts such as freelance and fixed salary contracts fare? The answer is given by the following proposition:

**Proposition 4.** Freelance and fixed salary contracts ending in $T < T$ do not implement the efficient outcome as a subgame-perfect equilibrium.

Proof. Consider the last period of validity of the contract $T$. Continuation payoffs at $T$ are activity-markovian by Theorem 1. To implement $s_T = 1$ and $a_T = L$ requires (12) to hold for $t = T$. This, however, implies that $\tau^H < \tau^L$ which is not true for fixed salary or freelance contracts.

The consequences of this proposition are far reaching: freelance and fixed salary contracts can only be sustained in subgame perfect equilibria if they include the last period of the game $T$. If we want to construct equilibria
which entirely rely on freelance and fixed salary contracts, it would have to
be a single contract which spans the entire duration of the game. Yet, the
following proposition asserts that for freelance contracts, it is even impossible
to be element of an equilibrium strategy.

**Proposition 5.** In a subgame-perfect equilibrium, multi-period freelance con-
tracts cannot be sustained.

*Proof.* Take any period \( t > t_0 \) of a multi-period freelance contract beginning
in \( t_0 \). In this period the principal can propose a new contract respecting
activity-markovian continuation payoffs which implies an additional positive
payment to the principal. The contract will be accepted by the agent and
lead to a higher payoff to the principal. Foreseeing the renegotiation at \( t \),
the agent is not willing to pay the price in advance for the periods following
\( t \). Thus, periods following \( t > t_0 \) have to be excluded from the contract (for
all \( t \)) and free-lance contracts can only last one period.

With this proposition freelance contracts can be entirely ruled out. Unfor-
tunately, a fixed pay contract which lasts the entire game (from the first to
the last period) cannot be excluded. However, selling one’s labour until the
end of one’s life has a smack of slavery. An extension of the model which
would rule out optimal multi-period fix-pay contracts would be an exogenous
probability that the relation breaks up so that the agent has to live without
the support. If there is sufficient slack in (4), the agent will exert the high
activity as a precautionary measure.

Some important results from the finite game carry over to the infinite horizon:
a sequence of one-period control contracts is a subgame-perfect equilibrium.
It generates the highest possible payoff which the principal can ever achieve in
a subgame perfect equilibrium; so while other equilibria may exist, they can-
not improve the situation of the principal. If one abstracts from self-enforcing
arrangements and limits attention to formal contracts in the infinite game,
the only candidate yielding the same payoff as control contracts is an ever-
lasting fix salary contract. This imposes a strong commitment requirement
which seems rather unrealistic. In general, we believe the infinite game to be
less apt to the application at hand, since the number of opportunities for a
worker to sign labour contracts is limited.
5 Discussion and conclusions

We have presented a hidden action model in which the agent can influence his future outside option by his present action. In such a setting, it was shown that a freelance contract (selling the shop) does not yield the optimal payoff to the principal, although the agent is risk neutral and not credit constrained.

This result implies that transferring entrepreneurial responsibilities may not always be desirable. The implications go even further. Consider the owner of a special asset which she can neither exploit on her own nor sell, for example personal contacts, networks, good will, etc. If she wants the asset to be exploited and delegates this task, then she must retain sufficient control, otherwise she will forfeit some of her surplus in the future. The reason is that intensive use of the asset by the agent allows him to improve his future bargaining position.

Thereby, this article also contributes another explanation for why firms exist without resorting to an insurance motive which is usually evoked in the principal agent context. Here, the boundary of the firm is defined through activities of the described type which cannot be outsourced and be taken care of by markets if the owner of the asset wants to optimally attend her interests.
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A Unobservability of past effort

This appendix shows that the agent’s activities need not necessarily be observable by the principal in order for the link between past activity and future outside option to work. Assume that the principal does not know the past activity of the agent when proposing a contract in period $t$—this implies that the principal did not exercise her authority to implement a particular activity in the previous period $t - 1$. Then, the principal has some a-priori beliefs $p$ that the agent chose the high activity level and updates these beliefs using the signals from the preceding period $Z_{t-1}$. Denote by $p_1$ the updated belief that the agent has chosen $a_{t-1} = H$ after the signal realisation $z_{t-1}$ was $z_{t-1} = 1$ and by $p_0$ the respective belief after the signal realisation $z_{t-1} = 0$. Then Bayes’ rule leads to:
Lemma 3. \( p_1 = \frac{P(H)p}{P(H)p + P(L)(1-p)} \), \( p_0 = \frac{(1-P(H))p}{(1-P(H))p + (1-P(L))(1-p)} \).

From this lemma and the fact that \( P(H) > P(L) \), one can deduce that \( p_1 > p_0 \) for any a priori beliefs.

Given these beliefs, the principal has essentially the choice between offering the agent a high or a low base payment. If she offers an agent who exerted the high activity a low payment, the agent will reject but if she offers the agent who exerted a low activity the high payment, the agent will accept and will be “overpaid”. The principal prefers to offer the agent the low payment if her expected payoff is larger than when offering the high payment: \( (1-p_h)(\Phi(1,L,L) - \Phi(0,L,L)) > p_h\Phi(1,L,H) + (1-p_h)\Phi(1,L,L) - \Phi(0,L,H) \), where \( h \) is the realisation of the signal that the principal has observed. Thus, one can define \( \hat{p} \) to be the threshold value below which the principal offers a low base payment: \( \hat{p} := \frac{\Phi(0,H,L) - \Phi(0,L,L)}{\Phi(1,H,L) - \Phi(0,L,L)} \). If \( p_0 < \hat{p} < p_1 \), differences in the past activity exerted by the agent do not translate into different proposals by the principal. An equilibrium where future payoffs depend on previous activity requires: \( p_0 < \hat{p} < p_1 \). From the composition of \( p_0 \) and \( p_1 \) in Lemma 3, one can see that this condition is fulfilled when the discriminatory power of the signal is sufficiently large, i.e. \( P(H) \) is close to one and \( P(L) \) sufficiently small. Only then, the principal will offer the low payment after having seen the low signal and the high payment after a high signal. Otherwise payments will be constant in the signal. Having ensured that the principal reacts to different past activity levels, it is also necessary that the agent prefers high activity to low activity when being supported for the model to work. That is, we need the following analogon to inequality (4):

\[
\forall a, a' \colon c(1, H, a) - c(1, L, a) < \delta(\Phi(0, a', H)P(H) - \Phi(0, a', L)P(L)).
\]

This inequality is also fulfilled, if the discriminatory power of the signal is sufficiently large. Conclusively, the principal adjusts the offer to the previous period’s activity of the agent and the agent reacts to this adjustment as if the principal knew the activity.

### B Sufficiency of simple contracts

In the text, it is claimed that it is not necessary to consider contracts which condition the identity of the recipient on signals and that one can limit
attention to contracts which condition transfers only on current signals. Such contracts are called simple.

**Definition 2.** A contract \( C \) is called simple if and only if

\[
\forall C_t \in C : \tau_t(Z_t, \xi_{t-1}) = \tau_t(Z_t) \text{ and } r_t(\xi_{t-1}) = r_t.
\]

The following lemma claims that focusing on the class of simple contracts is legitimate.

**Lemma 4.** For any contract \( C \), there is a simple contract \( \tilde{C} \) which generates the same expected payoff to principal and agent and induces the same actions.

**Proof.** To construct a simple contract, we consider any period \( t \) with a signal that determines the recipient or transfers in a later period \( t' \). Transfers and the recipient rule in both periods are then replaced by transfers which yield the same expected payoffs to both parties and induce the same actions. Compute the expected net present value for the agent given he exerts high activity and low activity under the contract \( C \) in period \( t \). Call those quantities \( V^H_t \) and \( V^L_t \). Now, take a pair of transfers which only depend on the current signal: \((\tilde{\tau}^0_t, \tilde{\tau}^1_t)\), where \( \tilde{\tau}^0_t \) is paid when the signal realisation is \( z_t = 0 \) and \( \tilde{\tau}^1_t \) is paid when the realisation is \( z_t = 1 \). To replicate the incentives of the contract \( C \) in period \( t \), expected payoffs under this transfers scheme must be equivalent to the respective expected net present value:

\[
\tilde{\tau}^0_t (1 - P(H)) + \tilde{\tau}^1_t P(H) = V^H_t
\]

\[
\tilde{\tau}^0_t (1 - P(L)) + \tilde{\tau}^1_t P(L) = V^L_t.
\]

Solving for the transfers yields:

\[
\tilde{\tau}^0_t = \frac{V^L_t P(H) - V^H_t P(L)}{P(H) - P(L)} \quad \tilde{\tau}^1_t = \frac{V^H_t (1 - P(L)) - V^L_t (1 - P(H))}{P(H) - P(L)}.
\]

Then, subtract a fixed amount from both transfers so that the new expected payoff in period \( t \) to the agent is identical to the old expected payoff.

Transfers in period \( t' \) (which conditioned on the signal \( Z_t \)) are replaced by transfers where \( Z_t \) is integrated out given the action \( a_t \). To get rid of the recipient being conditioned on \( Z_t \) in period \( t' \), replace \( r_{t'}(\xi_{t'}) \) by \( \tilde{r}_{t'}(\xi_{t'}) = r_{t'}(\xi_{t'})|_{z_t=1} \) and compensate the agent by adjusting the transfer:
\[ \tilde{\tau}_t' = \tau_t' + \pi(s_t', a_t', a_{t-1}') \cdot [P(r_t'({\xi}_t') = A) - P(\tilde{r}_t'({\xi}_t') = A)]. \]

Both these operations leave the expected payoff to the agent unaltered.

Repeating this exercise for all \( t \) leads to a contract \( \tilde{C} \) which exactly replicates the incentives of \( C \) and has the same expected payoffs for principal and agent. \( \square \)
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