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Robust expectations and uncertain models —
A robust control approach with application
to the New Keynesian economy

Bank of Finland Discussion Papers 5/2004

Juha Kilponen
Research Department

Abstract

This paper extends Svensson and Woodford’s (2003) partial information
framework by allowing the private agents to achieve robustness against
incomplete information about the structure of the economy by distorting their
expectations in a particular direction. It shows how a linear rational expectations
equilibrium under concern for robustness can be solved by exploiting the
recursive structure of the problem and appropriately modifying the Bellman
equations in their framework. The standard Kalman filter is then used for
information updating under imperfect measurement of the state variables. The
standard New Keynesian model is used for illustrating how concern for modelling
errors interacts with imperfect information. Agents achieve robustness by
simultaneously over-estimating the persistence of exogenous shocks, but under-
estimating the policy response to the output gap. This under-estimation, combined
with imperfect measurement, leads to larger and more persistent responses of
private consumption to government expenditure shocks under robust expectations.

Key words: expectations, robust control, model uncertainty, monetary policy,
imperfect information

JEL classification numbers: D81, C61, E52



Odotusten muodostus ja malliepdvarmuus robustin
saatoteorian valossa — sovellus uuskeynesildiseen
makromalliin

Suomen Pankin keskustelualoitteita 5/2004

Juha Kilponen
Tutkimusosasto

Tiivistelma

Téassd tutkimuksessa laajennetaan Svenssonin ja Woodfordin (2003) kehittdmai
optimaalisten paitdssddntojen ratkaisumenetelmdd tilanteeseen, jossa eteenpdin
katsovat taloudenpitdjdt ovat epdvarmoja talouden dynaamisista ominaisuuksista.
Ratkaisumenetelmissé oletetaan, etti taloudenpitéjit varautuvat malliepdvarmuu-
teen ratkaisemalla ns. robustin ennusteongelman. Tutkimuksessa osoitetaan, kuin-
ka robustit odotukset ja eteenpdin katsovan mallin tasapaino voidaan ratkaista
kiyttamalld hyvédksi mallin rekursiivisia ominaisuuksia ja Bellmanin yhtdl6a.
Muuttujat, joiden havaintoihin liittyy epdvarmuutta, estimoidaan kéyttdmalla
hyvéksi Kalmanin suodinta.

Kehitettyd ratkaisumenetelmdd sovelletaan uuskeynesildiseen makromalliin.
Kdy ilmi, ettd ollessaan epdvarmoja eksogeenisten sokkien dynaamisista ominai-
suuksista sekd politiikkasddnnon parametreista taloudenpitijit aliarvioivat keskus-
pankin reagoinnin tuotantokuiluun. Samalla taloudenpitdjat kuitenkin yliarvioivat
eksogeenisten sokkien keston. Tami yhdistettynd epéatidydelliseen informaatioon
saa aikaan sen, ettd yksityisen sektorin kulutus tyypillisesti ylireagoi julkisen
kulutuksen sokin kokoon seké kestoon.

Avainsanat: odotusten muodostus, robusti sditoteoria, malliepdvarmuus, raha-
politiikka, epétidydellinen informaatio

JEL-luokittelu: D81, C61, E52



Contents

ADSITACT et e e e e e e e e e e e e e et ————— 3
1 INETOAUCHION ceeeeeeeeereeeeereeeeneeeseceeereeessssssssscsssssssssssssssssssssssssssssssssssssssssssssssssssssane 7
2 PreliMINATIES...cceeeeeeeenueeiereeeereenenseesssscssesssssssssssssssssassssssssssssssssssssssssssssssssssnsssssss 9
22 B\ \To 031 F: 1 5 4 0o o [<) IR 9
2.2 UNCEItaIn IMOAEL. ... . oo e e e e e e e aeneaes 12
3 Solving robust Problem......eeiccieicnisercsseicssnicssnncsssnsssssnesssssesssssessssssssssseses 14
I B B 1T 13 (o) s 14
3.2 B SHMALION ettt e e e e 16
3.3 A little detour to the TODUSE fIIEET .. ...eeeeeeeeeeeeeeee e 17
4 Application to the New Keynesian eCoOnomY........ccccceeccunricssssnnreccssassecssnnses 18
4.1 POICY TUIC.....eiiiciie ettt e e ebee e 20
5 Nominal model with full INfOrMAtioN ....eeeeeeeeeeerereeenenieeeeereeeeeneesssseceseeensssenes 21
5.1 POliCY UNCETtAINLY ....ccuviiiiieiiieiieeiieiie ettt ens 23
5.2 Imperfect INfOrmation............cccveeeiieeiiieecieeeee e 25
0 CONCIUSIONS uuuuereereereennneeceeereereesesseessecssssessssssssssssssssasssssssssssssssasssssssssssssssasssses 29
RETEIEIICES ..o e e e e e e e e e e eaae e e e e e e eeaan 31

Appendix A: Derivation of G and a system with predetermined

Variables ONLY ....ccvieiiiiiiiiiiiciieeeee e 34
Appendix B: Solving robust decision problem............ccccceeeviieeriieniiieniieeeiieens 37
Appendix C: State space representation of the model ..............c.cocceviiininnnnnen. 42






1 Introduction

Concern for modelling errors in monetary economics dates back, at least, to
Friedman’s concern for unknown long and variable lags in the effects of policies,
leading him to prefer policy rules that are invariant concerning detailed
knowledge about the dynamics driving the economy. In this same spirit,
Hansen and Sargent (2004) have been pioneering the application of robust
control and filtering theory to economics and in particular to forward-looking
models. The principal aim in this new approach is to ensure that resulting
decisions and policies are relatively insensitive to modelling errors.

These papers mainly apply the elements of H. -theory! and the
risk-sensitive decision theory of Whittle (1981, 1990) to control and filtering
problems. They develop techniques for numerically solving models in which
the policymaker seeks an optimal policy but acknowledges that the underlying
model is only an approximation of a true model. In the forward-looking
context they typically solve the Stackelberg, or Ramsey problems, in which the
government can commit itself to a policy at time 0 onwards. In the solution
strategy, the government’s policy instrument enters into the private sector’s
FEuler equations as forcing variables, while the private sector’s Euler equations
become implementality constraints.?

What is new in the robust control approach, is the modification of
the government’s Lagrangian to incorporate a preference for robustness to
model uncertainty. A typical result presented in these recent papers is that
the robust decisions tend to be more aggressive when compared to those
made without concern for robustness®. In particular, Kasa (2001) extends
the Hansen-Sargent (1981) prediction formula for rational expectations in
the frequency domain and shows that a robust forecaster, following new
information, tends to revise the forecasts by more than a standard forecaster.
This is due to the fact that a robust forecaster over-estimates the persistence
of the shocks disturbing the economy. This suggests that forward-looking
variables are likely to owver-react, implying, for instance, that asset prices
are more volatile than is justified by the fundamentals. Estimation errors
will therefore have a forecastable component that would be absent in the RE
solution (Giordani and Soderlind 2002; Tornell 2000).

This paper concentrates on developing and illustrating a method with
which to solve the robust decision problems of the private sector when the
policy itself is uncertain and some of the states are imperfectly observed. The
first important difference compared to many of the current papers is that

!Seminal contribution of He, -theory is that of Zames (1981). He showed that in
order to achieve a minimum performance in the presence of model uncertainty, one may
analyze traditional control problems by using the Ho, -norm, rather than the standard
sum-of-squares H? -norm. This sparked a little revolution in control theory and led to the
development of what is now called robust control theory.

2These solution methods have been developed in Miller and Salmon (1985), Currie and
Levine (1987), Pearlman, Currie and Levine (1986) and Pearlman (1992) initially.

3See, for instance, Tetlow and von zur Muehlen (2001), Onatski and Stock (2002),
Giannoni (2002), Hansen and Sargent (2004) and Kilponen (2003).



we abstract from the robust control problem of the policymakers.* This is
motivated by the fact that most of the realistic policymaking decisions do not
involve explicit optimisation, yet it has become increasingly common to use
forward-looking models for policy analysis and forecasting purposes. When
forecasting and policy analysis is conducted with forward-looking models,
some version of Taylor-type (1993) rules is used to close the model, without
explicitly optimising the parameters of the rule. Moreover, abstracting from
the optimisation problem of the policymaker implies that any change in the
dynamic properties of the model between the RE solution and the robust
solution is due to the way in which forward-looking variables propagate
into a model’s distorted transition laws. This enables us to construct quite
flexibly alternative simulation scenarios and to learn how different types of
misspecifications influence the model’s dynamics and the expected paths of
different variables.

Second, we incorporate imperfect information into the analysis®. For
instance Orphanides (2001) has stressed that monetary policy is often made on
the basis of preliminary estimates that are revised substantially in subsequent
months. Thus it is typical that the agents’ real-time information set does
not allow them to infer the values of all the variables accurately. As is
well known and originally emphasised by Pearlman et al (1986), such partial
information poses rather complex inference and signal extraction problems in
the models with forward-looking expectations. In fact, many of the recent
analyses abstract from partial information due to the technical difficulties of
solving these models.

In order to incorporate partial information into our analysis, we closely
follow the general framework of Svensson and Woodford (2003). They extended
the method of Pearlman et al (1986) and show that even with forward-looking
variables, optimal feedback coefficients of current state estimates under partial
information are identical to those of the current states under full information,
and that they are also invariant to unexpected shocks. This is the well-known
separation principle, which allows us to separate the decision-making and
estimation of hidden state variables. We exploit the same separation principle
when solving the robust decision and estimation problem. Moreover, we use
the Kalman filter for the estimation of the states under imperfect information.
In our setting, the Kalman filter is, however, applied to the worst-case model.
It thus acknowledges uncertainty in the transition laws of the model and how
it propagates to forward-looking variables through distorted expectations.

In general, we solve the problem in two steps. In the first step, time-t
distorted expectations of forward-looking variables are formed using all the
information available, yet acknowledging that the underlying model might be
misspecified. This is achieved by modifying the standard Bellman equation
by adding a concern for robustness. In the second step, the model is recast

4Sims (2001) argues that min-max decisions are a more appropriate modeling device for
the private sector than for the policymaker.

*Pearlman et al (1986) and Pearlman (1992) provided the first general solution to the
inference problem of partial information in a linear rational expectations model. Hansen
and Sargent (2002) have developed techniques to solve robust control and filtering problems
with forward looking variables.



in terms of the pre-determined variables only and unobserved states are then
estimated by applying the standard Kalman filter to the worst-case model.
The rest of the paper is organised as follows. Sections 2 sets up the
problem and introduces the general framework. Section 3 discusses how
robust decision-making and estimation can be solved within the framework
and Section 4 applies the method to a New Keynesian type of monetary
policy model. Section 5 concludes the discussion. The Appendix contains
more detailed derivations of the method used for computing robust decisions.

2  Preliminaries

2.1 Nominal model

Throughout the paper, we operate in a linear framework in which a system
of structural equations is determined by a vector of predetermined and
forward-looking jump variables. The system can be thought of as representing
the equilibrium conditions derived — and possibly linearized — from the
optimising decisions of the private sector. Furthermore, it is assumed that the
system is stationary; thus, the variables should be interpreted as deviations
from some well defined long-run equilibrium. The optimisation problem of the
policymaker is absent and thus the policy rule is already either explicitly or
implicitly embedded into the systems dynamics. These structural equations
are given by a system of the form

( Zt41 >:A1<Zt>+A2<Zt|t>+Bl<Ut+1> (2.1)
Tit1)t Ty L)t 0

where z; is the n, vector of predetermined variables, z; is the n, vector of jump
variables and vy is the n — n, vector of normally distributed independent
random variables with a mean of zero and the variance-covariance matrix >,,.
For any variable a, a;; denotes the best estimate of a;, given the information
available in period t. By A% # 0 , it is possible to reduce the information set
available to the decision-makers. This may include variables that are observed
after a delay, or variables that are not observed at all, but need to be estimated
consistently using the system’s internal dynamics and observable variables.
The system written in this form is relatively flexible in that it allows us to also
consider the full information case where z; = 2y, and x; = x4;. In this case,
only the aggregated matrix A = A+ A? matters for the decision problem of the
private sector’. Once the model is recast in terms of predetermined variables,
and the model is appropriately extended with the Kalman filter, the system
can be used to derive simulations and forecasts for policy analysis. Following
the notation of Svensson and Woodford (2003, 2001), matrices A; and A, are
defined as

6The system written in this form is somewhat more restrictive than the one studied, for
instance, in Pearlman et al. (1986). Also the information assumptions are different.



An = A%l + A%l
Ay = A%Q + A%Q
Ay = Ab + AL
Agp = A;Q + AgQ
A=Al + A?

Similarly, we partition a vector of observables as

O, = D! ( Z ) + D? ( Z; ) + 1, (2.2)

and where

) Dj Dj
D9:< I 12)_7:1,2 (2.3)
Dy, Dy,

The information available for the decision-makers to make inferences about
variables is given by vector O;. Partitioning a vector of observables in this
way allows us to analyse situations in which some of the states variables
are observable only in the subsequent periods or only an estimated state is
available at time t. Once more, in the full information case, only the aggregated
matrix D = D' + D? matters for the decision problems. Throughout the
text, we assume that measurement errors 7, are Gaussian and that they are
uncorrelated with vy ;.

Pearlman et al (1986) derive the R.E. solution by extending the method of
Blanchard and Kahn (1980) to the partial information case. Here, we follow
the route taken by Svensson and Woodford (2003) in that their method is
somewhat easier and more intuitive’. We next explain the necessary steps
needed for finding the R.E. solution of the model.

In the first step, it is assumed that the estimates of the forward-looking
variables relate linearly with the predetermined variables. In particular, it can
be shown that®

l’ﬂt = GZt|t (24)

where GG is a transfer matrix that maps the estimates of the pre-determined
variables (zy;) to those of the forward-looking variables. In solving G' we can
exploit the recursive structure of the problem (see, for instance, Ljungqvist
and Sargent 2000), or use the method of Blanchard and Kahn (1980) extended
to the partial information case by Pearlman et al (1986). In both cases, the
solution to the partial information case is based on an important separation
principle. Namely, it can be shown that the solution to G is independent of
the solution to z;; , meaning that z;; can be solved independently in the first
stage of the problem.” Appendix A shows that transfer matrix G satisfies the
following non-linear matrix equation at R.E. equilibria

G = (GAy — Agp) ' (A — GAp) (2.5)

"See Svensson and Woodford (2000) for a discussion on the asymmetric information case.

$Equation (2.4) results from the fact that z, — 2y = V¢ — Vg, 50 that zy, = G(2z¢ — (v —
vy¢)). Naturally, the same non-linear matrix equation (2.5) applies in the full information
case too.

9For proof, see Svensson and Woodford (2003).
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where (GAjp — Agy) is assumed to be invertible.

In order for stable, non-explosive rational expectations solution to exists,
(2.1) must have a saddle-point property. This requires that there should be
(n, — n,) eigenvalues of A = A' + A% within the unit circle, and exactly n,
eigenvalues of A outside the unit circle. These conditions can of course be
easily be checked for the specific problem.

IIn the case of partial information, the next step in the solution strategy
is to re-cast the structural equations in terms of the predetermined variables
only. This is extremely useful in that it allows us to use an (almost) standard
Kalman filter for the estimation. Afterwards, the complete system can be
used to make simulations and forecasts for policy analysis. Leaving explicit
derivations for Appendix B, it can be shown that the whole system’s dynamics
can be expressed compactly as

zep1 = Hzy + Jzg + Bivgya

2.
Ot = LZt —+ Mzt|t =+ BQT}t ( 6)
where
H=Al - ALT (2.7)
J = A%z (T+G.)+ A%l + A%QG* (2.8)
L=D!-DIT (2.9)
M = D) (T +G,) + D} + D3G, (2.10)

and where z; is given by the Kalman filter
Zt\t = Zt\t—l + K(Ot — th\t—l — Mzt|t)- (211)

In (2.11), matrix K provides optimal weights of the observable variables.
Svensson and Woodford (2003) show that K is and determined by

K =PL' (LPL' +%,) " (2.12)
where P satisfies the matrix Riccati equation
P=H[P— PL(LPL+%,)"'LP]H + %, (2.13)

Upper block of the equation (2.6) provides system’s dynamics in terms of
the predetermined variables, while the lower block of (2.6) summarizes the
observations of the predetermined and forward looking variables!".

We next demonstrate how the above procedure needs to be modified
when the model itself is uncertain and expectations are made conditional
on the misspecified model. This requires us to consider an auxiliary robust
expectation problem, where the agents seek to limit the degree at which their
loss degenerates as the model misspecifications grow larger. This requires
assigning an appropriate quadratic loss function to the private agents.

WGerali and Lippi (2003) provide algorithms and MatLab based toolkit that solves this
class of models and analyses their properties using simulations, impulse response functions
and other techniques with both commitment and discretion.

11



2.2  Uncertain model

The rapidly developing literature on robustness considers decision problems
in circumstances where the true model is not exactly known. In this
robustness literature, concern for model uncertainty is imputed into the actual
decision-making problem of the agents. The agents have a reference model or
the nominal model that reflects their best knowledge of the believed laws of
motion of the economy, yet they acknowledge that their information about the
complete dynamics of the economy is limited. The agents hedge against the
uncertainty by making mental constructs of the model sets. In particular,
they seek for alternative robust decision rules, which work relatively well,
even if the true dynamics may be different from their reference model. In
order to construct a robust decision rules, the decision-maker computes a
Markov Perfect Equilibrium of a particular zero-sum game, where each player
chooses sequentially and simultaneously in each period, taking the other
player’s decision rule as given (Hansen and Sargent 2004). In our case, the
decision-makers are the private sector, which forms the expectations, and
nature, which chooses the distortions to the nominal model’s dynamics. The
private sector solves a pure expectation problem, where the expectations are
conditioned on the model chosen by nature. Agents thus achieve robustness
with the help of evil nature’s distorted laws of motion.

Following the standard setup in the robust control literature, we assume
that the private sector considers the model uncertain in the sense that

( 241 ) _ A1< “ ) +A2< “Ht ) + B ( Wikt v ) (2.14)
Tet1)t Ty L)t 0

Ot — Dl ( Zt ) +D2< Zt|t ) +BQ7H (215)

Ty Tyt

In (2.14) wyyq is a process of which ¢ + 1 time component is a measurable
vector process that can feedback in general but restrained way on the history
of the predetermined variables. In other words,

Wi1 = gt(Zt, 2ty At—1, Zt—2-«-) (2-16)

wherer {¢g;} is a sequence of measurable functions. w;,; is a vector process,
where the size of the model approximation errors is constrained such that

Ey»  Bwipweg <W (2.17)

t=0

and where E, denotes a mathematical expectation conditioned on the initial
values of z and where [ is a respective discount factor. W defines a set of
models and provides an intertemporal budget for the maximising agent to
distort the model’s dynamics. The set of models, that are ‘possible’ around
the approximating model are therefore constraint by W. Given that the
uncertainty surrounding the model is presented here in an unstructured way, it
can be thought of as capturing a wide range of misspecified dynamics. As will

12



be seen in due course, wy 1 appears as a control sequence which maximises the
assigned loss function of the private agents. This then determines the optimal
value of current expectations, given information available at ¢. w;,; enters into
the actual laws of motion of the worst worst-case model, but is of course absent
from the actual transition laws of the economy.

Finally, note that since the laws of motion of z;,; is only an approximation
of the true laws of motion, and there is a possible circularity between
predetermined and forward looking variables, w;; will affect the actual path
of forward and pre-determined variables. We will demonstrate this in the next
section!!.

Another way to interpret the rules that are obtained under a preference
for robustness is to interpret them as a version of Epstein and Zin’s (1989)
specification of recursive preferences. As discussed in Hansen and Sargent
(2004), despite their very different motivations, a risk-sensitive control problem
yields precisely the same decision rules in the linear quadratic world as
corresponding to the robust control problem. (See also Jacobson 1973; Whittle
1990; Hansen and Sargent 1995). More formally, risk-sensitive control is based
on a recursive utility function

Ut - Lt + 6R(Ut+l) (218)

where
2
R(Upy1) = (—) log E [exp <0U2t+1 \It>} (2.19)
o

7:; denotes information set available at time ¢ and ¢ < 0 is the risk
sensitivity parameter. This risk-sensitivity parameter relates to the robust
control problem by # = —c~! and where 6 is a constant Lagrange multiplier
associated with the natures, or fictious player’s, intertemporal constraint
(2.17). As emphasised by Kasa (2002), this relationship is important, since
robust decision control problems can be related to problems that have plausible
decision-theoretic foundations. Moreover, Kasa (1999) shows how concern for
robustness in the presence of model uncertainty can substitute for the ad hoc
incorporation of adjustment costs into the dynamic policy models.

1'When the model is backward looking, Giordani and Soderlind (2002) illustrate that only
the forecasts are affected by model misspecification, not the actual path of the the variables.

13



3 Solving robust problem

3.1 Decision

In general, robust decision rules are derived from the iteration of a two-player
zero-sum game and an appropriate version of a certainty equivalence principle.
Yet, due to the feedback nature of wy 1 ( and possibly 7,) , the volatility matrix
B; will influence the robust decision rules and the forecasts. Given that we
are only concerned with a pure robust forecasting problem, there is no control
on the part of the policymaker. The absence of control, then, eliminates the
minimisation part of the problem. However, due to the forward-looking part of
the problem, expectations must be consistent with nature’s control sequence
w1 which maximises the assigned loss function of the private agents.

The solution algorithm, which solves the standard rational expectation
models, can be adapted to the above robust program. This is because they
typically solve the first order conditions, which are the same for the maximum
and for the minimum. In every period, the evil agent’s choice is disciplined by
an intertemporal budget constraint (2.17) in formulating the robust policies.
The evil agent optimises in every period, taking the expectations of the private
sector as given. In equilibrium, the expectations of the private sector converge
to a stable non-explosive solution, where the expectations are consistent with
evil nature’s decisions and the consequent distorted transition laws of the
variables.

This type of robust program is implemented, for instance, in Giordani
and Soderlind (2002). Yet, their solution algorithm is based on a generalised
Schur decomposition, where the policymaker is present and information is
perfect.!?In this paper we provide a somewhat simpler algorithm, which
exploits a recursive structure of the problem and allows us to consider the
case of imperfect information. That is, we express the decision problem of the
private sector and the evil agent as an optimal value problem in period ¢, by
means of the Bellman equation

Zt\tmzt|t +dy = {maX E; {Lt + 5E[Z£+1Vi+lzt+l] + dtH‘[t} (3-1)

W1

V; is positive semidefinite matrix of the value function'® of the problem and L,
is the appropriately modified quadratic loss criteria. This problem reflects the
pure forecasting problem of the agents, where L; is the periodic loss function
of a representative agent in the economy and the agent’s concern for modelling
errors is directly introduced into this loss function.

Writing the problem in this way provides us with a convenient way of
solving the robust decision problem also under partial information, since V;
can be computed from the ordinary linear regulator problem with the usual
methods. Application of the ordinary optimal linear regulator is justified

12See a detailed explanation in Soderlind (1999).

I3Notice that in the above problem,V; is essentially the same matrix as the one obtained
from the Lagrangian approach, where the stable solution is characterized by the stabilizing
condition P = Ve, and where Hy)e are the appropriate Lagrange multipliers of the
problem. See, for instance, Soderlind (1999).

14



here by recognizing that the Riccati equation for the optimal linear regulator
emerges from the first order conditions alone. By suitably modifying the
standard regulator problem, the first order conditions yield the maximum with
respect to nature’s control variable w;; instead of the minimum.

Leaving more detailed derivations for Appendix B, the solution to the
robust decision problem is characterised by a pair of decision rules

Wi41)t = FZt|t

r _ 7
xt|t = G Zt|t

for evil nature and private agents respectively. (3.2) is the worst-case shock,
which induces a distorted transition law for the model’s dynamic equations
described in (2.14), while (3.3) gives the expectations of the forward looking
variables consistent with the distorted transition laws of the model. In
particular, it is shown in the appendix that GG is a solution of the recursion

G; = (GIJrlAlQ — A22>_1 (Agl — G;+1 (All + BlFt)) (34)

As usual in robust decision problems, the volatility matrix B; enters into
the robust decision problem and G" now depends upon F. Furthermore, the
appendix shows how F' depends upon the parameters of the loss function
through (3.1) and in particular, on the penalty parameter assigned to the
intertemporal budget constraint of evil nature (). The decision-maker thus
achieves robustness by distorting his expectations. Given that there is
isomorphism between robust control and risk-sensitive control in the LQ case,
we can interpret GG} as being a result of a decision rule where the agents put
additional correction for risk into the evaluation of the continuation utility.

After Gi and thus z7, = Gizy has been found, we can proceed with
re-casting the system’s dynamics in terms of the predetermined variables only.
Yet, the difference compared to the earlier case is that there are essentially
two models that can be analysed. The first is the so-called worst-case model,
and the other one is the nominal model with distorted expectations (D.E).
Once more, leaving exact derivations for the appendix, it can be shown that
the worst-case model, written in terms of the predetermined variables only,
reduces into two equations on transition laws and observables

ziy1 = H 2 + J 2yt + Bivgg
O;U = LTZt + MTZﬂt -+ 3277]:

where

H" =H = (A}, — ALT)
J = A} + ALGT + AL (T +G") + By F
L"=L=Di—DiT
M" =Dy (T +G") + D} + D3G"
Distorted expectations and distorted transition laws are now embedded in the
system’s matrices J" and M". This model reflects the transition laws under
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the worst possible scenario of the shocks. The nominal model with distorted
expectations can be obtained from above by simply changing

J'= A2+ ALGT 4+ AL, (T +G") (3.7)

and thus ignoring the additional control sequence w;,;. This is in fact the
relevant model against which the model should be evaluated. The reason is
that nature’s decisions are used only as an instrument to obtain more robust
expectations, and they are of course not present in the actual true laws of
motion of the economy.

3.2 Estimation

The Kalman filter'* is the optimal linear least-mean-squares estimator for
the systems that are described by linear state-space Markov models. Since
its development in the 1960s it has played an important role in numerous
fields ranging from engineering applications to finance and economics.
The Kalman filter is essentially a recursive algorithm for computing the
mathematical expectation F/(z;|O;...Op) of an imperfectly observed state vector
2z, conditional on observing the current state and the history O;...0g of a
vector of noisy signals on imperfectly observed states. At the same time
when Kalman filter was developed (Kalman (1960)), Muth (1960) wanted
to understand under which conditions Cagan’s (1956) and Friedman’s (1956)
adaptive forecasting scheme would be optimal. Cagan and Friedman suggested
that when people wanted to form expectations of future values of some scalar
2, they would use the following adaptive expectations scheme

zig1pe = K Z(l —KYz ;= 2o + K (20 — 24) (3.8)
=0

where z;,1; denotes people’s expectation and K is the degree at which
people update their expectation upon time-t estimation errors (Kalman gain).
Friedman used this scheme to describe people’s forecasts of future income in
particular. Muth realised that the stochastic model given by

Zt+1 = 2t + V41 (39)
Ot =z + ur

A central premise of Kalman filter theory is that the underlying state-space model is
accurate. When this assumption is violated, the performance of the filter can degenerate
very fast. This filter sensitivity to modeling errors has led to several works in the literature
on the development of robust state-space filters; robust in the sense that they attempt to
limit, in some particular way, the effect of model and measurement uncertainties on the
overall performance of the filter. Within this literature, perhaps one of the most promising
approaches has been the development of H,, filtering. This H,, approach attempts to
construct filters that bound the 2-induced norm of the transfer function which maps the
disturbances to the estimation errors to some pre-specified level. This H, approach has been
shown to correspond to minimum entropy and risk sensitive control in the linear quadratic
case. (See, for instance, Whittle 1990, 1996).
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would be the one in which the updating rule (3.8), and therefore Kalman filter
is optimal.

Svensson and Woodford (2003) show that by expressing the filtering
problem associated to (2.6) in terms of the prediction errors z, — Zyj¢—1 and
Oy — Oyj4—1, optimal steady state Kalman gain is given by

K = PL'(LPL' +%,)" (3.10)
where P satisfies the matrix Riccati equation
P=H[P—-PL(LPL+Y%,) 'LP|H + %, (3.11)

>, and 3, denote variance-covariance matrices associated with the system and
measurement noise respectively. P = E(z — 21—1)(2 — 2¢—1)" is the variance
covariance matrix of the prediction errors. The Kalman filter provides a
natural computational tool for the real-time determination of state. Recursion
for the estimate 2, takes a convenient form

20 = 2Ziji—1 + K (O — Lzg—1 — Mzys) (3.12)

Under the assumption that measurement errors are Gaussian instead of
energy-bounded as in the robust filtering problem, we can use this very same
Kalman filter to obtain estimates for the state of the economy, even in the
case where the private sector is hedging against the model misspecification
errors. We only need to make the following substitutions in the above filtering
equations

G — G
M — M"
J—J"

In this case, the standard Kalman filter delivers the worst-case predictions,
by exploiting the transition laws and expectations of the worst-case model.
Forecasting errors are white noise with respect to the worst-case model.
However, when these estimates are evaluated with respect to the nominal
model, forecasting errors will contain a predictable component.

3.3 A little detour to the robust filter

The standard Kalman filter described above requires an accurate model
of the process under consideration. It assumes only additive uncertainty
concerning the process and measurement equations in the form of Gaussian
noise, assumptions that are now implicit in the model once recast in terms of
the predetermined variables only. The standard Kalman filter discussed above
and applied to either the nominal or the worst-case model, aims at producing
white noise forecast errors. By construction, such a standard Kalman filter
is robust in the sense that it minimises the maximum of a one-step ahead
forecasting error'®. However, if the agents would care about past forecast

5 Hansen and Sargent (2003) explain this in detail.
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errors, committing in advance to a given filter, then an alternative robust
filter would be more appropriate.

The idea of such a ‘backward-looking’ robust filter is similar to robust
control, but there an evil agent chooses a disturbance process that feeds back on
the estimation errors. Typically, this leads to an increase in the persistence and
variance of the forecast errors. In order to safeguard against this possibility,
the forecaster tends to increase the gain parameter, leading to larger initial
reactions to the shocks. Kasa (2003) suggests that this makes agents less
susceptible to low-frequency misspecifications, which are especially damaging.

In this paper, we abstract from the consideration of robust, or risk-sensitive
filtering (for details see Whittle 1999). This means that the procedure adopted
here is valid only in the special case that the measurement errors are assumed
to be Gaussian and uncorrelated with v, ; and w;,;. Alternatively, we may
interpret the situation here as one in which the state estimation errors do not
cause additional “stress” for the decision-maker!®.

4 Application to the New Keynesian economy

In order to illustrate how robust expectations and imperfect information
influence the properties of the typical monetary policy model of the day, we
use the New Keynesian model'” where price stickiness creates a channel by
which monetary policy can influence the real economy. This model is based
on two log-linear approximations of Euler equations that describe decisions of
representative households and firms

ct =Y — g = —p(te — Eymegn) + Ee(Yor1 — Ger1) (4.1)
T = Myt — z) + BEmi4

where

g = ~log(1 - ) (4.3)
Y

(G is exogenously given government consumption and y; denotes the stochastic
component of output. Typically, the output gap is defined as z; = (y; — wy),
where w; denotes the stochastic component of the natural level of output (the
one that prevails in flexible-price equilibria). The first equation is obtained by
log-linearizing the consumption Euler equation, arising from the household’s
optimal saving decision, and using the equilibrium condition that consumption
equals output less government spending ( Y; — Gy = C; ). Expectations Fy4(.)
are conditional upon the full information set of the private sector to be specified

16Whittle (1999) shows how estimation and decisiondecision-making in the context of
risk-sensitive control can be separated into two recursions of matrix Riccati equations,
then coupling them in the final extremization of stress. However, he only considers
backward-looking models and it is not clear whether such separation also holds in the
forward-looking models.

"Woodford (1998), Goodfriend and King (1997), Rotemberg and Woodford (1997),
Clarida, Gali and Gertler (1999).
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below. (4.1) is typically written in terms of the stochastic version of an output
gap

vy = —p(it — Eyminr) + Bive + &
and where
& = E{Awi1 — Agiir} (4.4)

In the simulation and impulse response analysis, it is typical to assume that
¢ follows some stochastic law of motion, typically an AR(1) process with a
mean of zero. Moreover, since ¢; shifts the IS curve, it can be thought of
as representing the demand shock to the economy. Notice however, that ¢;
captures expectations of two different types of shocks: expenditure shocks due
to changes in government consumption, and technology shocks. In order to
distinguish between these two shocks, we write first that

Yo — g = —p(ir — Eymipr) + (Y1 — giv1) (4.5)
Ty — )\(yt — wt) = 6Et7rt+1 (46)

and derive that

Yr = —(is — Eemi1) + Ee(Yer1) — Ee(ger1 — 91)

Let us denote ¢ = v, and let &

v ¥ be the exogenously given government
consumption share. Now, since ¢¢ = —log(l — ~,) = 7,, we find that the

stochastic component of the output gap behaves as

Ye = =iy — Eemer) + By (Y1) — Ee(Ver — 1) (4.7)

Ey(Vi41 — ;) denotes the one-step ahead expectation error of the government
consumption share, given the information available at time ¢. This expectation
error affects negatively the current stochastic component of the output. Notice
also that there is an implicit crowding out effect in the model; the expected
increase in government consumption will crowd out private consumption today.
In order to make the analysis simple, we now make the assumption that both
the stochastic component of the natural level of output and the government
consumption follow exogenous AR(1) processes given by

Wir1 = Powi + (Wepr1 + Vo ps1) (4.8)

Yer1 = (1- PW)V* TP+ (wv,tJrl + U“/,t+1)

where v* > 0 denotes a long run target level of the government consumption
share. This long run target of government consumption now enters into the
output equation through Ey(v, ., — 7,)*".

Et(7t+1 —7) =(1- PV)V* + (Pv - 1) Ve + Et(w%tﬂ + U%t+1)

18Tn a more realistic situation -y, should be treated as an endogenous variable due to active
fiscal policy, and/or automatic stabilisers.

19



Finally wj 41, j = w, 7y introduces specification errors into the dynamics of
the exogenous shocks. v; are the stochastic 7¢d components of the errors with
zero mean and some variance a?, representing productivity and government
expenditure shocks to the economy. Expectations operator F;,; must then be
interpreted as distorted expectations operator, applied to distorted transition
laws.

Substituting inflation expectations into the output equation, we can finally

write down the fundamental equations of the model:

Wil = PuWt + Wy 41
Verr = (L= 0 )7+ Ve + Wy
Ey (Y141) = (L= p )7+ lic — B7'm) + (L+ 87 20)ye — B hpwy
+ (py — Dy
BEm 1 = T — A(yt - Wt)

4.1 Policy rule

Finally, in order to close the model, we need to specify the monetary policy
rule. We specify it in the format of a Taylor type of rule, based on observables
yr and 7.

it = (5yyt + (57F7Tt + OiWjt

We introduce w;; in the policy rule in order to allow uncertainty in the
policy rule as well. One may, of course, speculate on a number of reasons
as to why the private sector may know the form of the policy rule, but
not the exact coefficients of the rule. This type of policy rule is nowadays
a common workhorse assumption in monetary economics, but without an
additional disturbance term w; ;. The optimal weights d,, and d, depend upon
a complicated way on the structure of the model, the preferences of the
policymakers and expectations, but they nevertheless measure the sensitivity of
the interest rate response to movements in observed output and inflation. The
policy parameters are an implicit result of a complex policymaking process,
which may consist of optimisation and subjective assessment of the state of
the economy and the calibration of different models.

Another type of rule is the so-called forecasting, or forecast-based rule,
written as

It = 5;yt+1|t + 5;7Tt+1|t + Wiy (4.10)

Here y;y1; and 741 denote one-step ahead estimates (expectations) of the
output gap and inflation. However, if w;; = 0, the linear rational expectations
structure of the model would actually make the forecasting rule equivalent
to the outcome-based rule. This is simply due to the fact that in the rational
expectation model, y;;1; and 7,41, become linear functions of the observables.
This useful linear property can be easily illustrated in this setup as well.
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Namely, since ), = ( Yile ) = Gz, we find that

Tt
Top1)e = An12es + Asayr = (AnG~ ' + Aga) T4 (4.11)

and where Ay = AL, + A3, Ay = AL, + A%,. Therefore, we could express the
forecasting rule as a function of observable forward looking variables at rational
expectations equilibria by appropriately combining (4.10) and (4.11). If we
would allow policy rule uncertainty by allowing w;, feedback in an arbitrary
but constrained way on observable state variables, the linear property would
still be preserved. However, the problem would be more complicated due to
the presence of G in the equation for forward-looking variables.

5 Nominal model with full information

In order to benchmark the model, we assign typical parameter values for the
model as shown in Table (1).

Parameters

9 pz p"/ >\ ﬁ ¥ 51/ 5“ )\y ’y*
oo .7 5 005 99 2 15 15 1 .05

Innovations Measurement errors
Ow Oy 0 Ozn Ovnm Oyn Oxp

005 015 0 0 0 0 0

Table 1: Benchmark parameter values

When benchmarking the model, we assume that the agents perceive the policy
rule and the model as accurate. We assume that the agents dislike fluctuations
in private consumption (y; —7,) and the deviation of inflation from the target
level of zero, with equal weights of 1. In other words, we postulate that
infinitely lived representative household (and firm) welfare criteria can be
approximated by

- Z B'Ly (5.1)
t=0
where L, represents a periodic loss criterion

1 * *
L= 5(7@: =7 N (= v~y Ow) 1w (5.2)
7* is inflation target and y* is the output target, which are from now on set to
zero. Thus private agents dislike fluctuations in private consumption as well as
inflation. This differs from the original log-linear approximation of the welfare
of the household of Woodford (1997) in that there is additional correction for
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risk introduced by —6w; +1Wip1 and where wy is a vector of nature’s decision
variables.

In the benchmark model we assume that all the variables are observed
without a measurement error and the agents perceive the model as accurate.
This can be achieved in the framework by setting § — oo, which assigns an
infinite penalty to nature in making w;,; different from zero.

Using the methodology described above, we can then derive rational
expectations equilibria computationally and then use various methods to
describe the dynamic aspects of the model. For instance, unconditional
standard errors of output, inflation, the nominal interest rate, consumption
and real interest rates are described in Table 2 under various assumptions of
model uncertainty.

The Benchmark Model (1) is analysed under the assumption that the
decision-makers perceive the model as certain. The following 2 rows (Model
Uncertainty, 1-2) describe the model under 2 different degrees of uncertainty
associated with the dynamics of exogenous shocks, while keeping the interest
rate rule as certain. We measure this uncertainty by calculating the induced
sum of the standard errors of the worst-case shocks (> oy,).

The first observation here is that the model uncertainty, which in this
setting is due to the uncertainty regarding the dynamic properties of the
expenditure shock and productivity shocks, induces only slightly larger
unconditional variations in the model’s variables. The initial response of
inflation to expenditure shock is larger in the nominal model with distorted
expectations, when compared to the nominal model with R.E. It also takes
somewhat longer for inflation to return back to the long-run equilibrium.
Regarding consumption, additional concern for robustness leads consumers
to engage in a form of precautionary saving!?, which shows up as a slightly
stronger dynamic response of consumption to expenditure shocks. The key
difference, however, appears in the steady-state results of the model. Agents
are prepared for the deviation of exogenous government expenditure from its
long-run level, and this in turn induces a permanent deviation of output and
inflation from their corresponding steady-state values in the nominal model,
as shown in Table 2 in columns SS(y) and SS(w). In the case without policy
uncertainty, output will remain belows its target, while inflation will remain
above its target value of zero.

5.1 Policy uncertainty

Next, we also introduce into the model policy uncertainty by allowing shocks
to the interest rate equation. Effectively this is done by setting o; as different
from zero. We set o; = 0.015, thus keeping it within the range of the other
shocks. This uncertainty about the policy may reflect many things, including
a lack of transparency and/or the credibility of the announced policy rule.

YHansen, Sargent and Wang (2002) show that in the basic permanent income model, a
consumer with a preference for robustness prefers future over current consumption, thus
delivering a kind of precautionary savings motive.
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Figure 1: Expenditure shock in the nominal model

Agents know the form of the policy rule, but at the same time they know that
there are other elements that can make the policymaker deviate from such a
mechanical rule. In order to hedge against this uncertainty, they construct
worst-case missperceptions of the policy rule and form expectations on the
basis of this scenario. Since the interest rate rule is written as a feedback
rule of observable forward-looking variables of output and inflation, and
forward-looking variables depend upon the interest rate, missperceptions of
the interest rate rule will also affect the paths of the forward-looking variables.

Once more the first and second moments of the variables of interest are
shown in Table (2) on the rows labeled as Policy Uncertainty (I) and (II). In
general, the introduction of policy rule uncertainty does not make the second
moments of the variables differ much more from their corresponding values
in the nominal model. However, impulse response analysis reveals that the
initial response of consumption to expenditure shock is now markedly larger
when expectations are distorted by uncertainty. On the contrary, the initial
response of inflation and the nominal interest rate is now rather smaller in the
uncertain case.

The larger consumption response can be understood intuitively by
calculating the perceived worst-case rule of the private agents from the
worst-case model. This delivers

i = 0.077y, + 2.01m, (5.3)

This implies that agents expect the central bank to react to output fluctuations
less and to inflation more than in the nominal model. In other words, agents
under-estimate the dynamic responses of the interest rate to output, but
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Figure 2: Nominal model with distorted expectations and policy rule
uncertainty

over-estimate the response to inflation in achieving robustness. This causes
private agents to cut consumption initially rather more than in the absence of
uncertainty. Moreover, it can be shown that perceived paths for technology
and expenditure shocks tend to be more persistent than those implied by the
nominal values of p, and p, in the worst-case equilibria: agents over-estimate
the persistence of the exogenous shocks. Additional uncertainty regarding the
policy rule and the agents’ concern for robustness thus leads into a kind of
precautionary saving, showing up as a larger initial response of consumption.
This is also reflected in a relatively larger unconditional standard error of
consumption around the steady state. Moreover, both inflation and output
are now below their respective target values of zero.

5.2 Imperfect information

At the time the forecasts (and decisions) are made, it is typical that the agents’
real-time information set does not allow them to infer the values of all the
variables accurately. For instance, Orphanides (1998) has stressed that policy
is made on the basis of preliminary estimates that are revised substantially in
subsequent months. Kilponen and Salmon (2002) also show that the average
standard error associated with measurement between preliminary and final
estimates of U.K. GDP has been substantial during the last decade.
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Measurement errors

Ozn O~yn Oyn Ong

0.01 .01 0.01 0.01

Table 2: Stds of the measurement errors

Under imperfect measurement, the decision-making problem is thus further
complicated by simultaneous signal extraction and the inference problem.
With imperfect information, the decision-maker forms an estimate about the
true state of the economy using noisy observations of the relevant variables.
The first obvious consequence of this is that the true pattern of the shock
now differs from the one estimated by the decision-maker even if the model is
perceived to be accurate. That is, 2; # 2, and z; # x4, even if § — oo.

The signal extraction problem can, however, be solved by the Kalman filter.
This leads the decision-maker to learn only gradually about the realizations of
the actual shocks. The standard Kalman filter provides an optimal estimate
of the true state of the economy and produces white noise forecast errors if the
model is certain.

When the decision-maker perceives the model to be inaccurate, this leads
to an additional error in estimating the true shocks. The eventual magnitudes
of the forecast errors induced by the imperfect information on the one hand,
and uncertainty about the model itself on the other, depend upon the dynamic
properties of the nominal model, the signal to noise ratio, ie the measurement
errors, as well various assumptions about where the misspecifications lie. What
is important, however, is that forecast errors are no longer white noise, when
evaluated with respect to the nominal model.

In order to illustrate these points, Figure (3) contrasts the actual technology
shock to those estimated by the decision-maker under the perception that the
model is [either| accurate or inaccurate. Measurement errors associated with
productivity, government expenditure, output and inflation are assumed to be
as given in Table (2).

The first observation here is that after a unitary transitory technology shock
(w; = 1), the contemporaneous estimate of the shock by the decision-maker
is wy¢ = .44, inducing a rather large contemporaneous forecast error. This
contemporaneous estimate of the shock turns out to be the same in both
models, yet the dynamic path of the estimates differs in the two cases. In this
setup, the difference between the nominal model and the worst-case model,
however, is not very large, yet it is interesting to note that agents ‘learn’ more
gradually under the worst-case model.

Through their effect on the expectations about the true state of the
economy, imperfect information and model uncertainty affect the dynamics
of the forward-looking variables, introducing different responses to the shocks.
Figure (4) draws the impulse responses of inflation and the real rate on the
unitary shock to government expenditures. As earlier, imperfect information
causes contemporaneous estimates of inflation (7,;) and the real rate (iy; —
Tir1¢) to deviate from those paths under full information. Moreover,
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Figure 3: Actual and perceived technology shocks under imperfect information

contemporaneous estimates of inflation and the real rate differ between the
nominal model and the worst-case model due to the fact that estimates ()
and (iy;) of the private sector are now based on laws of motion consistent
with the worst-case model. In case of inflation, the contemporaneous forecast
error (m; — ;) is larger and it takes much longer for the estimates to revert
to being closer to the actual values when compared with the nominal model.
This is due to the fact that the agents perceive that the shocks last longer in
the worst-case model. This effect is actually magnified when the exogenous
shocks do persist longer in the nominal model.

Combining imperfect information and robustness makes the agents
over-react to innovations. This is illustrated in Figure (5), which contrasts
the ‘true’ expenditure shock to the one estimated by the private agents under
imperfect information and concern for robustness in the typical simulation.

The worst-case estimates of the expenditure shock can deviate from the
actual ones for long periods of time and typically have a larger standard
deviation than the true shock. The prediction errors (z; — 2) — when
evaluated with respect to the true shock — are no longer white noise, but
have a predictable component due to the fact that estimates z;; are distorted
by concern for robustness. This is perfectly consistent with the fact that
the agents over-estimate the persistence of exogenous shocks, as illustrated
in Figure (5): Innovations persist longer in the estimates than in the actual
series. However, forecast errors still have a mean of zero in long-simulations,
implying that there is no systematic bias in the forecasts.

All this eventually shows up in the way in which model’s endogenous
variables react to various shocks. In particular, Figure (6) shows the impulse
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Figure 4: Response of inflation and real rate on unitary shock to government
expenditures
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Figure 5: The ‘true’ expenditure shock and its worst-case estimate under
imperfect information. In these simulations, we have set p, = p, = 0.9 and
0 = 0.019. Other parameters are as given in tables (1) and (2).
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Figure 6: Consumption patterns after unitary shock to government
expenditure under different informational assumptions.

responses of private consumption to temporary unitary shocks to government
expenditure under various informational assumptions. Interestingly, when the
agents are concerned with modelling errors, the ‘precautionary’ savings motive
is magnified by the imperfect information associated with the measurements
of the observables. This is due to the combination of under-estimation of
dynamic responses of the interest rate to output and imperfect measurement
of output and inflation. Imperfect information makes the estimated response
of the interest rate to deviations of output and inflation from their targets
even smaller than under full information. This triggers larger consumption
reactions to expenditure shocks?’.

6 Conclusions

Uncertainty on the transition laws of the economy, as well as imperfect
information are important factors affecting the decision problems of rational
economic agents. This paper has illustrated how agents may achieve robustness
by distorting their expectations in a particular direction and how these robust
expectations then alter the observed dynamic paths of both exogenous and
non-predetermined variables. It has been shown how the standard method of
computing a linear, rational expectations equilibrium under discretion can be
applied in order to solve robust expectation problems and how the standard

20Tt can be shown through simulations that if households are sure about the policy rule,
the reaction of consumption to expenditure shocks is typically smaller than in the nominal
model.
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Kalman filter provides a way of solving a complicated signal extraction problem
under imperfect information. The approach is novel in that we extend the
partial information framework of Pearlman et al (1986) and Svensson and
Woodford (2002) with model uncertainty and robustness.

For the purpose of illustrating how the model uncertainty and imperfect

information interact in the dynamic forward-looking models, we have analysed
the standard New-Keynesian model, closed with the Taylor type of interest
rate rule. By concentrating solely on the robust expectation problem, we have
been able to analyse the model under policy uncertainty as well as under
uncertainty regarding dynamic properties of exogenous shocks.
In particular, we have shown that additional concern for robustness leads
consumers to engage in a form of precautionary saving, which shows up in
our setting as a stronger dynamic response of consumption to government
expenditure shocks. This is perfectly consistent with the fact that agents
achieve robustness by over-estimating the persistence of the shocks in a
forward-looking context, as suggested by Kasa (2001). In addition, we have
shown that when the policy rule is uncertain, agents achieve robustness against
this by under-estimating the responses of the interest rate to the output gap.
This under-estimation, combined with imperfect measurement of output and
inflation, leads to larger initial responses of private consumption to government
expenditure shocks under robust expectations.

Finally, imperfect information combined with concern for robustness brings
a predictable component into the forecast errors of the exogenous variables,
even if the standard Kalman filter is used for information updating. This is
simply due to the fact that estimates under concern for robustness are based
on the distorted transition laws of the model.
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A Appendix
Derivation of G and a system with predetermined
variables only

Following closely Svensson and Woodford (2002), but abstracting from the
control problem, the decision problem of private agents can be expressed as

Ti41)t+1 — Gt+lzt+1|t+1 (A-l)

where (41 is determined by the decision problem in period t + 1. By using
(A.1), taking expectations in period ¢ of the upper block of (2.14) and using
A= A' + A% we first obtain that

T = Gt+12t+1|t = Gt+1(Allzt|t + A1233t|t) (A-Q)

Taking the expectation in period ¢ of the lower block of (2.14) in the main
text, yields also

Tyy1)e = A2 + Asay (A.3)

Setting (A.2) and (A.3) equal to each other, then, yields

G§+1(Allzt|t + A12$t|t) = Ao124s + Anamys (A.4)
=
Ty = fzitzﬂt (A.5)
and where
A= (Gry A — A) ™ (An — G, An) (A.6)

Stable solution is found by comparing (A.6) and (A.1) and realising that G is
a stable solution of a recursion

Gy = (G Az — Ap) " (Ao — GraAn) (A.7)

Naturally, this solution requires that (G A1a— Ags) is invertible. This method
can be shown to be equivalent to the method of Blanchard and Kahn (1981).
In particular, G, which solves the recursion (A.7) is equivalent to Blanchard
and Kahn (1981) solution —M,,' My, where M satisfies

MA = MNAM (A.8)

and where A(A) is a diagonal matrix with eigenvalues of A on its diagonal and
where M is a matrix with appropriate dimenssions.

Next, in order to recast the whole system in terms of only the
backward-looking variables, notice first that the estimates of the future values
of the predetermined variables can be expressed as a function of its current
estimates. In other words,
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Zepape = Af 2 (A.9)
where
A;‘ = A+ ApGy (A.lO)

In the stable solution G; = Gy, = G, and therefore

Zer1e = (A + ApGy) 2y (A.11)

where G, is a solution to (2.5). Furthermore, taking expectations of the lower
block of (2.1) at time ¢, subtracting it from itself and setting the difference to
zero yields

Agy (2 — 21) + Ao (myy — 24) =0
Ty — Ty = Agy Ay (2 — 20) (A.12)
=
vy =T+ Gz — Tz (A.13)

where T = (AL,)7' AL, and where we have already utilized (2.4). The
forward-looking variable x; is now written in terms of only the observations
of the predetermined variables z; , while acknowledging the circularity of
estimating the forward-looking variables from possibly unobserved current
states. Finally, using again the upper block of (2.1) , we have a dynamic
system with three linearly related equations

Zt+1 = Ahzt + A%Q.I’t + A%lzﬂt + A%2$t|t + V41 (A14)
Toe = Gazie (A.16)

Substituting (A.15) and (A.16) for (A.14) and re-organizing, we can write the
dynamics of the pre-determined variables as

2ep1 = Hz + Jzy + Bivgya
where

H=Al, — ALT (A.17)
J= A, (T +G,) + A}, + ALG, (A.18

~—

Similarly, recall that the observation equation can be partitioned as
Ot == D%Zt + D%Z)’Jt + D%Zt\t + D%[L’ﬂt + BQT]t (A]_g)

Consequently, using (A.15) and (A.16) we obtain observation equation in terms
of only the predetermined variables

Ot == LZt + MZt‘t + BQnt (AQO)
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where

L=D!-DIT (A.21)
M = Dy (T + G.) + D? + D3G, (A.22)

and where D/ = [D? Dj] is decomposed according to predetermined variables z;
and forward looking variables x;. Due to the separation principle, G, H, and J
are unaffected by the vector of observables. In summary, we have recasted the
system with forward looking variables into that of the predetermined variables
only

Zip1 = Hzy + Jzye + Bivg

Ot = Lz +Mzt\t+77t (A23)

In order to complete the system, zy; can be shown to be given by the Kalman
filter (See the main text for brief discussion and Svensson and Woodford (2002)
for detailed derivations )

Zt‘t = Zt‘tfl + K(Ot — th‘tfl — MZt|t) (A24)
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B Appendix

Solving robust decision problem
In this section, we derive a solution to the robust decision problem, using
a recursive formulation of the problem and appropriate Bellman equations.
The solution is derived under the assumption that an evil agent acts in a
discretionary manner, taking expectations as given. Proceeding as earlier, we

start by using (2.14), taking expectations in period t of the upper block of
(2.14) and using A = A' + A%

Ty = G (Anzg + Ay + Biwggp) (B.1)
Taking expectations in period ¢ of the lower block of (2.14), yields also
Ty = Ao12yy + Ay (B.2)

Setting the above equations equal to each other, then, yields

G;+1 (A11Zt|t + Alet|t + Blwt+1|t) = Aglzt‘t —+ A22xt|t (B?))
=
Tyt = thﬂt + étwt+1|t (B.4)
and where
A= (G Ary — An) ™ (Ao — G, Any) (B.5)
B, = (A2 — G§+1A12)71 +1B1 (B.6)

Using (B.4) in the expectation of the upper block of (2.14) gives, furthermore,

Zepp = Ay zoe + Biwggap (B.7)
where

AZ‘ = All + AIQAvt (B8)

BZ = Bl —|— Algét (B9)

An important insight one can draw from this is that the one-step ahead
prediction of a predetermined variable z;,; now depends upon the perceived
laws of motion of the deterministic error term, ie w;i1;. In the absence of
Wey1pe, Bf = 0, and consequently, the R.E solution would collapse to (A.7)

Next we need to solve for w41, and simultaneously force expectations to be
consistent with these misspecifications. The logic is therefore exactly the same
as when there is an additional decision-maker affecting the paths of the state
variables! The expectation operator is then always applied to the distorted
laws of motion of the economy. In the context of robust control, agents seek to
achieve robustness against these distortions by letting evil nature pick w;q);.
Therefore, let

Wii1jt+1 = Friazep1em (B.10)

Try1jt+1 = Gep12e41)e41 (B.11)
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where Fi,; and G;y; need to be determined simultaneously. The standard
procedure in the solution strategy is to assign the private agents a quadratic
loss function, and assume that the agents seek to achieve robustness by looking
for a conservative way of evaluating the continuation value function. In other
words, agents let a fictious player pick F;,1, such that it maximises the assigned
loss criteria of the private agents. This is essentially the procedure used by
Hansen and Sargent (2003).

Assuming now that the loss function of the private agents (L;) is quadratic
and noticing that the constraints are linear, the optimal value of the problem
will also be quadratic. In period t + 1, the optimal value will depend on the
estimate of the predetermined variable ;41441 and therefore it can be written
as 2/ Vit12i41)041, where Vi, is a positive semidefinite matrix and dy, is

t4+1]t+1
scalar. The associated Bellman equation can therefore be written as

Zé‘t‘/;;Zﬂt + dt = Inhax {Lt|t + BE[Z£+1|t+1%+lzt+l\t+1] + dt+1|]t} (B12)

{wt+1\t}

and where Ly, denotes the expected value of the quadratic loss criteria of the
private agents and d; is scalar. The loss function can be written conveniently
by first defining a vector of target variables as

}/t == 01 ( j?i ) + 02 ( Zt‘t ) + wat-i-l (Bl?))

Tt

where w1 enters as nature’s control and where C', Cs and C,, are the selector
matrices with appropriate dimensions. Let the loss function be a quadratic
form of Y; defined as L; = Y/QY;.Then, using the fact that, in general,

E (L) = E (Y WY) = Y{W¥q + tr(E[(Yi — Yo W(Y; - o)) (B.14)

an expected value of the periodic loss function can be expressed as

!/ !/
z Wz z
Lt‘t = ( tlt ) Q ( t/t ) +2 ( tlt ) U’U}t+1‘t+w£+1|tth+1|t+lt‘t (B15)

Tyt Tyt Tt
where
Q=Cwe (B.17)
U=Cwe, (B.18)
R=—C.B0IC, (B.19)
and

!/ !/
_ 2t Rt ' 2t 2t
Ly =F ciwe B.20
" {<$t_xtt) ' 1($t_xtt>} (B.20)
6 in (B.19) is the Lagrange multiplier of evil nature’s budget constraint, as

explained in more detail in Hansen and Sargent (2004). 6 determines the set
of models available for fictious player (nature). A very low 6 allows nature to
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entertain with large misspecification. A very high 6 in turn forces nature to
choose very small misspecifications. The problem is now in fact in the form of
a standard linear quadratic control problem with the control vector w1 In
order for decision-making and estimation to be separable, it must be that Iy, is
independent of wy ;. This is verified in Svensson and Woodford (2003) under
a standard linear quadratic control problem with symmetric information.
Consequently, we can next proceed in the standard way by eliminating the
forward-looking variables from the loss function by using the result

Tt = /thﬂt + gtwt+1|t- (B.21)

as derived earlier. Without loss of generality?!, we restrict further derivations
to the case where U = 0, which implies that there are no cross terms between
control and state variables. The loss function then expands to

Lt\t = Z£|tQ112 + Z£|tQ12(tht|t + Etwtﬂ\t) + (A’thﬂt + étwt+1|t)/Q21Zt\t
~ ~ /! ~ ~
+ (Atzt\t + Btwt+1\t) (22 (AtZt|t + Btwt+1|t)
= Z£|thlzt|t + Z£|tQ12tht\t + Zé\tQmétth\t + Zt\tZQQﬂzﬂt
+ wt+1\t§2Q21'zt\t + Zt\thngtZt\t + Zt\tgngzzéthut
+ wt+1\t§2Q22/N1tZt|t + wt+1\t§£Q22§twt+l\t - wt+1\tR*wt+1|t

where ()7 has been partitioned accordingly. Combining the terms, we can
derive somewhat easier expression??

o yx ! * / *
Ly = 2,Q¢ 2t + 21Uy Weae + wigUpp 2z + Wiy i By Wi (B.22)

where

Qf = Qu + Qu2A; + AjQa1 + AlQx A,
5 = Q2B + AjQ20DB;
1 = BiQa + BiQa Ay
R: = B;QQQBt — R*
The problem is now transformed into a linear quadratic form without
forward-looking variables, but with time-varying parameters. Time-varying
parameters entered into the loss function upon substitution of forward-looking

variables with the linear combination of evil nature’s decision variable and the
predetermined variables. In the absence of forward-looking variables, then, we

2 See, for instance, Ljungqvist and Sargent (2000), Ch.21.
22For the purpose of computations, it useful to notice that the loss function can be

li
2|t Q 0 2|t
expressed in a convenient form Ly, = Tyt ( 0 R ) Ty|¢ .

We41|t Wit
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can proceed in a standard way of solving the first-order conditions with respect
to w1y from (B.12), yielding

0= Zé\tUt*l + Ubzie + w7/t+1\tR: + BE(Z£+1|t+1Vt+lB:|[t)
= 2, Up + U2y + Wi By + BE (2 A + w1 B ) Vi BY)
Next, using wii 1141 = Fip12e41)641, we find that
0 =2, Usy + Upzp + 2y I Ry + BE (2, A7 + 21, F2 B} ) Vi1 BY)
= Zé\tFt(RZ + BB Vi) + Z£|t i+ Upzie + 522‘75%12‘/%“3;‘

=
Fy = —(R; + BB Vo1 By) " (Ujy + Ujy + BAY Vi1 BY) (B.23)

Recalling once more that z; = gtzt‘t + Etwtﬂ‘t we also have that

$t|t = (A/t + gtFt) Zt|t (B24)
and so,

and where A, and B, are given by (B.5)—(B.6).
Furthermore, it is relatively easy to see that the value function has a
recursive representation

Vi = Qi+ U B+ FlUjy+ FIR{F,+B(A] + B F,) Vi1 (A} + By Fy))+dea| L
(B.26)

Finally, equations (B.23)—(B.26) define a contraction mapping from
(Fit1, Gera, Virr) — (Fr, Gy, Vi)

and the solution to this problem is a fixed point (F,G,V’) of the mapping.
Consequently, the algorithm that solves an ordinary linear quadratic program
can be straightforwardly applied to solve associated rational expectations
equilibria in the linear quadratic economy where the agents hedge against
unstructured model uncertainties. Specifically, it only requires us to specify
an appropriate loss function for the private sector and the decision variable of
nature.

After a solution to G" has been found, for instance, by iterating
(B.23)-(B.26) until convergence, the distorted model can be recast in terms of
the predetermined variables as follows. First, using z;; = G" 2 we obtain

A%l (Zt|t — Zt) + A%Q(Grzt‘t — .Tt) =0
=
Ty = (T + GT) Zt\t — TZt (B27)
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where T = (AL)™" AL, Consequently, we have the following system of
equations for the perceived worst-case law of motion of the private agents

ze1 = Al 2o + ALy + Az + Al + Bi(ves1 + wig) (B.28)
o= (T+G") zp — Tz (B.29)
Ty = G 2y (B.30)
Wyp1e = Faye (B.31)

The matrices A;; ,and T, B; reflect the values of the nominal model. G”
characterizes the private agent’s expectations that are consistent with the
perceived laws of motion of the error term wyy, = Fzy. After some
straightforward substitutions, we can write down the perceived worst-case laws
of motion of the economy as

21 = Al 2 + Alyzy + A%Ztlt + A%zxﬂt + Biwgg
= (Al — AL (4h) 7 AL
+ (A% + ALG" + Al ((A%Q)il Ay + Gr)) 2yt + Bi(wes1 + Veg1)
= (A}, — ALT) 2+ (A}, + ALG" + AL, (T + G") + B1F,) 2y, + Biug

The laws of motion for the predetermined variables that are consistent with
distorted expectations and the misspecified model can be presented then in a
compact form

Zt41 = HTZt + JTZt|t + Blth (B32)
Ot = LTZt + MTZt|t + BQnt (B33)

where

H =H= (A} — ALT)

J =A% + ALG" + AL (T + G") + By F
L"=L=D;— DyT
M" =D} (T +G") + D} + D3G"

as in the main text.
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C Appendix
State space representation of the model

Using the equations above, and notation elsewhere in this paper, the state
space representation of the New Keyenesian mode can be written down as:

T 1T 1 0 0 0 0 0 1111
it 0 0 0 0 (51 (52 Z‘t
Wet1 _ 0 0 Pu 0 0 0 Wi
Vert 7(L=p,) 0 0 pr 00 Ve
Yit1je T(L=p)) ¢ _% (py—1) % _% Yt
i1t 0 0o 2 -2 1 "

L el | 5 5 B L]

Al

B, Ws t+1 Vi t+1

O(ax) Wyl | + | Vw1
Wry, 141 Uy t+1
0 0 O
where B; = %l 00 8
0 0 o,

v. 41 represents fundamental shocks to the economy, while w41 represents
distortions to the transition law. Matrix B; encodes precisely how these
distortions influence the model’s predetermined variables. The vector of the
target variables is given as

1
("
T — " - 00 0 01 Wi 0,
Y, = L | = . + w
¢ [yt—vt—x ] [ T 00 -1 1 O] Yy {](3)} t+1
ct Cuy

where vector wy,; enters as nature’s decision variables.
Finally, the setup is closed by specifying an equation for observables

1

it,o 01 0O0O06O0 1t Nit

| e | 000100 Wy Moyt

O=l s T loooo0 o]y ]| TP,

Tto 000 O0O0°1 Yt Mt

Dl L Tt

opi 0 0 0
_ 0 op O 0
where By = 0 0 o, 0
0 0 0 oy
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Elements of the B, matrix ( o, ) correspond to the standard errors of the
measurements. In the full information case, these are set numerically very
close to zero (le — 8). In the imperfect information case, these entries are set
as different from zero. Finally, A? = C? = D? = 0 with appropriate dimension.
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