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Abstract 

The study is concerned with measuring and expIaining producer performance in 
Finnish IocaI banking. Primary interest is in the production of retail banking 
services. The main objective is to find out how large and what kind of relative 
efficiency differences has there been in Finnish IocaI banking. The overall 
productive efficiency will be decomposed into technical efficiency and scale 
efficiency. Technical inefficiencies are generally a result of wasteful use of 
inputs which is due to differences in managerial abilities to controI costs and 
maximize revenues. Scale inefficiency on its half occurs when a bank's size is 
not optimaI i.e. average costs are not minimized. Total productivity of local 
banks is studied with Malmquist-indices. Productivity growth will be 
decomposed into effects of technological advancement and to change of 
technicaI efficiency. One purpose of this study is to empirically look at the 
implications of bank mergers for efficiency and productivity. Time period under 
study is from 1985 to 1990. The data includes all Finnish cooperative and 
savings banks. Relatively efficient production frontier is constructed using a 
non-parametric linear programming method called data envelopment analysis 
(DEA). 

The main result of the efficiency anaIysis is that technical inefficiencies 
dominate scale inefficiencies in Finnish Iocal banking. Distributions of technical 
inefficiencies are similar for cooperative and savings banks, but savings banks 
were found to be sIightly more scale inefficient. Since it is possible that an 
average bank is continuously about 20 % more inefficient than the best practise 
banks, it appears that there is not much competitive pressure to control costs. 
The Iarge and persistent cost efficiency differences between banks of similar 
size and product mix suggest that greater competition within the banking 
industry would be beneficial. The main result of the productivity analysis is that 
average productivity growth was found to be totally due to technologicaI 
progress rather than improvements in relative efficiency. 
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Tiivistelmä 

Tutkimuksen tarkoituksena on selvittää suomalaisten paikallispankkien palvelu­
tuotannon tehokkuutta ja tuottavuuden muutoksia vuosina 1985-1990. Käytetty 
aineisto sisältää kaikki kyseisinä vuosina toimineet osuus- ja säästöpankit. 
Tarkastelu keskittyy vähittäispankkipalveluiden, erityisesti lainojen ja talletusten 
tuotantoon, mutta myös muun tyyppisiä pankkipalveluita on pyritty ottamaan 
huomioon. Tutkimuksen keskeisin tavoite on selvittää kuinka suuria suhteellisia 
kustannustehokkuuseroj a paikallispankkien välillä on. Pankkien tuotannon 
tehokkuus on jaettu kahteen tekijään: pankin koosta johtuvaan skaalatehok­
kuuteen ja pankin sisäiseen resurssien käytön tehokkuuteen, jota kutsutaan 
tekniseksi tehokkuudeksi. Menetelmänä tehokkuustarkastelussa on käytetty 
lineaariseen ohjelmointiin perustuvaa Data Envelopment Analysis (DEA) 
menetelmää. Tuottavuutta on tarkasteltu Malmquist-indeksin avulla. Tuottavuu­
den muutokset on jaettu suhteellisen tehokkuuden muutoksen ja teknologisen 
kehityksen komponentteihin. 

Tehokkuustarkastelun keskeisin tulos on, että pankkien kustannustehokkuus 
riippuu ensisijaisesti teknisestä tehokkuudesta. Pankin koon merkitys tehokkuu­
den kannalta on huomattavasti pienempi. Keskimääräinen paikallispankki oli 
noin 20 % tehottomampi kuin suhteellisesti tehokkaat paikallispankit. Keski­
määräinen tehottomuus pysyi samalla tasolla ajanjakson jokaisen vuoden poikki­
leikkaus tarkastelussa. Tämä indikoi, että kilpailulliset paineet kustannusten 
tiukkaan kontrollointiin eivät olleet kovin suuria vuosien 1985-1990 aikana. 
Tuottavuus tarkastelun keskeisin tulos oli, että paikallispankkisektorin keski­
määräinen tuottavuuden kasvu johtui täysin teknologisesta kehityksestä suhteel­
lisen tehokkuuden pysyessä keskimäärin muuttumattomana. Osuus- ja säästö­
pankkien välillä ei ollut merkittäviä eroja teknisessä tehokkuudessa, mutta 
säästöpankit olivat keskimäärin hieman skaalatehottomampia kuin osuuspankit. 
On kuitenkin huomattava, että tämän hetken säästöpankkien suuret luottotappiot 
aiheuttanut luottoekspansio tapahtui juuri 1980-luvun lopulla. Koska tappiot 
eivät kuitenkaan ehtineet realisoitua tarkasteltavan ajanjakson aikana, niin erityi­
sesti säästöpankkien tuottavuuden kasvuun ja tehokkuustuloksiin on suhtaudut­
tava tämä varaus mielessä. 

4 

Contents 

Abstract 

1 Introduction 

2 Review of the literature 

3 Efficiency measurement 
3.1 Alternative descriptions of the production technology 
3.2 Technical efficiency 
3.3 Allocative efficiency 
3.4 Scale efficiency 
3.5 Farrell measures of efficiency 

4 Data envelopment analysis 
4.1 CCR-model 
4.2 BCC-model 
4.3 Advantages and limitations of DEA 
4.4 Malmquist productivity index 

5 Measures of bank production 
5.1 Production approach 
5.2 Intermediation approach 

6 Empirical analysis 
6.1 Data 
6.2 Efficiency results 

6.2.1 Differences in results due to the altemative output 
definitions 

6.2.2 Technical efficiency 
6.2.3 The effect of technology assumption on technical 

efficiency scores 
6.2.4 Scale efficiency 
6.2.5 Robustness of the results 
6.2.6 Effects of mergers on efficiency 

6.3 Productivity growth 
6.3.1 Faetor productivity ratios 
6.3.2 Total productivity 
6.3.3 Frontier productivity and catching up effect 
6.3.4 Sensitivity of Malmquist indices 
6.3.5 Effects of mergers on productivity 

7 Conclusions 

References 

Page 

3 

7 

9 

13 
13 
14 
15 
16 
16 

20 
20 
22 
23 
25 

29 
29 
30 

31 
31 
33 

33 
37 

39 
41 
45 
47 
48 
49 
50 
51 
55 
56 

57 

59 

5 

Tiivistelmä 

Tutkimuksen tarkoituksena on selvittää suomalaisten paikallispankkien palvelu­
tuotannon tehokkuutta ja tuottavuuden muutoksia vuosina 1985-1990. Käytetty 
aineisto sisältää kaikki kyseisinä vuosina toimineet osuus- ja säästöpankit. 
Tarkastelu keskittyy vähittäispankkipalveluiden, erityisesti lainojen ja talletusten 
tuotantoon, mutta myös muun tyyppisiä pankkipalveluita on pyritty ottamaan 
huomioon. Tutkimuksen keskeisin tavoite on selvittää kuinka suuria suhteellisia 
kustannustehokkuuseroj a paikallispankkien välillä on. Pankkien tuotannon 
tehokkuus on jaettu kahteen tekijään: pankin koosta johtuvaan skaalatehok­
kuuteen ja pankin sisäiseen resurssien käytön tehokkuuteen, jota kutsutaan 
tekniseksi tehokkuudeksi. Menetelmänä tehokkuustarkastelussa on käytetty 
lineaariseen ohjelmointiin perustuvaa Data Envelopment Analysis (DEA) 
menetelmää. Tuottavuutta on tarkasteltu Malmquist-indeksin avulla. Tuottavuu­
den muutokset on jaettu suhteellisen tehokkuuden muutoksen ja teknologisen 
kehityksen komponentteihin. 

Tehokkuustarkastelun keskeisin tulos on, että pankkien kustannustehokkuus 
riippuu ensisijaisesti teknisestä tehokkuudesta. Pankin koon merkitys tehokkuu­
den kannalta on huomattavasti pienempi. Keskimääräinen paikallispankki oli 
noin 20 % tehottomampi kuin suhteellisesti tehokkaat paikallispankit. Keski­
määräinen tehottomuus pysyi samalla tasolla ajanjakson jokaisen vuoden poikki­
leikkaus tarkastelussa. Tämä indikoi, että kilpailulliset paineet kustannusten 
tiukkaan kontrollointiin eivät olleet kovin suuria vuosien 1985-1990 aikana. 
Tuottavuus tarkastelun keskeisin tulos oli, että paikallispankkisektorin keski­
määräinen tuottavuuden kasvu johtui täysin teknologisesta kehityksestä suhteel­
lisen tehokkuuden pysyessä keskimäärin muuttumattomana. Osuus- ja säästö­
pankkien välillä ei ollut merkittäviä eroja teknisessä tehokkuudessa, mutta 
säästöpankit olivat keskimäärin hieman skaalatehottomampia kuin osuuspankit. 
On kuitenkin huomattava, että tämän hetken säästöpankkien suuret luottotappiot 
aiheuttanut luottoekspansio tapahtui juuri 1980-luvun lopulla. Koska tappiot 
eivät kuitenkaan ehtineet realisoitua tarkasteltavan ajanjakson aikana, niin erityi­
sesti säästöpankkien tuottavuuden kasvuun ja tehokkuustuloksiin on suhtaudut­
tava tämä varaus mielessä. 

4 

Contents 

Abstract 

1 Introduction 

2 Review of the literature 

3 Efficiency measurement 
3.1 Alternative descriptions of the production technology 
3.2 Technical efficiency 
3.3 Allocative efficiency 
3.4 Scale efficiency 
3.5 Farrell measures of efficiency 

4 Data envelopment analysis 
4.1 CCR-model 
4.2 BCC-model 
4.3 Advantages and limitations of DEA 
4.4 Malmquist productivity index 

5 Measures of bank production 
5.1 Production approach 
5.2 Intermediation approach 

6 Empirical analysis 
6.1 Data 
6.2 Efficiency results 

6.2.1 Differences in results due to the altemative output 
definitions 

6.2.2 Technical efficiency 
6.2.3 The effect of technology assumption on technical 

efficiency scores 
6.2.4 Scale efficiency 
6.2.5 Robustness of the results 
6.2.6 Effects of mergers on efficiency 

6.3 Productivity growth 
6.3.1 Faetor productivity ratios 
6.3.2 Total productivity 
6.3.3 Frontier productivity and catching up effect 
6.3.4 Sensitivity of Malmquist indices 
6.3.5 Effects of mergers on productivity 

7 Conclusions 

References 

Page 

3 

7 

9 

13 
13 
14 
15 
16 
16 

20 
20 
22 
23 
25 

29 
29 
30 

31 
31 
33 

33 
37 

39 
41 
45 
47 
48 
49 
50 
51 
55 
56 

57 

59 

5 



Appendix 1 
Appendix 2 
Appendix 3 

6 

A numerical example of linear programming problem 
Data for an average savings and cooperative bank 
Frequency distributions of technical and scale 
efficiency estimates for savings and cooperative banks 

63 
65 

66 

1 Introduction 

The changing nature of competitive environment and regulation in banking 
industry has escalated empirical and theoretical research on the performance of 
the banks: Studies on efficiency and productivity have been especially 
numerous m the recent years. Bank's ability to operate efficiently is currently 
more crucial for bank's profitability than it was during regulation. If profound 
productive inefficiencies exist in banking industry, it may have to go through 
significant structural changes in order to adjust to the new environment. By 
studying the performance of the banks one can gain some insight of what kind 
of banks are able to survive over time and how banks are reacting to new 
environment. Also, studying the effects of changing environment on the banks 
is very important for the regulative policy purposes. 

Productive efficiency of the Finnish banking sector has not been studied 
extensively before. This study attempts to COITect some of this shortcoming. 
The main objective is to find out how large and what kind of relative efficiency 
differences has there been in Finnish local banking. The overall productive 
efficiency will be decomposed into technical and scale efficiency. Technical 
inefficiencies are generally a result of wasteful use of inputs which is due to 
differences in managerial abilities to control costs · and maximize revenues. 
Scale inefficiency on its half occurs when a bank's size is not optimal i.e. 
average costs are not minimized. Whether the main source of ineffieieney is 
technical in nature or depends on the seale of operations, has different 
implications e.g. for competitive environment, market strueture, and poliey 
purposes. Development of productive effieieney is studied in a period from 
1985 to 1990. The data ineludes all Finnish eooperative and savings banks. If 
banks are generally becoming more efficient, then better profitability and lower 
prices could be expected. TotaI productivity of loeal banks is studied with 
Malmquist-indices. Development of produetivity growth in banking during the 
years 1985-1990 will be deeomposed into effects of teehnologieal advaneement 
and to change of teehnieal effieieney. 

A number of Iocal banks have merged with one another claiming that 
increased technical and scale effieieney will result in redueed eosts. If mergers 
truly increase technical and scale effieiency, then it eould be expeeted that 
possible inefficiencies would be wrung out of the industry. Market forees would 
drive the inefficient banks either to merge or exit the industry. On the other 
hand, the primary motives of the mergers in Finnish loeal banking at the later 
half of 1980's might have been different from increasing efficiency. One goal 
of this study is to empirically look at the implieations of these bank mergers for 
efficieney and produetivity. 

There is no consensus on the best method for estimating inefficieneies of 
the banking industry. Because effieient produetion teehnology in banking 
industry is unknown, the referenee technology must be construeted from the 
available data. Observations are then eompared relative to the generated 
production or cost frontier. Thus, all the effieieney measures are always only 
relative measures determined by the best practise frontier, whieh does not 
necessarily characterize an absolutely effieient produetion teehnology. In this 
study a non-parametric linear programming approaeh is ehosen for the 
construction of the relatively efficient production frontier. 
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This study is organized as follows. Chapter 2 shortly deseribes the 
evolution of banking efficiency research and reviews the altemative 
measurement approaches that have appeared in the recent banking efficiency 
literature. Chapter 3 defines the concepts of technical, allocative and seale 
efficiency and measures for them. A linear programming method for calculating 
efficiency estimates is presented in chapter 4. Chapter 5 discusses the 
alternative ways to model bank production. The results of empirical study are 
reviewed in the chapter 6. Conclusions and final remarks are drawn in 
chapter 7. 

8 

2 Review af the literature 

Un~il the end of 1980's, studies on efficieney of banking industry foeused 
mamly on scale and scope eeonomies. Most of the studies assumed at least 
im~licitly that productive efficiency was equal throughout the banking sector, 
WhlCh means that all banks have equally good management and equally skilled 
personnel. Thus, if two banks have the same amount of resourees at their use 
then the banks will produce exaetly the same amount of outputs. Commo~ 
result of these studies was that scale and scope economies account only for few 
percentages of bank costs.1 These results must, however, be viewed critically 
because of their ignorance of possible produetive efficiency differences among 
banks. For example, bank's rapid growth in size might be due to its competitive 
advantage resulting from good productive efficiency rather than existence of 
scale economies. These kind of results were supported by Berger and 
Humphrey (1991), who found that operational inefficiencies dominate seale and 
product mix economies in banking. Their research also concluded that most of 
the inefficiency raises from overuse of physical inputs (technical inefficiency) 
rather than from improper mix of inpuis (allocative inefficiency). Another 
shortcoming of the scale economies literature is that scale economies is a loeal 
concept that may not adequately capture the global aspects of scale efficiencies. 
Scale economies measure the cost savings from changing output marginally, but 
they do not account for the fulI benefits of moving all the way to the minimum 
average cost point (Berger 1992). 

Recently, equal efficiency assumption has been relaxed and attention has 
been focused on estimating the differences in efficiencies across the banks. The 
choice of efficiency estimation method depends on the way that production 
technology is described. If duality eonditions are satisfied production 
technology can he characterized either with production, eost or profit funetion 
(see section 3.1). Most frequent in the literature have been estimations of best 
practise i.e. frontier produetion and cost functions. Mostly interest has been 
focused on the shape of the effieient frontier and especialIy on the magnitude of 
deviations below the frontier. Two major approaches for constructing the 
relatively efficient frontiers are the econometric approaches (cost frontiers) and 
the linear programming approach called data envelopment analysis (production 
frontiers). The third approach uses profit function, but its empirical applications 
are still very few. These three altemative efficieney evaluation techniques are 
quite different from each other and all have advantages as well as 
disadvantages. Majority of the empirical applications are from the past few 
years and most of them have concentrated on U.S. banking industry. 

Three different types of econometric approaches have been used for 
estimating technical inefficiencies. The first one is eeonometric frontier 
approach. It uses modified cost function to reveal possible inefficiencies. The 
general idea of using cost funetion is that producer's goal is to produce any 
amount of outputs with minimum costs. However, it is possible that he fails in 
this task because of productive inefficiency. Cost function characterizes the 

1 For review of the literature of scale and scope economies m banking see e.g. Kolari , 
Zardkoohi (1987), Humphrey (1990) and Forestieri (1993). 
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frontier and inefficiencies are inc1uded in the error term, which can be 
decomposed into technical inefficiency, allocative inefficiency and random 
noise. 1nefficiencies are disentangled from rand om fluctuations by using 
different distributional assumptions. It is usually assumed that inefficiencies 
follow an asymmetric half-normal distribution, while rand om fluctuations 
follow a symmetric normal distribution. 

Econometric frontier approach has been applied to banking by Ferrier and 
Lovell (1990) and by Bauer et al. (1993). Ferrier and Lovell found that average 
bank's operating costs were about 26 % higher than frontier costs. This 
inefficiency was decomposed into 9 % of technical inefficiency and 17 % of 
allocative inefficiency. The high figure of allocative inefficiency was mainly 
due to overuse of labour relative to use of capital and other materials. The 
study also conc1uded that there are potential cost advantages due to scale 
economies, but large banks did not, however, appear more cost efficient than 
small ones. 

Berger and Humphrey (1991) used a different econometric approach, so 
called thick Jrontier approach. The idea of thick frontier is that instead of trying 
to estimate a precise frontier edge, cost functions are estimated for the lowest 
and highest average cost quartiles of banks. Banks in the lowest cost quartile 
are assumed to represent banks with greater than average efficiency. Cost 
function estimated using data from banks in the highest cost quartile represents 
banks with less than average efficiency. Error terms within the lowest and 
highest cost quartiles reflect only random error, while the differences between 
the quartiles reflect inefficiencies. A benefit of thick frontier approach is that it 
requires less specific statistical assumptions than traditionaI econometric 
approach. Berger and Humphrey (1991) found total operating inefficiency to be 
about 25 % of costs. 1n contrast to Ferrier and Lovell 's (1990) econometric 
results Berger and Humphrey found technical inefficiencies to be greater than 
allocative inefficiencies. Thick frontier approach has been applied to banking 
also by Berger and Humphrey (1990) and by Bauer et a1. (1993). 

The third type of econometric approach to efficiency measurement has 
been presented by Berger (1992). He used distribution free approach, which 
avoids arbitrary distributional assumptions on the inefficiencies. The typical 
half-normal assumption on the inefficiencies can be ignored by assuming that 
rand om error averages out over time and inefficiencies are persistent. Berger 
used V.S. banking data for years 1980-1989 and found similar results as other 
studies, i.e. technical inefficiencies or managerial differences in banking are 
important and dominate the effects of scale efficiency differences. Another 
important result of the study was that distributional assumptions usually 
imposed in the literature were not consistent with the data used in the study. 
Distribution free approach has been used also in the banking studies by Berger 
(1991) and Berger and Humphrey (1992). 

1n the recent efficiency literature a linear programming approach called 
data envelopment analysis (DEA) has become a popular alternative to 
econometric methods. DEA is a non-parametric method for constructing 
deterministic frontiers. DEA is able to evaluate the relative efficiency of a set 
of organisations, which use multiple inputs to produce multiple outputs, while 
the efficient production technology is unknown. The relatively efficient frontier 
is determined by comparing the observed input-output combinations of the units 
in the sample. Number of applications using DEA to different real-world 

10 

problems has increased rapidly. Variation of the applications is also very wide. 
It has ~ven been ar~~ed ,that DEA merits consideration as a primary method for 
me~sunng and parttttonmg overall technical inefficiency (see Liebenstein and 
MaItal, 1992) 

. 1n the pas~ few y~ars, DEA has also been frequently applied ta banking 
mdustry. The fIrst apphcatlOns analyzed efficiencies of different branches of a 
single bank. Sherman and Gold (1985) analyzed the overall efficiency of 14 
branches of a V.S. savings bank. DEA results showed that six branches were 
operating inefficiently compared to the others. Parkan's (1987) similar study 
suggeste~ that eleven, branches out of thirty-five were relatively inefficient. The 
samples m these studIes were however quite small so that some of DEA's large 
sample discriminatory power could have been lost. 

Rangan et al. (1988) used DEA to analyze 215 independent U.S. banks. 
The purpose of the study was to measure technical and scale inefficiencies of 
the sampled banks. The results indicated that banks could have produced the 
~am~ l.evel of output with only 70 % of the inputs actually used, while scale 
mefflclencies of the banks were relatively small. Aly et al. (1990) extended the 
work of Rangan et a1. (1988) ta inc1ude allocative inefficiencies and to 
determine whether there are differences in efficiency between unit and branch 
banking organisation forms. Although these two organisational forms are very 
different in legal environments, no significant differences in overall efficiency 
were found. Main source of inefficiency was technical in nature, rather than 
allocative or due to scale effects. 

Elyasiani and Mehdian (1990) studied bank efficiency and the rate of 
technological change for large U.S. banks. Unlike most af the DEA studies they 
used intermediation approach to output measurement.2 The results showed that 
the efficient frontier had shifted inward between years 1980 and 1985 due to 
technological advancement. Banks that had been fully efficient in 1980, on the 
average, could have produced the same amount of output with 90 % of the 
inputs, if the 1985 technology had beenavailable. Elyaisiani and Mehdian 
(1992) studied possible efficiency differences of minority and non-minority 
owned banks with similar input-output setting. No c1ear ownership-efficiency 
relationship was found and the study reported an average overall inefficiency to 
be alittie over 10 %. 

The efficiency of Norwegian banking industry has been studied by Berg et 
a1. (1989, 1992, 1993) and Berg (1992). Berg et a1. (1989) demonstrate that the 
way the bank output is chosen is critically important for the identification of 
inefficient banks. Two alternative output definitions in the production approach 
are to measure loans and deposits by money values or by number of accounts. 
Both output identifications yielded similar distributions for efficiency scores, 
but "rankings between banks were distinctly different, depending on the way 
output activity was measured. Berg's (1992) research using DEA conc1uded that 
mergers did not appear to have any significant effect on the efficiency of 
merging banks. AIso Berger and Humphrey (1992) arrived ta the conclusion 
that mergers did not resuIt in significant cost efficiency gains on average, 

2 Intermediation approach treats deposits as inputs, willIe in the production approach deposits 
are considered to be outputs. Bank output measurement will he discussed in more detaiI in 
section" 5. 
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frontier and inefficiencies are inc1uded in the error term, which can be 
decomposed into technical inefficiency, allocative inefficiency and random 
noise. 1nefficiencies are disentangled from rand om fluctuations by using 
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although some mergers were very successful. Berger and Humphrey used 
distribution free approach for efficiency measurement. 

Some comparisons between the econometric and linear programming 
approaches have been made. ln the study by Ferrier and Lovell (1990), 
empiricaI results showed that both techniques yieId simiIar outcomes for cost 
economies but dissimiIar for cost efficiencies. Linear programming method 
resuIted on average 17 % technicaI and 5 % aIIocative inefficiencies. For the 
econometric approach percentages were 9 and 17 respectiveIy. Ferrier and 
LovelI suggest four factors that might Iead to the Iack of harmony between the 
two sets of efficiency results. First, since programming approach is not 
stochastic, it interprets noise as inefficiency. Second, the econometric approach 
imposes parametric structure on both technoIogy and the distribution of 
inefficiency, and so commingIes specification error with inefficiency. Third, 
econometric approach can determine alIocative efficiency only as a mean vaIue 
over the sample, so the true vaIues of allocative efficiencies are always either 
overstated or understated. Fourth, in the linear programming case the variables 
indicating institutional type of banks were excluded to avoid excessive 
categorisation. Two of these categorical variabIes however had statistically 
significant impact on costs in the econometric approach. 

Almost aII efficiency studies have been concerned with inefficient use of 
inputs. A recent exception is a study by Berger, Hancock and Humphrey 
(1993), which uses a profit function instead of cost function to obtain efficiency 
measures for V.S. banks. With profit function it is possibIe, in addition to input 
inefficiencies, to study aIso inefficiencies of the output side of the bank. Profit 
function takes into account the revenue effects of producing wrong IeveI or mix 
of outputs. The idea is that bank's input-output decisions may be based on 
shadow relative prices that differ from actual reIative prices. Bank's production 
pIan can therefore be suboptimal and lead to allocative inefficiency. TechnicaI 
inefficiency is measured as deviation from desired input-output level determined 
by the shadow relative prices. These measures of inefficiency are thus different 
from radial measures used in econometric and DEA-approaches. The result of 
the study by Berger, Hancock and Humphrey (1993) was that most 
inefficiencies were due to deficient output revenues, rather than excessive input 
costs. They also found that large banks were more efficient than small banks, 
which may offset scale diseconomies found in other studies. 

The major issues in measuring inefficiencies in banking concern the 
identification of outputs and assumptions about distributions of inefficiencies 
and random errors. Although there is no consensus on exactly how large 
technical inefficiencies in banking are, there is a consensus that they are 
substantial and that they dominate alIocative and scale inefficiencies. The most 
common outcome of the efficiency studies is that average technical inefficiency 
is about 20 % of bank's costs. The results of DEA studies vary a Iittle more 
than the results of econometric approaches. WhiIe the average levels of 
inefficiencies are somewhat in line between different approaches, the same is 
not true for the rankings of individual banks. The result of efficiency evaluation 
of individual bank seems to depend on the applied methodology, and therefore 
very strong bank specific conclusions are not necessarily reliable. 
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3 Efficiency measurement 

Basic concept of efficiency is very simple. Efficiency measures how well a 
produ~er succ?ed~ in transforming inputs into outputs according to his 
behavlOuraI obJechves. Producer is said to be efficient if he is able to achieve 
his go~l~ a?d ~nefficient if he fails. Usually producer 's goal is assumed to be 
cost mlmmlzat.lOn of production i:e. producer tries to reach economic efficiency. 
Any waste of mputs IS to be aVOlded so that there is no idleness or functionless 
use of resources. 

ln production theory it is often assumed that producers are behaving 
efficiently in an economic sense. That means they are able to successfully 
allocate aII resources in an efficient manner relative to the constraints imposed 
by the structure of production technology and by the structure of input and 
output markets, and relative to whatever behavioural goals are attributed to the 
producers (Färe et aI. 1985, 5). Although economic efficiency is an obvious 
goal for a firm that wishes to maximize its profits, in reality it is rare that a 
firm couId totaIIy utilize alI its resources at the maxim um Ievel. 

Early studies of efficiency and its measurement were quite heterogeneous. 
Wide variety of models were set up to investigate a wide range of efficiency 
related issues in a wide range of environments. Koopmans (1951, 60) provided 
a formal definition of technical efficiency: a producer is technically efficient if 
an increase in any output requires a reduction in at least one other output or an 
increase in at least one input, and if a reduction in any input requires an 
increase in at least one other input or a reduction in at least one output. Debreu 
(1951) was the first to provide a measure or index of the degree of technical 
efficiency. His 'coefficient of resource utilization' represented the smaIIest 
fraction of the actualIy need ed resources that wouId be enough for the 
production of certain output level. FarreII's (1957) article, however, has been 
the most infIuential paper in the efficiency measurement literature. FarreII 
decomposed overall efficiency into technical and allocative components and 
proposed indices for these measures. Farrell 's efficiency measures were valid 
for restrictive technologies, but did not generalize easily to technologies that are 
not linearly homogeneous or to technologies in which strong input disposabiIity 
and strict quasiconcavity are impropriate (F0rsund et aI. 1980). GeneraIizations 
of Farrell 's efficiency measures have later been presented by Färe and LoveIl 
(1978) and F0rsund and Hjalmarsson (1974, 1979). 

3.1 Alternative descriptions of the production technology 

Assume that a firm uses n inputs x = (x1, ... ,xn)' for the production of single 
output y. The prices of inputs are fixed w = (w1, ... ,wn)' > 0 and the output can 
be sold at a fixed price p > O. Production function f(x) characterizes the 
efficient transformation of inputs into outputs i.e. tells the maximum output 
achievable from the inputs avaiIable. An equivalent way of describing 
production technology is to use cost function, assuming that duality conditions 
are satisfied. The cost function c(y,w) = minx {w'x I f(x) ~ y, x ~ O} shows the 
mmlmum costs required for different output levels. Cost minimizing input 
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demands can be obtained from the Shephard's Iemma, xj(w,y) = ac(w,y)/awj. 
Under certain regularity conditions an efficient production technology can 
equivalently be presented by a profit function n(p,w) = maxy {py - w'x I f(x) 
2 y, X 2 0, Y 20}, which shows the maximum profit available given output 
price p and input prices w. Profit maximizing output supply and input demands 
can be obtained from Hotelling's lemma, y(p,w) = an(p,w)/ap and xlp,w) = 
-an(p, w)/awi . 

3.2 Technical efficiency 

Suppose that the firm 's observed input-output combination is (xo, yo). 
Production of the firm is said to be technically efficient if yo = f(xo) and 
technically inefficient if yO < f(xo) (yO > f(xo) is assumed to be impossible). 
Technical efficiency can be measured as a ratio between the actual output 
produced by the firm and the maximal output defined by the production 
function. That is 

(1) 

Technical inefficiency results from wastefuI overuse of inputs and causes 
therefore extra costs. 

Figure 3.1 illustrates the effect that technical inefficiency has on average 
costs. The lowest average cost curve (AC1) shows costs of efficient production 
technology. If the firm uses more inputs than necessary, then the firm's average 
cost curve is on higher Ievel (AC2 or AC3).3 Cost efficiency differences 
between firms are two-fold. For example at output level Q1 firm B is 
technically efficient but firm A is inefficient. Firm C produces more output than 
firm B with same average costs. C is however not technically efficient, since its 
average costs are higher than firm D 's, which produces the same level of output 
as C. Cost advantage of the firm D compared to firm B is due to scale 
economies. Thus, efficiency differences at fixed output level are called technical 
inefficiencies and ~verage cost differences on the same AC-curve are called 
scale inefficiencies. 

3 In the early studies of economies of scale, a11 banks were assumed to operate on the efficient, 
i.e. the lowest, AC-curve. 

14 

Figure 3.1 

Cast 

:C 

:0 
L--_.....,Q~ ____ Q:;;..----_ _ _____ Output 

1 2 

Liebenstein (1966) created c10sely related concept of X-inefficiency to represent 
cost inefficiencies that are due to wastefuI use of inputs or manageriaI 
weaknesses. Both FarreIl 's technical efficiency and Liebenstein 's X-efficiency 
seek to explain why all firms do not succeed in minimizing the costs of 
production. Even though technical efficiency and X-efficiency are usually 
thought as a same concept, they have sIightly different backgrounds. Farrell 's 
technical inefficiency raises from the firm 's own actions. The efficiency 
problem is then technical in nature and the management should thus be able to 
solve it by reorganizing the production. Liebenstein's X-efficiency on its half 
notices that sources of X-efficiency may also lay outside of the firm. Thus, X­
inefficiency raises partly from firm's own actions but also from exogenous 
effects of the surrounding environment. (Button and Weyman-Jones 1992). 

3.3 Allocative efficiency 

The concept of allocative efficiency tells whether a producer uses inputs in right 
proportions. Assume that input prices are fixed and producer 's objective is to 
minimize costs. The production is then said to be allocatively efficient if costs 
cannot be lowered by changing the input ratios used in production. Thus, 
allocative efficiency tells the optimal input combinations. The marginal rate of 
technical substitution (MRTSij) must equal the ratio of the input prices, that is 

(2) 

Allocative inefficiency results from emp10ying inputs in the wrong proportions, 
which is costly. Observed costs of production are above minimum, because 
some inputs are used relatively too much and some too little. Since costs are 
not minimized, profit cannot be maximized. 
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The observed expenditure of the finn, w'xo, can only equal the minimum 
cost determined by c(yO, w), if and only if the firm is both technically and 
allocatively efficient. If w'xo > c(yO, w), the difference may be due to technical 
inefficiency alone, allocative inefficiency alone, or some combination of the 
two. 

Several reasons can cause a finn to be technically or allocatively 
inefficient. The most often mention reason is bad management, which fails to 
control costs and allocate resources efficiently. People doing the same work 
have different routines, habits and motives, which results in different amount of 
outputs. It is management's task to organize production so that all resources are 
fully utilized and that motivation of the employees is high. The second reason 
for technical and allocative inefficiency is that efficient production technology 
is at least partly unknown. The best practise technology can only be found by 
trying alternative technologies, which necessarily includes at least some waste 
or misallocation of inputs. In addition, incompleteness of input markets may 
lead to situation where, for example, good management may be rarely available 
or companies may have different possibilities to recruit efficient managers. Also 
uncertainty or other reasons may cause firms to imitate each other's inefficient 
technologies. 

3.4 Scale efficiency 

Firms can alter their the level of output either by changing the scale of 
production by varying all inputs in the same proportion or by changing the 
relative input proportions. Technical and allocative efficiencies measure the 
input utilization at certain level of output. Scale properties of production can be 
studied by changing all inputs proportionalIy. If output increases relatively more 
than inputs then the firm operates with increasing retums to scale. If the relative 
changes in inputs and output are equal the returns to scale are constant. And 
finalIy, in the case that output increases less than inputs, the retums to scale are 
said to be decreasing. 

A combination of technical and allocative efficiency is necessary but not 
sufficient for profit maximization. It is not sufficient because firm could stilI be 
scale inefficient. A firm is scale efficient when its average costs are minimized 
and it is operating with 10calIy constant returns to scale. In the figure 3.1 output 
level Qz represents optimal scale of production, since average costs cannot be 
lowered by producing less or more output. Both firms C and D are scale 
efficient, but only firm D's production pIan is optimal for profit maximization 
since it is also technicalIy efficient. A measure of scale efficiency shows how 
close the firm actualIy is to optimal scale. 

3.5 Farrell measures af efficiency 

The study by FarrelI (1957) created basic concepts for efficiency measurement 
and discussion of frontiers. FarrelI defined technical and allocative efficiencies 
and developed calculation methods for them. His idea was to measure 
efficiency as a relative distance from the efficient frontier by keeping the input 
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proportions fixed. In his first analysis Farrell assumed that production 
technology is known and that returns to scale are constant. 

Suppose that the firm produces output y from inputs Xl and Xz (only two 
inputs for graphical convenience). The production frontier of the finn is 
characterized by function y = f(x l , xz). When returns to scale are constant, the 
isoquant UU' in figure 3.2 illustrates the efficient production technology for 
production of one unit of output (1 = f(x1/y, x2/y)). 

Figure 3.2 
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In fi§ure 3.2 the firm produces one unit of output at point A with inputs 
(x~, xz). The point B on the isoquant UU' uses inputs in same proportions as A 
and also produces one unit of output. Ratio OB/OA measures the technical 
efficiency of the production at point A. OB/OA compares the minimum inputs 
required for production of one unit to the observed input usage in the firm. 
Thus 1 - OB/OA, the technical inefficiency, measures the proportion of inputs 
that could be reduced without reducing output. 

The line PP' represents the ratio of input prices. The ratio OD/OB then 
measures allocative efficiency of the finn 's input usage. The costs in point D 
are equal to the costs in the allocatively efficient point C, but lower tha~ in 
point B. The measure of alIocative inefficiency 1 - OD/OB tells the posslble 
input savings that could be reached if the inputs were used in right proportions. 

A measure for total efficiency can be obtained by adding technical and 
alIocative efficiencies together. In figure 3.2 the total efficiency is represented 
by ratio OD/OA. Total inefficiency 1 - OD/OA reveals total ",:aste of i~p~ts, 
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proportions fixed. In his first analysis Farrell assumed that production 
technology is known and that returns to scale are constant. 

Suppose that the firm produces output y from inputs Xl and Xz (only two 
inputs for graphical convenience). The production frontier of the finn is 
characterized by function y = f(x l , xz). When returns to scale are constant, the 
isoquant UU' in figure 3.2 illustrates the efficient production technology for 
production of one unit of output (1 = f(x1/y, x2/y)). 
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Efficiency measures for the point K: 

El = input saving technicaI efficiency = HJ/HK 
~ = output increasing technical efficiency = NK/NL 
E:, = gross scale efficiency for VRS and technical efficiency for CRS -
RI/HK = NK/NM 
E4 = pure scale efficiency (input corrected) E:,1E1 = RIIHJ 
Es = pure scale efficiency (output corrected) E3IE2 = NL/NM 

Under variable retums to scale efficiency can be measured in either input or 
output direction. When efficiency is measured in input direction all points on 
the efficient frontier EABCD fill the condition 

El = Mina {a: F(y" a~ = O}, 

where F(·) is the transformation function. AlI inputs used in production are 
decreased in the same relative proportions (a) to reach the minimum input 
usage while keeping the output fixed level. The minimum input usage 
determines the reference technology. For example in the figure 3.3, the output 
level of point K could be produced with inputs of the point J on the relatively 
efficient frontier. The distance between the points tells the technical inefficiency 
for the point K. 

If efficiency is measured in output direction, the points on the frontier are 
defined by 

E2 = Min~ {f3: F((l/f3)y, ~ = O} 

In this case output is increased to maximum without changing the amount of 
the inputs. Thus, maximum output determines the efficient reference technology 
for all input combinations. Again graphical example in figure 3.3 illustrates that 
for instance point L is output efficient compared to point K. The values of 
efficiency measures El and E2 are always between zero and one. 
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Efficiency measure E:, tells the overall scale efficiency in the case of VRS 
and technical efficie~cy in the case of CRS. Scale efficiency indicators E

4 
and 

Es measure the dlstance between CRS-frontier and VRS-frontier. These 
measures show the pure scale efficiency since all the points on the VRS frontier 
are technically efficient. Naturally the scale efficiency measures can be 
calculated only in the case of variable returns to scale. In addition, only the 
technology of the points on the frontier is known with certainty and therefore , , 
only the frontier points' scale properties can be revealed "exactly". Scale 
properties of the points that are technically inefficient, i.e. lay under the 
frontier, cannot be studied so "exactly" because their technology is not 
accurately known. On the other hand, every technically inefficient point has two 
relatively efficient frontier points, one of which uses the same inputs and other 
that has the same output. The inefficient point's scale properties can be thought 
to be similar to either of these corresponding frontier points. For example, in 
the figure 3.3 inefficient point K has corresponding points J and L on the 
frontier. In the case of point K, however, the choice of efficiency measure or 
measurement direction has critical importance for the identification of K's scale 
property. Even though input-oriented and output-oriented approaches can 
provide different signals concerning scale economies, the signals are not 
inconsistent. The approaches are based on different conceptions of the scale of 
production and they are obtained by looking in different directions toward 
different points on the production frontier. Each approach is based on an 
ordering of efficiency scores and ordering provides only qualitative information 
on the nature of returns to scale. No cardinally useful quantitative information 
comparable to the economic notation of a scale elasticity or a cost elasticity is 
provided.4 

4 F0rsund and Hjalmarsson (1979) propose a way to establish a single expression for scale 
properties, which determines the average scale property using the relationship E = lnEzIl~l' 
Thus if E > E then the unit operates with increasing average returns to scale and wlth , l 2 

decreasing average returns to scale if El < E2· 
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4 Data envelopment analysis 

Since the absolutely efficient production technology is unknown, the basic 
requirement for efficiency evaluation is construction of reference points that 
define the best practice production technology. Data envelopment analysis 
(DEA) is a non-parametric, deterministic methodology for determining the 
relatively efficient production frontier. DEA was originally developed by 
Chames, Cooper and Rhodes (1978). They described DEA as a mathematical 
programming model that provides a new way for estimating extremal relations 
from observational data. The relation under study can be, for example, the 
efficient production possibiIity surface. 

Variety of DEA-models have been developed. Here two basic models, 
CCR-model (after Chames, Cooper and Rhodes, 1978) and BCC-model (after 
Banker, Charnes and Cooper, 1984), are introduced. These models wilI be used 
in the empirical section of this study. Other types of models will not be 
reviewed in this context. For further interest see e.g. Charnes et al. (1985) for 
additive model and Charnes et al. (1983) for multiplicative model. Seiford and 
Thrall (1990) discuss some recent developments in DEA. 

4.1 CCR-model 

Chames, Cooper and Rhodes (CCR) (1978) introduced a measure of efficiency 
for each decision making unit (DMU) that is obtained as a maximum of a ratio 
of weighted outputs to weighted inputs. This denotes that more output produced 
from given inputs means more efficient production. The weights for the ratio 
are determined by a restriction that the similar ratios for every DMU have to be 
less than or equal to unity. This definition of efficiency measure alIows multip1e 
outputs and inputs without requiring preassigned weights. Multiple inputs and 
outputs are reduced to single 'virtual' input and single 'virtual' output by 
optimal weights. The efficiency measure is then a function of multipliers of the 
'virtual' input-output combination. FormalIy the efficiency measures for DMU 0 
can be ca1culated by solving the following mathematical programming problem: 

s 

L urYrO 
r=1 

maxu yhO = ---, m 

LV.X·o 1 1 
j=1 

subject to 
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(3b) 

where uI' vi ~ 0 (weights); r = 1, ... ,s (outputs); i = 1, ... ,m (inputs) and j = 1, ... ,n 
(DMUs). 

The variables ur and vi are the weights to be determined by the 
programming problem. The xij and Yrj are the observed inputs and outputs of the 
DMU j. This problem, however, has infinite number of solutions since if (u*,v*) 
is optimal then also (au *, av *) is optimal. The linear fractional programming 
problem above can be transformed into equivalent Iinear programming problem 
by selecting a representative solution (u,v) for which LjVjXiQ = 1.5 Thus, 
denominator in the above efficiency measure ho is set to equal one. By adding 
this new restriction and reorganizing the equations, the transformed linear 
problem for DMU 0 can be written: 

s 

maxuzo = L ury rO 
r=1 

subject to 

m 

Lm.x·o =1 
1 I 

i=l 

s m 

L u y . - Lv .x .. ::s: 0, 
r rJ 1 IJ 

r=l j=l 

u ~o, v . ~O T;f r,i r 1 

(4a) 

(4b) 

j = 1, ... ,n (4c) 

(4d) 

As every linear programming problem, the above prob1em has a corresponding 
dual problem, which can be written for DMU 0 as:6 

(Sa) 

subject to 

5 This transformation was introduced by Chames and Cooper (1962). 

6 For the existence, duality and complementary slackness theorems of linear. programming 
problems see e.g. Intriligator (1971, 77-86). A simple numerical example of solvmg CCR- and 

BCC-models is presented in the appendix 1. 
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80x.O - L A.X .. ~ 0, 
1 . J 1J 

J =1 

r=l, ... ,s (5b) 

i = 1, ... ,m (5c) 

(5d) 

Both of these linear problems yield the optimal solution S*, which is the 
efficiency score for a particular DMU. The value of 8 is always less than or 
equal to unity. The programming problems are repeated for each DMU j = 
1, ... ,n. DMUs for which 8 < 1 are inefficient, while DMUs for which S = 1 lay 
on the frontier and are relatively efficient. The frontier consists of linear facets, 
that are determined by the efficient units of the data. Thus, the resulting frontier 
production function has no unknown parameters. 

4.2 BCC-model 

The linear programming problem for 8 represents a solution for efficiency 
measure E3 presented in section 3.5. There are no constraints for the weights Aj 
other than that they are to be positive. This is the case for constant retums to 
scale. For variable returns to scale the sum of As must be constrained to equal 
one. So, for the calculation of efficiency measure El from the section 3.5, this 
additional constraint must be added. The resulting DEA model that exhibits 
variable returns to scale is called BCC-model after Banker, Chames and Cooper 
(1984). The linear programming problem for FarreJl input saving technical 
efficiency measure El (variable returns to scale) for unit 0 can be written 
formally: 

subject to 

n 

El x 'O ~ L Ao·X .. o I . J 1J 
J =1 
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(6a) 

(r = 1, .. "s) (6b) 

(i = 1, ... ,n) (6c) 

(6d) 

(j = 1, ... ,n) (6e) 

The first constraint states that output of the reference unit must be at least at the 
same level as the output of unit O. The second constraint tells that the efficiency 
corrected input usage of the unit 0 must be greater than or the same as the input 
use of the reference unit. Since the correction faetor is same for a11 types of 
inputs, the reduction in observed inputs is proportional. The third constraint 
ensures convexity and thus introduces variable returns to scale. If convexity 
requirement is dropped the frontier technology changes from VRS to CRS. The 
efficiency scores always have smaIler or equal values in the case of CRS, 
which is also intuitively clear from the figure 3.3 above. 

In the case of VRS efficiency can also be measured into output direction. 
In figure 3.2 this can be demonstrated by moving from the point K vertically to 
point L. Output increasing efficiency measure E2 can be calculated in a similar 
manner as El by solving another !inear programme, which maximizes the 
amount of output from the available inputs (see F0rsund 1992, 34). 

Referring back to figure 3.3, the input saving technical efficiency measure 
El with CRS as a reference technology is equal to the gross scale efficiency 
measure E3 with VRS as a reference technology. Thus, after solving the linear 
programming problems for the measures El' E2 and E3, the measure of pure 
scale efficiency, E4 or Es, can easily be ca1culated from the knowledge of El ' Ez 
and ~. 

Scale inefficiencies exist if DMU's average costs are above minimum. The 
DMU is then be operating either with increasing or decreasing returns to scale. 
Scale properties of the VRS frontier points can be studied by examining the 
sum of weights, LAj , for the El measure with CRS technology. If the sum of AS 
on the CRS frontier is less than one, then the adjusted point on the VRS 
frontier experiences increasing returns to scale. A sum less than one means that 
the best practice points determining the CRS frontier technology are scaled 
downwards when defining the reference points on the CRS frontier. For 
example in figure 3.3 point B is the only one of the data points A-D that 
experiences constant retums to scale, i.e. L\ = 1. In order to inspect the sc~le 
properties of point J, the best practice point B is scaled do~n to refe~ence pomt 
I with a weight Ol/OB < 1. Similarly, for the reference pomt M, pomt. B m~st 
be scaled up with a weight OM/OB > 1, which indicates that VRS frontler .pomt 
L experiences decreasing retums to scale (F0rsund 1992): Appendlx. A 
illustrates how to examine the scale properties in the case of a slmple numencal 

example. 

4.3 Advantages and limitations of DEA 

DEA provides an alternative to conventional economet~ic methods. Statistical 
analy~is relies on central tendencies, whereas DEA IS based on extremaI 
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observations. In the parametric approach a single estimated regression equation 
is assumed to appIy to each unit in the data. DEA, however, optimizes the 
performance of each unit separateIy and produces individual efficiency 
measures with respect to the entire set under evaluation. 

The regression approach requires a priori assumption about the analytical 
form of the production function. This need not be easy since the underlying 
functionaI form of the truly efficient technology is usually unknown. DEA 
constructs the best practice production function entirely on the basis of 
observed data and therefore the possibility of misspecification of the production 
technology is minimized. The greatest advantage of the non-parametric 
approach is simply that the analysis is not restricted by any functional form or 
assumptions on the distributions of inefficiencies or random error. On the other 
hand, since no statistical assumptions are made, the tools of statistical inference 
cannot be used either. The robustness of the results has to be examined by 
checking the sensitivity of the analysis to different variations in the model 
specification, variable aggregation and the data set. 

The principal disadvantage of DEA is that the frontier is sensitive to 
extreme observations and measurement errors. In the parametric approaches 
assumptions have to made about the distributions of inefficiency and random 
error. In the DEA approach, the basic assumption is that random errors do not 
exist and that all deviations from the frontier indicate inefficiency. Thus, 
possible measurement errors in the observations are interpreted either as excess 
efficiency or excess inefficiency. Because of this, much effort has recently been 
devoted to the development of a stochastic DEA-models (see e.g. Lovell 1993, 
pp. 34-35 for short overview). However, empirical evidence of these models is 
stilI quite limited. 

The regression and data envelopment approaches are not necessarily 
competing methods, but rather the choice of the method depends on the subject 
matter and the quality and the amount of the available data. The estimation 
accuracy of either method depends greatly on the level of measurement error. 
Parametric approach and DEA have been compared by Banker et al. (1993). 
They applied corrected ordinary least squares (COLS) and BCC-model of DEA 
to simulated data. The results indicated that DEA is the better method of the 
two for most cases even with relatively high measurement errors. However, 
DEA's relative accuracy and comparative advantage as an estimation method 
enhances in cases of low measurement errors. The accuracy of COLS typically 
grows with increasing sample sizes, but the method generally fails to 
decompose deviations into efficiency and measurement error components. 

The assumption about non-existing random errors in the DEA approach 
slightly reduces the reliability of individual efficiency rankings. There are, 
however, some ways to check the robustness of the efficiency rankings in 
general. Sensitivity of efficiency scores can be tested by deleting one or more 
of the original frontier observations and then re-running DEA for the remaining 
data. Radically changing results can be a sign of Iarge measurement errors in 
the frontier observation or of some exogenous reason causing ' abnormaI 
fluetuation in the observation. The level of aggregation of input and output 
variables may also affect the results of the DEA. The infIuence of the number 
of variables can be similarly tested by varying the input-output model and 
ehecking the eorrelation of the outcomes. The results ean be considered robust 
if the conclusions of different models are not eontradietory. 
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A general feature of the DEA in the case of VRS is that units at the both 
ends of the size distribution may be identified technically efficient simply for 
Iack of other comparable units. AIso, since DEA establishes a convex "lid" over 
the observations, the seale properties of the units are bound to occur in the 
order of increasing, constant and decreasing returns to scale starting from the 
smallest units. Because of convexity at least one unit of the data is determined 
to be seale efficient. Of course it is possible that onIy the largest unit is 
operating with eonstant returns to scale and thus the industry would appear to 
operate with increasing retums to scale. But if the scale efficient units are 
middle sized there is an identification problem whether the scale inefficiency of 
the technieally efficient large and small units is real or whether it is due to the 
VRS specification and the method of enveloping the data. This problem arises 
especially when data is thin on very small and very large units. So, if there are 
e.g. only few very large units, they will probably appear as technically efficient 
while seale inefficiency can be substantial. Robustness of the results for the 
extreme size classes could be qualitatively evaluated by cheeking the number of 
units in those classes. 

DEA can easily handle the case of multiple outputs and inputs, which is a 
feature of great relevance for banking industry studies. Even though 
measurement errors may affect some individual efficiency rankings in DEA, 
one of the safest sides of the method is that it avoids the danger of distorting 
the evidence by imposing a wrong parametric form and wrong distributional 
assumptions about inefficieneies and random eITors. Since we don ' t have exact 
knowledge about the analytic form of production function, there are rational 
grounds for letting the data to determine the best practise teehnology. 

4.4 Malmquist productivity index 

Produetivity growth in banking sector is often studied by analyzing different 
eost ratios obtained from accounting data (e.g. Revell 1980). These partial 
faetor produetivity (PFP) ratios can be for example such as granted loans per 
employee or total deposits per branch. Various possible indieators typieally 
measure only some aspeet of productivity and thus fail to recognize the multi­
output nature of banking. AlI partial productivity studies are weakened by their 
inability to account for the cost of generating changes in e.g. labour 
productivity. For example, if a bank replaces labour with machines to carry out 
routine funetions, it may raise labour productivity, but with no particular change 
in overall costs. 

Total factor produetivity (TFP) is a generalisation of the PFP-ratios. It 
extends the concept of PFP by incorporating multiple outputs and multiple 
inputs in to a single productivity ratio. The central issue in TFP measurement is 
the choice of the method that is used to estimate the weights used to combine 
inputs and outputs. The advantage of TFP over PFP measures is that it enables 
consistent productivity comparisons to be made across the range of banks ' 
outputs and inputs, whereas a priori there is nothing to guarantee that the 
corresponding PFP ratios will give a consistent picture of productivity 
performance. One PFP-ratio may show very high productivity but anothe.r very 
low and therefore eomparison of banks is complex. However, calculatlOn of 
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A general feature of the DEA in the case of VRS is that units at the both 
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TFP over time is diffieult beeause proportions of faetor inputs do not remain 
eonstant over time, and their eontribution to output is diffieult to unravel 
(Colwell and Davies, 1992). Previous studies of total produetivity growth in 
banking are mostly based on the estimation of eost funetions (e.g. Kim and 
Weiss, 1989). This approaeh is appropriate for identifying the average praetiee 
produetivity growth, but not for identifying produetivity growth at the best 
praetice banks: 

A ehange in total produetivity ean be eaused either by teehnologieal 
progress or by a ehange in relative teehnieal effieieney of the produetion unit. 
For identifieation of produetivity growth between two time periods the 
Malmquist produetivity index ean be used. The original index developed by 
Malmquist (1953) measured the quantity of eonsumption that eonsumer should 
aehieve in eertain year to get the same utility level as in the year before. This 
proportional sealing faetor or quantity index was a ratio of two distanee 
funetions in different time periods. Caves et al. (1982) developed Malmquist 
idea into · a productivity index. They utilized Shepard 's eoneept of distanee 
funetions when defining proportional sealing. They did not, however, notiee the 
direet link with Farrell (1957). This eonneetion was pointed out by Färe et al. 
(1985). 

Caves et al. separate input-based and output-based produetivity indiees, 
whieh is in line with Farrell's input saving and output inereasing effieieney 
measures. The produetivity index is based on eomparisons between two 
different points in time, only quantities are involved and at least either one of 
the teehnologies has to be known. The idea of what Caves et al. named the 
Malmquist unit 1 input based produetivity index is to find minimal proportional 
sealing of inputs for unit 2 sueh that its sealed input veetor and its observed 
output veetor are just on the produetion surfaee of unit 1. Caves et al. assumed 
that units were operating effieiently. 

Färe et al. (1989) applied Malmquist index approaeh to nonparametrie 
framework and extended it to allow ineffieient observations by replaeing the 
assumed efficient teehnology with relatively effieient frontier technology. ln 
both periods there ean then be observations under the frontier i.e. observations 
from relatively ineffieient units. Eaeh period 's observations must be adjusted to 
the applied frontier teehnology. The required frontier teehnologies ean be 
eonstrueted with DEA. This approaeh has been applied to Norwegian banking 
by Berg et al. (1992) and to eomparing banking produetivities in the Nordic 
eountries by Berg et al. (1993). 

The definitions of Farrell's effieieney measures ean be used direetly in the 
definition of the Malmquist produetivity index in the nonparametrie framework. 
Malmquist input based produetivity index M j with period's i frontier teehnology 
F j (') = 0 as referenee is 

E. Min [a'2:F.(Y2' a'2x \ ~ 0] M, = ~ = U i2 1 1 1 2J 

1 E. I Min [a'I:F.(YI' a 'lxI) ~ 0]' 1 U il 1 1 1 

i =1 2 , (7) 

Either first or seeond period frontier teehnology ean be used as referenee (i = 1 
or 2). The numerator tells the relative adjustment of observed input usage in the 
period 2 that would be required to shift the observation to the frontier i, while 
output iso kept eonstant. The denominator tells, in the similar manner, the 
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relative adjustment of observed input usage in the period 1 that would shift the 
observatio~ to the frontier i. The measures may be greater than one in the eases 
when the flrst year's observation is eompared to seeond year's frontier or when 
the seeond ~ear~s observ~tion i~ eompared to first year's frontier. If ~ > 1, 
then pro,d~~tlOn In the penod 2 IS more produetive than produetion in period 1. 
The defInItion for output based Malmquist index ean be obtain similarly from 
Farrell's output inereasing effieieney measure (see F0rsund 1990). 

The Malmquist produetivity index ean deeomposed into the shift of the 
frontier and the ehange in effieieney relative to frontier as in Nishimizu and 
Page (1982): 

M, =CU*FR" 
1 1 

i =1 2 , (8) 

Where CU is the eatehing up eomponent that measures the ehange in relative 
efficieney and FRi is the produetivity ehange resulting from the frontier's 
movement. 

El' FR, =_J, 
1 E

2j 

i,j =1,2, 1~J. (9) 

CU shows the relative movement towards the frontier sinee it is a ratio of 
effieieney measures relative to eaeh period's own frontier. FR j measures the 
distanee between the frontiers by eomparing the same observation to both 
frontiers. 

Figure 3.4 presents graphieally how produetivity measures are obtained in 
the simple ease of one input and one output. The graph illustrates two frontiers 
(eonstant returns to seale) tl and tz at two time points. Points A (Xl' Y 1) and 
B (x2, Y2) show respeetively observed inputs and outputs of the produetion unit 
at these two periods. In the same manner as in figure 3.3, the ratios Xll/XI and 
X2z!X2 represent the teehnieal effieieney seores Ell and Ez2 for points A and B 
relative to the frontiers tl and tz. Ratios X2t!X1 and x12/x2 give effieieney in 
terms of the frontier of the other period and thus represent the effieieney seores 
E21 and E12. The Malmquist produetivity index ean then be written as: 

(10) 

The last ratio is derived utilising the relationship X12/Xll = Y2/y l' The Malmquist 
index is, in the ease of eonstant returns to seale, simply a ratio of produetivities 
in the two periods and thus tells the ehange in produetivity between the two 
periods. Thus in this one input ease the Malmquist index is identieal to standard 
faetor produetivity index. 
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Furthermore, frontier and catching Up productivity indices can, from figure 3.4, 
be wri tten as: 

(11) 

1n the multiple output and input setting problems may arise if the input and 
output structures have changed much during the period. This may lead to 
problems with respect to consistent comparison of the unit's observations. If the 
relatively efficient frontiers for different technologies intersect, it is even 
possible that Malmquist indices relative to these reference technologies give 
opposite results. Critique has been presented about that the units being 
compared in the efficiency analysis do not necessarily produce the same level 
of output. If constant returns to scale technology is assumed an efficient small 
bank may be a reference unit to a very large bank. If inefficiency is assumed to 
be independent of output level, then the relative efficiency component of the 
malmquist index would also measure the relative productivity of the units (see 
Mester 1993). 
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5 Measures af hank praductian 

A key question in bank efficiency studies has been how to measure bank 
production. There are two major approaches to this problem, the so called 
production approach, which concentrates on the bank's production of services to 
the public, and the so called intermediation approach, which concentrates on the 
role of banks as financial intermediators . 

5.1 Production approach 

The production approach suggests that the most important function af banks is 
the production of services. These services consist of various kinds of payment 
services usually reIated to deposit accounts and of different savings 
opportunities offered by a bank. Another class of services according to 
production approach is the loan supply to public and firms. Banks moni tor and 
evaluate the risks of investments, take care of collecting payments and interest 
of invested funds, offer the benefits of efficiently diversified portfolio also for 
small savers and take care of payment processing. Banks also offer such 
services as custody of securities, dealings with stocks and other securities, safe­
keeping, and various kinds of counselling services. This kind of service 
production uses real resources as inputs. These are traditionally measured by the 
use of labour, materials and capital invested in buildings and machinery such as 
data processing machines, atm 's and electronic networks between banks. The 
production approach underIines the importance of physical services and 
therefore measures the costs of banking by operating costs. Outputs are 
typically represented by either the number of different types of Ioans and 
deposit accounts or by the money values of these two. Output vector may also 
inc1ude either number transactions or vaIue of provisions from various services 
such as payment processing or intermediation of stocks or other securities. 

Neither of alternative proxies of bank production is without probIems but 
especially the number of accounts approach has a few obvious weaknesses. If 
number of accounts measure is correct, the physical bank production process 
shouId have one to one correspondence with the number of balance sheet items. 
This is highly questionable, because the distributions of these balance sheet 
items and the underIying transactions are not symmetric. For example mos.t of 
the deposit accounts are small in money vaIue, but large number of transactlons 
are processed through these accounts. On the other hand, smaIl percentag~ ~f 
deposit accounts are big in money value and these accounts are stable. So lt IS 

not' without problems to infer how the costs of a bank are related to the number 
of balance sheet items. There is also large number of so called "dead accounts ", 
which are not used and do not have deposited funds. Because having a bank 
account does not cost anything, there are aIot of these kind of acc~unts. 
According to the banking Iaw bank can dose this kind of an accoun~ after lt has 
not been used for ten years. When the share of these accounts v~nes between 
banks and can be very high, it is dear, that the mere number of dlfferent types 
of deposit accounts is not very informative. So, using the money values of 
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deposit accounts, loans and other relevant balance sheet items should be 
preferred to the alternative of the number accounts in the production approach. 

5.2 Intermediation approach 

The intermediation approach emphasizes the important function of banks as an 
financial intermediaries. In this case the costs also must include interest costs in 
addition to operating costs. According to · this approach the magnitude of 
intermediated funds in different types of loans and securities measure the 
production of a bank. Money values of relevant balance sheet items are 
employed as proxies for these products of banks. 

Production and intermediation approaches stress different aspects of 
banking and should be seen as completing each other. If we want to reach 
conclusions about the efficiency of the physical service production process, we 
must follow the production approach. The ongoing changes in banking, 
especially in Europe and United States, highlight the importance of this 
approach. After the deregulation banks are faced with new competitive 
environment where cost efficiency of physical production process plays more 
important role than before. Therefore it is meaningful to leam about the 
determinants of efficient service production. On the other hand, if the main 
interest is to study market structure of the banking industry, we must examine 
how the total costs of banks are formed. The operating costs do not give 
enough information with this respect, because when banks get bigger, they 
usually change the structure of their financing towards market funding. In this 
process the share of operating costs decrease, but in the same time the share of 
interest costs typically increases. So, using only operating costs to study market 
structure increases the possibility of biased conclusions that e.g. significant 
economies of scale exist in banking industry. 
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6 Empirical analysis 

6.1 Data 

Input a~d output defi~itions in this study follow the production approach. It is 
appropnate fo~ studymg productive efficiency since it concems just operating 
costs. of ban.kmg. Inter~st costs are not included because the efficiency of 
physlcal servlce productlOn depends on the use of real resources. Services cover 
all types of bank activities from loan and deposit related services to broker 
services in securities markets. 

Data used in this study consists of accounting data for Finnish local banks 
duri~g the time span 1985-1990. The data is based on the banking statistics 
pubhshed by Central Statistical Office of Finland and it includes both 
cooperative and savings banks. Total number of Iocal banks in 1985 was 624 
decreasing through mergers to 509 in 1990. Most of the mergers took place in 
savings banks. 

Use of the panel data in efficiency studies is worthwhile especially if it is 
assumed that inefficiencies are stabIe and rand om fluctuations tend to average 
out over time (see Schmidt and Sickles 1984, Berger 1992). For this assumption 
to hold it is crucial that random errors are not systematic. In data envelopment 
analysis use of the panel data helps to controI for the effects of random 
variation, which is assumed not to exists in single cross-section studies. With 
pooIed data we are able, at least to some extent, to avoid interpreting random 
errors as inefficiency, which cannot be avoided when DEA is applied to a 
single cross-section data. The pooled data was constructed by aggregating those 
banks that had merged during 1985-1990. Thus, the pooled data represents the 
structure of local banks in 1990. It includes 471 real observations, i.e. banks 
that had not been a part of any merger, and 38 observations that were 
constructed by aggregation. 

The variables chosen for the input vector are: 

1) Labour 
2) Operating costs 
3) Machinery and equipment 

Labour is measured by the number of personnel. Operating costs are measured 
by the item 'other costs' from the income statement. lt includes expenses from 
the use of ADP, telephone, postage and office supplies, rents and leases, real 
estate and marketing expenses, and also other miscellaneous expenses. The 
book value of machinery and equipment from the balance sheet indicates the 
use of capital. Building capital is ignored from the input vector, because 
satisfactory indicator was not available in the data set. This, however, should 
not be a problem, since the expenses from using the buildings are included in 

the operating costs. 
For the measurement of bank's output two alternative output vectors are 

defined. The first one measures loans and deposits by their money value and 
the second one by the number of accounts. Output vector tries to take into 
account all the basic functions of banking. The traditionai outputs in the 
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deposit accounts, loans and other relevant balance sheet items should be 
preferred to the alternative of the number accounts in the production approach. 

5.2 Intermediation approach 

The intermediation approach emphasizes the important function of banks as an 
financial intermediaries. In this case the costs also must include interest costs in 
addition to operating costs. According to · this approach the magnitude of 
intermediated funds in different types of loans and securities measure the 
production of a bank. Money values of relevant balance sheet items are 
employed as proxies for these products of banks. 

Production and intermediation approaches stress different aspects of 
banking and should be seen as completing each other. If we want to reach 
conclusions about the efficiency of the physical service production process, we 
must follow the production approach. The ongoing changes in banking, 
especially in Europe and United States, highlight the importance of this 
approach. After the deregulation banks are faced with new competitive 
environment where cost efficiency of physical production process plays more 
important role than before. Therefore it is meaningful to leam about the 
determinants of efficient service production. On the other hand, if the main 
interest is to study market structure of the banking industry, we must examine 
how the total costs of banks are formed. The operating costs do not give 
enough information with this respect, because when banks get bigger, they 
usually change the structure of their financing towards market funding. In this 
process the share of operating costs decrease, but in the same time the share of 
interest costs typically increases. So, using only operating costs to study market 
structure increases the possibility of biased conclusions that e.g. significant 
economies of scale exist in banking industry. 
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production approach are loans and deposits. Here, also other type of services 
are represented with a variab1e 'other earnings' and availabiIity of the banking 
services is represented with number of branches.7 The variables chosen for the 
output vector are: 

1) Short term loans to non -banks 
2) Long term Ioans to non-banks 
3) Cheque accounts by the public 
4) Deposits by the public 
5) Number of branches 
6) Other earnings 

Short terrn loans include overdrafts and bills. Long term loans contain ordinary 
loans and Ioans granted from state funds. The deposits are divided into two 
groups, cheque accounts and deposits by the public. The values of Ioans and 
deposits are obtained from the year-end balance sheets. The other eamings 
include commissions and fees from payment processing and bank guarantees, 
eamings from foreign exchange and securities dealings and earnings from real 
estate. 

None of the variables specifically measures the amount of produced 
payment services, which traditionally have demanded aiot of resources in 
Finnish banking system. However, the category of other earnings includes fees 
from those services that are priced explicitly. If it is furthermore assumed that 
each local bank produces relatively the same amount of free payment services, 
then the production of these services is to some extent implicitly measured by 
the amount of deposits and by the number of branches. 

When activities are measured by the number of accounts the output vector 
consists of only three variables; number of loans, number of deposits and 
number of branches. In this case the totaI number of loans includes the number 
of biUs and ordinary loans. The number of deposits contains only the number of 
deposits by the public and does not include the number of cheque accounts. The 
number accounts output vector is carried along merely in interest to be able to 
perforrn some comparison and checking of the results. However, the money 
value output vector is considered to be the primary measure for bank's 
activities. 

As discussed in section 4.3 robustness of the DEA results depends on the 
level of measurement errors in the data. The chosen data is obtained from the 
official statistics and thus is the most reliable data that is publicly available. 
Most of the used variables, such as outstanding loans and deposits by the 
public, do not include much risk of being too sensitive to random errors. 
Number of employees and number of branches are also accurately measured. 
Machinery and equipment is the book value from the balance sheet and it may 
therefore include some valuation variation across the banks. The only variable 
that could include large random variation is other earnings. Some speculative 
eamings from e.g. from sales of properties may cause bias. However, the risk of 

7 In some studies number of branches has been identified as an input. However, it would not 
give much new information if it were included in the input vector in the contex of this study. 
On the contrary, in the output vector number of branches gives information that is not measured 
by other cliosen output variahles. 
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that feeIs smaller than the 10ss of leaving the whol . bl f h e vana e out 0 t e output 
vector. 

Appendix 2 presents data for average bank for each cross-section through 
years 1:85-1990. .Averages are ca1culated for a11 IocaI banks and for 
cooperatIve and savmgs banks separately. Loans, deposits, and other eamings 
were deflated by GDP-deflator, other costs and machinery and equipment were 
deflated by .relevant indices ca1culated by Central Statistical Office of Finland 
(see app~ndlx 2). An average savings bank appears to be larger than an average 
cooperat~ve bank. Also, average savings bank has grown faster than average 
coo?eratIve bank. One reaso.n for this is that more mergers took place in 
savmgs banks and the other IS that the credit expansion was faster in savings 
banks. 

6.2 Efficiency results 

Data envelopment analysis was performed for the data set described above. 
Input saving and output increasing technical and scale efficiency measures were 
ca1culated for six cross-sections and for the pooled data spanning years 1985-
1990. The two alternative output definitions were employed for each year and 
efficiency measure. 

6.2.1 Differences in results due to the alternative output definitions 

Given the amount of inputs an individual bank is determined to be efficient if 
the money vaIue of its loans, deposits and other earnings is as large as any 
linear combination of other banks' output variabIes. The bank is inefficient if it 
is possible to construct a reference bank with equal amount of inputs and output 
as a linear combination of other banks' outputs so that this reference bank 
produces more output measured in value terms. In the case that bank's activities 
are measured by number of accounts the determination of efficient banks is 
analogous. 

The distributions of efficiency scores for altemative output definitions are 
almost similar. Figures 6.1 and 6.2 show the frequency distributions of technical 
and scale efficiency estimates for the pooled data set in the case of variable 
returns to scale. The outcomes for both output definitions support the common 
result of other banking efficiency studies that the level of technical inefficiency 
is greater than the level of scale inefficiency. The average leveI of technical and 
scale efficiency is little lower when output is measured by the number of 
accounts. Average technical inefficiency is 15.9 % when output is measured in 
value terrns and 24.8 % in the number of accounts case. Modes of the 
alternative scores are in different classes and the distribution of the number of 
accounts scores is more skewed to the left. This can be clearly noticed when 
cooperative and savings banks are examined separately (see appendix 3). For 
example, money value approach doesn't place any savings banks into to the 
four lowest efficiency classes. The distributions of the cooperative and savings 
banks are similar for both output definitions. Thus, according to the pooled 
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production approach are loans and deposits. Here, also other type of services 
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coo?eratIve bank. One reaso.n for this is that more mergers took place in 
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Data envelopment analysis was performed for the data set described above. 
Input saving and output increasing technical and scale efficiency measures were 
ca1culated for six cross-sections and for the pooled data spanning years 1985-
1990. The two alternative output definitions were employed for each year and 
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6.2.1 Differences in results due to the alternative output definitions 

Given the amount of inputs an individual bank is determined to be efficient if 
the money vaIue of its loans, deposits and other earnings is as large as any 
linear combination of other banks' output variabIes. The bank is inefficient if it 
is possible to construct a reference bank with equal amount of inputs and output 
as a linear combination of other banks' outputs so that this reference bank 
produces more output measured in value terms. In the case that bank's activities 
are measured by number of accounts the determination of efficient banks is 
analogous. 

The distributions of efficiency scores for altemative output definitions are 
almost similar. Figures 6.1 and 6.2 show the frequency distributions of technical 
and scale efficiency estimates for the pooled data set in the case of variable 
returns to scale. The outcomes for both output definitions support the common 
result of other banking efficiency studies that the level of technical inefficiency 
is greater than the level of scale inefficiency. The average leveI of technical and 
scale efficiency is little lower when output is measured by the number of 
accounts. Average technical inefficiency is 15.9 % when output is measured in 
value terrns and 24.8 % in the number of accounts case. Modes of the 
alternative scores are in different classes and the distribution of the number of 
accounts scores is more skewed to the left. This can be clearly noticed when 
cooperative and savings banks are examined separately (see appendix 3). For 
example, money value approach doesn't place any savings banks into to the 
four lowest efficiency classes. The distributions of the cooperative and savings 
banks are similar for both output definitions. Thus, according to the pooled 
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data, there are · not much technical efficiency differences between the 
cooperative and savings banks. 
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For the scale efficiency measures averages of the money value and number of 
accounts approaches are 7.3 % and 9.6 %. Distributions of the two are highly 
similar (figure 6.2). However, distributions differ slightly when savings banks 
are examined separately (see appendix 3). Money value scores show little 
higher frequencies in the two lowest classes. Furthermore, regardless of the 
output definition, scale efficiency rankings of the savings banks are on average 
lower than rankings of the cooperative banks. 

Part of the difference in the inefficiency levels between the altemative 
output definitions can be explained by the different dimensions of specified 
output vectors. Money value output vector has six variables, while the number 
of accounts vector includes only three output variables. When the money value 
output vector is aggregated to contain only totaI Ioans and total deposits (short 
term and long term loans and deposits are combined so that each is represented 
by one variabIe and other earnings is left out), the average technicaI 
inefficiency raises from 15.9 % to 24.1 % so that differences between vaIue and 
number measures seem to vanish. The average scale inefficiency, on the other 
hand, falls sIightly after aggregation from 7.3 % to 6.8 %, and thus, the 
difference in the results of the aIternative output definitions grows marginally. 
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Figure 6.3 presents the correlation diagram of the two alternative technical 
efficiency scores. Spearman's rank correlation between the scores of individual 
banks with different output definition is only 0.32. Some individual banks 
display extremely large differences between efficiency estimates. For example, 
the bank in the lower right hand comer of the figure 6.3 has been ranked fully 
efficient with the money value output identification, but one of the most 
inefficient with number of accounts output identification. The difference can be 
explained by the fact that the bank in question has four times larger average 
loan size and three times larger average deposit size than a typical bank. It is 
apparent that this specific bank is concentrating on different type of customers 
than the average bank and obviously, in this case, the number of accounts 
output definition fails to evaluate efficiency correctly. 

AIso for the scale efficiency scores there are large individual differences 
between the two output vectors (figure 6.4). Rank correlation of the two 
alternative scores is 0.46. Most of the rankings are in the class of 0.9-1.0 and 
number of accounts output vector clearly gives lower efficiency results on 
average. 
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When the money value output vector is reduced to contain only total 10ans and 
total deposits, i.e. the comparable variables as in number of accounts vector , 
rank correlation between the technical efficiency scores is still only 0.56. For 
the scale efficiency scores the correlation coefficient increases to 0.73. 

The above evidence suggests that the way we choose to evaluate bank's output 
influences the measured level of inefficiency and especially the rankings of the 
individuaI banks. Altemative ways of measuring bank output respond differently 
to individual bank's choice of whether to focus on serving small or large 
customers. For some banks the number of accounts approach may give reliable 
efficiency estimates, but for some the results may be totally incorrect. There 
may be variation, for example, in how actively the deposit accounts are used. 
Some banks may have reIatively much of so called 'dead accounts' that don't 
have any funds or transactions. SimilarIy, the number of loans can consist of 
very small or very large value loans. Large value loans can be assumed to 
require more screening and monitoring, i.e. they are more input demanding, and 
therefore number Ioans measure may cause bias if a bank's number of Ioans is 
relatively sm all but their vaIue is high. The number of accounts output vector 
doesn 't necessarily capture the representative output mix of a modern bank. lt 
should include also some indicators of other than deposit and loan related 
services. This type of transaction data is, however, rarely available. 

The purpose of this study is not to place local banks into specific 
efficiency order, but rather to try to gain some insight of the common 
tendencies in the whoIe local banking sector, between the two bank groups and 
between the different size classes of banks. Therefore, it is not too crucial if 
some individual banks have bias in the efficiency score. However, robustness of 
the results must be checked so that there are no outIiers among the frontier 
banks. ln the following sections the money value output vector with six 
variables is preferred to number of accounts approach, since this output vector 
is assumed to represent bank's output mix much more reliably. The differences 
are presented only when the alternative definitions lead to exceptionally 
different results thus calling for qualifications in the conclusions. 

6.2.2 Technical efficiency 

As mentioned in the previous section the average input saving technical 
inefficiency for the pooled data was 15.9 %. Calculating the average of 
individual cross-section averages for years 1985-1990 results 21.9 % of 
inefficiency. Furthermore, variation of the technical efficiency scores is lower in 
the 'pooled data results than in any single cross-section. This suggests that effect 
of random errors might be smaller in the pooled data. The errors can be 
assumed to be unsystematic so that their effect diminishes in time. The results 
of the pooled data can hence be considered to be more reliab.le than the results 
of the individual cross-section data. The single cross-sectlOns are however 
worth examining for the interest of how the average or structural efficiency has 
changed in time. . 

The pooled data did not show significant differences between savm~s and 
cooperative banks' average technical efficiency scores (see appendlx 3). 
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When the money value output vector is reduced to contain only total 10ans and 
total deposits, i.e. the comparable variables as in number of accounts vector , 
rank correlation between the technical efficiency scores is still only 0.56. For 
the scale efficiency scores the correlation coefficient increases to 0.73. 
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very small or very large value loans. Large value loans can be assumed to 
require more screening and monitoring, i.e. they are more input demanding, and 
therefore number Ioans measure may cause bias if a bank's number of Ioans is 
relatively sm all but their vaIue is high. The number of accounts output vector 
doesn 't necessarily capture the representative output mix of a modern bank. lt 
should include also some indicators of other than deposit and loan related 
services. This type of transaction data is, however, rarely available. 

The purpose of this study is not to place local banks into specific 
efficiency order, but rather to try to gain some insight of the common 
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between the different size classes of banks. Therefore, it is not too crucial if 
some individual banks have bias in the efficiency score. However, robustness of 
the results must be checked so that there are no outIiers among the frontier 
banks. ln the following sections the money value output vector with six 
variables is preferred to number of accounts approach, since this output vector 
is assumed to represent bank's output mix much more reliably. The differences 
are presented only when the alternative definitions lead to exceptionally 
different results thus calling for qualifications in the conclusions. 

6.2.2 Technical efficiency 

As mentioned in the previous section the average input saving technical 
inefficiency for the pooled data was 15.9 %. Calculating the average of 
individual cross-section averages for years 1985-1990 results 21.9 % of 
inefficiency. Furthermore, variation of the technical efficiency scores is lower in 
the 'pooled data results than in any single cross-section. This suggests that effect 
of random errors might be smaller in the pooled data. The errors can be 
assumed to be unsystematic so that their effect diminishes in time. The results 
of the pooled data can hence be considered to be more reliab.le than the results 
of the individual cross-section data. The single cross-sectlOns are however 
worth examining for the interest of how the average or structural efficiency has 
changed in time. . 

The pooled data did not show significant differences between savm~s and 
cooperative banks' average technical efficiency scores (see appendlx 3). 
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However, when analysis is performed for each cross-section separately some 
differences can be identified. Figure 6.5 shows the development of technical 
efficiency scores through 1985-1990. From 1985 to 1987 cooperative banks 
were operating on average more efficiently than savings banks. For the years 
1988-1989 differences between the groups are less notable. In 1990 savings 
banks appear to be on average more efficient than cooperative banks. Thus, 
savings banks seem to have increased their relative technical efficiency towards 
the end of 1980's. 

At this point it must be stressed that the output vectors applied in these 
cross-sections do not measure the quality of loan evaluations or 
creditworthiness of customers. Lack of risk indicator may possibly generate 
measurement errors for some of the banks that have expanded very rapidly. 
This is a potential explanation for the increase of savings banks' average 
technical efficiency in the last years of 1980's. Loan losses could be used to 
adjust loan quality indicator into the output vector. However, the problem is 
that loan losses arise with a lead resulting from loans given in earlier years. 
Length of the lead is hard to determine and thus it is difficult to specify a 
quality adjusted output vector for a single cross-section. In addition, Finnish 
local banks did not experience much loan losses until 1991 and therefore 
whether the losses in the years 1985-1990 are inc1uded or not doesn't influence 
the cross-section results. 

Figure 6.5 
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Robustness of the pooled data results was checked against loan quality or 
riski ness by examining the correlation between occurred loan losses and 
efficiency levels. The loan losses of the year 1991 were chosen s-ince it is 
reasonable to assume that most of the loans arising the losses were granted 
during 1985-1990. The result was that the technical efficiency scores obtained 
from the pooled data did not correlate at all with realised loan losses of 1991. 
This means that rapid credit expansion with poorly evaluated loans does ' not on 
average appear to influence bank's efficiency score, at least not directly. Thus, 

38 

there should not be banks that have over-ranked efficiency score due to 
productio~ of bad loans. However, the same might not be the true for the single 
cross-sectlOn results, and therefore they must be interpreted more carefully 
especially in the case of individual banks. 

When technical efficiency is evaluated keeping inputs fixed and scaling the 
outputs (i.e. output increasing technical efficiency measure Ez is used), the 
average degrees of inefficiency follow similar levels as in the case of input 
saving technical efficiency measure El' Correlation of the two measures for 
individual banks in the pooled data results was very high (0.99). 

6.2.3 The effect of technology assumption on technical efficiency 

The level of bank scale economies is an empirical question, where widely 
differing results have been offered. The general conclusion of the literature, 
however, is that average cost curve is U-shaped but relatively flat. Economies 
of scale have been found at sm all banks and diseconomies at the largest banks. 
In the analysis above it has been assumed that banks operate with variable 
returns to scale (VRS). If VRS technology assumption is replaced with constant 
returns to scale (CRS) technology, the average level of technical inefficiency 
increases from 15.9 % to 22.3 %. 

Figure 6.6 A verage technical efficiency vs. total loans. 
Pooled data 1985-1990. 
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Figure 6.6 shows average efficiencies in each size decile of the P?oled dat~. 
Large banks tend to show better efficiency scores than the aver~ge Slze bank m 
the case af VRS. Same kind of tendency can also be notlced among the 
smallest banks. Similar trends were found also from single year cross-sections. 
In the largest and smallest size deciles variation in size is bigger than in middle 
size c1asses. Therefore higher ' average efficiency scores in the large and s~all 
deciles may result from the lack of equal size reference banks, rather than bemg 
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However, when analysis is performed for each cross-section separately some 
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savings banks seem to have increased their relative technical efficiency towards 
the end of 1980's. 

At this point it must be stressed that the output vectors applied in these 
cross-sections do not measure the quality of loan evaluations or 
creditworthiness of customers. Lack of risk indicator may possibly generate 
measurement errors for some of the banks that have expanded very rapidly. 
This is a potential explanation for the increase of savings banks' average 
technical efficiency in the last years of 1980's. Loan losses could be used to 
adjust loan quality indicator into the output vector. However, the problem is 
that loan losses arise with a lead resulting from loans given in earlier years. 
Length of the lead is hard to determine and thus it is difficult to specify a 
quality adjusted output vector for a single cross-section. In addition, Finnish 
local banks did not experience much loan losses until 1991 and therefore 
whether the losses in the years 1985-1990 are inc1uded or not doesn't influence 
the cross-section results. 
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riski ness by examining the correlation between occurred loan losses and 
efficiency levels. The loan losses of the year 1991 were chosen s-ince it is 
reasonable to assume that most of the loans arising the losses were granted 
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from the pooled data did not correlate at all with realised loan losses of 1991. 
This means that rapid credit expansion with poorly evaluated loans does ' not on 
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there should not be banks that have over-ranked efficiency score due to 
productio~ of bad loans. However, the same might not be the true for the single 
cross-sectlOn results, and therefore they must be interpreted more carefully 
especially in the case of individual banks. 

When technical efficiency is evaluated keeping inputs fixed and scaling the 
outputs (i.e. output increasing technical efficiency measure Ez is used), the 
average degrees of inefficiency follow similar levels as in the case of input 
saving technical efficiency measure El' Correlation of the two measures for 
individual banks in the pooled data results was very high (0.99). 

6.2.3 The effect of technology assumption on technical efficiency 

The level of bank scale economies is an empirical question, where widely 
differing results have been offered. The general conclusion of the literature, 
however, is that average cost curve is U-shaped but relatively flat. Economies 
of scale have been found at sm all banks and diseconomies at the largest banks. 
In the analysis above it has been assumed that banks operate with variable 
returns to scale (VRS). If VRS technology assumption is replaced with constant 
returns to scale (CRS) technology, the average level of technical inefficiency 
increases from 15.9 % to 22.3 %. 

Figure 6.6 A verage technical efficiency vs. total loans. 
Pooled data 1985-1990. 

1r-----------------------------------------, 

..­
w 
>. 0.9 
U 
C 
(J) 
,- o 95 
u ,-
~ 
~ 0 . 9 
(J) 

co 0 75 
U .-
c 
..c 0 . 7 
U 

~ 
0.155 

o . ~ooLOO------------1-00..L.OOO------------10--00.L.O--OO-----------::10=OOOOOO 
Log of total loans ln 1985-90 CF IM 1000) 

~Vat'"1able r-etur-ns te sca l e -+-Constant r-etur-ns to sca le 

Figure 6.6 shows average efficiencies in each size decile of the P?oled dat~. 
Large banks tend to show better efficiency scores than the aver~ge Slze bank m 
the case af VRS. Same kind of tendency can also be notlced among the 
smallest banks. Similar trends were found also from single year cross-sections. 
In the largest and smallest size deciles variation in size is bigger than in middle 
size c1asses. Therefore higher ' average efficiency scores in the large and s~all 
deciles may result from the lack of equal size reference banks, rather than bemg 
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a sign of better performance by very large or very small banks. Thus, the cause 
of these higher efficiency scores in both cases may rise, at least to some extent, 
from the methodology applied, which is used to construct the relatively efficient 
frontier. The differences between the size deciles shouId therefore not be 
interpreted too tightly. It wouId be more reasonable to conc1ude that there are 
some technical efficiency differences in favour of the largest and the sma11est 
banks, but the differences cannot be considered to be very significant. 

When the CRS-frontier is determined no convexity requirement is needed 
for the weight vector. This means that the frontier may be totally determined by 
the small banks. In other words, a large bank may have a reference unit that is 
a linear combination of very small banks. Here, the shape of the CRS-frontier is 
determined mainly by the small banks. The smallest decile of banks is found 
technically the most efficient and the largest decile of banks is relatively most 
inefficient. The difference is quite large. If the CRS assumption in local 
banking is correct, the smallest banks would seem to have a c1ear cost 
efficiency advantage compared to the largest Iocal banks. On the other hand, if 
VRS assuinption is correct, the growing deviation between the averages of the 
two frontier technologies towards the larger banks reflects greater scaIe 
inefficiency in the large banks. This will be examined in more detail below. 

In the figures 6.7 and 6.8 the efficiency scores estimated from the pooled 
data are plotted against the cumulative share of total 10ans. When VRS 
technology is specified 37 % of loans are produced in technically efficient 
banks. Changing the technoIogy to CRS drops the percent of efficiently 
produced 10ans to only 6 %. Thus, there are potential technical efficiency gains 
to be achieved in Finnish local banking regardless of the technology 
assumption. 

Figure 6.7 
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In the study by Berg et al. (1993) similar analysis was performed on Finnish 
banks.8 The result in the case of VRS was that about 70 % of total 10ans were 
being produced by fully efficient banks. Reason was that four largest 
commercial banks were evaluated to be 100 % efficient. In the case of CRS the 
results changed dramatically. Only 1.7 % of total 10ans were being produced 
efficiently and a11 large banks, except one, had very low efficiency scores. It is 
obvious, that if data contains only few very large banks there is a problem of 
constructing real reference point if VRS is specified. It should also be noted, 
that even the largest banks in this study are considered as rather small in Berg 
et a1. (1993). 

6.2.4 Scale efficiency 

As in almost a11 recent banking efficiency studies, the main feature of the 
results in this study is that technical inefficiencies dominate scale inefficiencies. 
The average level of scale inefficiency found from the pooled data was 7.2 %. 
The individual cross-sections yielded little lower scale inefficiency, 5.3 % on 
average. The reason for higher inefficiency found from the pooled data is that 
pooling the single cross-sections together relatively increases the average bank 
size because of the mergers. Since the scale inefficiency is greater in large 
bal ks it is to be expected that the pooled data yields greater scale inefficiency 

than single cross-sections. 

8 Berg et a1. (1993) used DEA to eompare banking efficiency in the Nordic countries . They 
applied a data set for the year 1990, whieh included commercial banks in addition to loeal 
banks. The input and output definitions follow the production approach, but differ in some 

details 'with this study. 
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some technical efficiency differences in favour of the largest and the sma11est 
banks, but the differences cannot be considered to be very significant. 

When the CRS-frontier is determined no convexity requirement is needed 
for the weight vector. This means that the frontier may be totally determined by 
the small banks. In other words, a large bank may have a reference unit that is 
a linear combination of very small banks. Here, the shape of the CRS-frontier is 
determined mainly by the small banks. The smallest decile of banks is found 
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inefficient. The difference is quite large. If the CRS assumption in local 
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VRS assuinption is correct, the growing deviation between the averages of the 
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inefficiency in the large banks. This will be examined in more detail below. 
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data are plotted against the cumulative share of total 10ans. When VRS 
technology is specified 37 % of loans are produced in technically efficient 
banks. Changing the technoIogy to CRS drops the percent of efficiently 
produced 10ans to only 6 %. Thus, there are potential technical efficiency gains 
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In the study by Berg et al. (1993) similar analysis was performed on Finnish 
banks.8 The result in the case of VRS was that about 70 % of total 10ans were 
being produced by fully efficient banks. Reason was that four largest 
commercial banks were evaluated to be 100 % efficient. In the case of CRS the 
results changed dramatically. Only 1.7 % of total 10ans were being produced 
efficiently and a11 large banks, except one, had very low efficiency scores. It is 
obvious, that if data contains only few very large banks there is a problem of 
constructing real reference point if VRS is specified. It should also be noted, 
that even the largest banks in this study are considered as rather small in Berg 
et a1. (1993). 

6.2.4 Scale efficiency 

As in almost a11 recent banking efficiency studies, the main feature of the 
results in this study is that technical inefficiencies dominate scale inefficiencies. 
The average level of scale inefficiency found from the pooled data was 7.2 %. 
The individual cross-sections yielded little lower scale inefficiency, 5.3 % on 
average. The reason for higher inefficiency found from the pooled data is that 
pooling the single cross-sections together relatively increases the average bank 
size because of the mergers. Since the scale inefficiency is greater in large 
bal ks it is to be expected that the pooled data yields greater scale inefficiency 

than single cross-sections. 
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banks. The input and output definitions follow the production approach, but differ in some 
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Development of scale efficiency from 1985 to 1990 is presented in figure 
6.9. Variation in scale efficiency scores is much smaller than in technical 
efficiency scores. This is highly intuitive, since the changes in the scale of 
production in individual banks have been quite modest from year to year. The 
radical changes have occurred mostly through mergers. In the single cross­
section results there are no significant differences in the scale efficiency scores 
between savings and cooperative banks. 1989 is the only exception; savings 
banks show almost 2 % lower scale efficiency than cooperative banks. More 
plausible, however, is that average scale efficiency of the savings banks was 
exceptionally high in 1988 due to measurement errors. Savings banks' 
aggregate eamings from the sales of properties were higher than usual in 1988, 
which causes bias to the variable 'other earnings'. The trend of the savings 
banks' average scale efficiency score therefore actually is flatter than the figure 
6.9 shows. 

Figure 6.9 . 
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Unlike in the case of technical inefficiency, the degree of scale inefficiency is 
significantly higher in the large banks. In the figure 6.10 average scale 
efficiency score of each size decile is presented. Scale efficiency is much lower 
in larger banks. Furthermore, variation of the scale efficiency scores in the 
sm all and middle sized local banks is modest, but grows for the larger banks. 
The results of the pooled data also suggest that average scale efficiency is 4 % 
higher in cooperative banks than in savings banks. As mentioned before, 
savings banks are on average larger than cooperative banks. Average size 
difference grows from its actual level when the data is pooled, since most of 
the mergers have taken place in savings banks. Even up to 90 % of the banks in 
the smallest size decile are cooperative banks and over 60 % of the largest 
decile are savings banks. 

Figure 6.11 
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Development of scale efficiency from 1985 to 1990 is presented in figure 
6.9. Variation in scale efficiency scores is much smaller than in technical 
efficiency scores. This is highly intuitive, since the changes in the scale of 
production in individual banks have been quite modest from year to year. The 
radical changes have occurred mostly through mergers. In the single cross­
section results there are no significant differences in the scale efficiency scores 
between savings and cooperative banks. 1989 is the only exception; savings 
banks show almost 2 % lower scale efficiency than cooperative banks. More 
plausible, however, is that average scale efficiency of the savings banks was 
exceptionally high in 1988 due to measurement errors. Savings banks' 
aggregate eamings from the sales of properties were higher than usual in 1988, 
which causes bias to the variable 'other earnings'. The trend of the savings 
banks' average scale efficiency score therefore actually is flatter than the figure 
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Unlike in the case of technical inefficiency, the degree of scale inefficiency is 
significantly higher in the large banks. In the figure 6.10 average scale 
efficiency score of each size decile is presented. Scale efficiency is much lower 
in larger banks. Furthermore, variation of the scale efficiency scores in the 
sm all and middle sized local banks is modest, but grows for the larger banks. 
The results of the pooled data also suggest that average scale efficiency is 4 % 
higher in cooperative banks than in savings banks. As mentioned before, 
savings banks are on average larger than cooperative banks. Average size 
difference grows from its actual level when the data is pooled, since most of 
the mergers have taken place in savings banks. Even up to 90 % of the banks in 
the smallest size decile are cooperative banks and over 60 % of the largest 
decile are savings banks. 
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Only about 10 % of the Ioans in pooled data were produced by fully scale 
efficient banks. However, about 30 % of the Ioans were produced by banks 
almost fully efficient (figure 6.11). Thus; there are some potentiaI efficiency 
gains to be achieved in IocaI banking by changing the scale of production. The 
possible gains are, however, for an average bank much smaller than in the case 

-of technical inefficiency. The results of Berg et al. (1993) for scale efficiency of 
Finnish banks are rather similar as here. Only 1.7 % of loans are produced on 
the optimal sca1e. Large commercial banks, which are not included in this 
study, were all, except one, found to be scale inefficient. 

Scale inefficiencies can be due to either increasing or decreasing returns to 
scale. The results imply that scale inefficiencies are mostly due to decreasing 
returns to sca1e. Furthermore, decreasing returns to scale dominate in the large 
banks and increasing returns to scale are more common in small banks. Half of 
the scale efficient banks, that is the ones with constant returns to scaIe, are in 
the smallest quartile. In the figure 6.12 returns to scale ca1culated from the 
pooled data are classified to quartiles according to the amount of total loans. 

Figure 6.12 
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Level of inefficiency in the smallest quartile of banks is very low, only 2 %. 
On the contrary, in the largest quartile of banks scale inefficiency is even 19 % 
and the share of constant returns to scale is very low. Thus, the optimal scale in 
banking would seem to be quite small. This conclusion gets further support 
when cooperative and savings banks are examined separately. For savings 
banks, which are on average larger, all banks in largest quartile are inefficient 
due to decreasing returns to scale and average level of inefficiency is as high as 
27 %. 
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6.2.5 Rabustness af the results 

Two kinds of problems may arise with DEA. The first one is related to the 
choice of specific model to be analysed. The second problem arises after the 
model is chosen and is related frontier's sensitivity to random error and 
possible outliers in the data. 

The main difficulty in the DEA approach is choosing the correct input and 
output variables. Since input and output variables may be disaggregated in 
several ways, the problem is which specification best describes the production 
relation. In econometrics, statistics such as adjusted R2 are used for this 
purpose, but in the DEA framework there have been only few attempts to test 
the goodness of fit of the model specification. Here, the approach is subjected 
to variety of alternative variable sets and specifications i.e. models. This 
procedure can provide some insights to the appropriate structure of a bank's 
efficiency and evaluate whether bank's efficiency ranking is variable specific. If 
conclusions change significantly because a different variable set is used (either 
through addition or disaggregation), then the specification should be more 
closely examined for outliers or for a change in the number of efficient banks. 
In other words, for a model to be considered robust, it must be shown that 
reasonable changes in the list of variables cannot alter the conclusions 
fundamentally. 

In section 6.2.1 the money value output specification was chosen as 
preferred output approach. However, the number of variables in the output 
vector and the level of aggregation seems to influence the degree of average 
efficiency. To see how the average level of efficiency changes with slightly 
different output vectors, DEA was performed for eight different money value 
output specifications. Loans and deposits were present in each model either in 
an aggregated or disaggregated form. Variables 'other eamings' and 'number of 
branches' were included in some and left out from some models. 

Table 6.1 shows the average results from different model specifications for 
the pooled data. AlI models give similar results for relationship between 
technical and scale efficiency levels. Technical efficiency decreases when the 
number of variables is reduced (or when data is aggregated). In the case of 
scale efficiency aggregation does not change the results significantly but 
omitting variables seems to increase efficiency alittie. For overall efficiency the 
effect of technical efficiency influences so that the results give higher efficiency 
levels for disaggregated models. Rank correlations between the overall 
efficiency results of different models vary from 0.~9 .t~ 0.61. General 
conclusions from all models are similar, but results for mdlvldual banks may 
change dramatically with different model specification. Conclusions from the 
model 1, which has been used in the analysis above, can thus be regarded as 
quite robust as ' far as bank groups or Iocal banking sector as whole are 
concerned. 
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Only about 10 % of the Ioans in pooled data were produced by fully scale 
efficient banks. However, about 30 % of the Ioans were produced by banks 
almost fully efficient (figure 6.11). Thus; there are some potentiaI efficiency 
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Level of inefficiency in the smallest quartile of banks is very low, only 2 %. 
On the contrary, in the largest quartile of banks scale inefficiency is even 19 % 
and the share of constant returns to scale is very low. Thus, the optimal scale in 
banking would seem to be quite small. This conclusion gets further support 
when cooperative and savings banks are examined separately. For savings 
banks, which are on average larger, all banks in largest quartile are inefficient 
due to decreasing returns to scale and average level of inefficiency is as high as 
27 %. 
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6.2.5 Rabustness af the results 
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Table 6.1 Average results of different model specifications.9 

Model 

1 
2 
3 
4 
5 
6 
7 
8 

Technical 
efficiency 

0.841 
0.810 
0.816 
0.792 
0.800 
0.765 
0.759 
0.744 

Scale efficiency 

0.928 
0.939 
0.%0 
0.952 
0.925 
0.936 
0.933 
0.952 

Overall 
efficiency 

0.777 
0.759 
0.781 
0.753 
0.736 
0.712 
0.704 
0.706 

DEA is often criticised for not being able to cope with non-trivial rand om 
errors, which, if they exist, can have serious implications to the interpretations 
of the reslilts. If rand om errors due to e.g. measurement errors occur in a best 
practise bank, the construction of the efficient frontier would be affected. On 
the contrary, errors that occur in an inefficient bank are not critical, since these 
errors affect only the efficiency ranking of the particular bank. Sensitivity of the 
relatively efficient frontier can be addressed by altering the data set. H some or 
a11 frontier observations are deleted from the data and the analysis is performed 
again sensitivity can be checked by examining the rank correlation between the 
old and new efficiency scores. If the data contains influential outliers among the 
frontier banks the rank correlation should be low. Although, the use of the 
pooled data will probably reduce the effects of rand om variation, frontier 
sensitivity is tested by deleting all frontier banks from the pooled data and re­
running the analysis. Table 6.2 shows the rank correlation results for the 
original and new technical efficiency scores. 

9 Inputs in all models are labour, aperating costs, and machinery. 
Outputs in the models are: 

Disaggregated madels: 

Madel 1: SL, LL, DP, CA, NE, OE 
MadeI 2: SL, LL, DP, CA, OE 
Madel 3: SL, LL, DP, CA, NB, 
MadeI 4: SL, LL, DP, CA 

Aggregated madels: 

Madel 5: LO, DE, NB, OE 
Madel 6: LO, DE, OE 
Madel 7: LO, DE, NE 
Madel 8: LO, DE 

SL = shart term Ioans, LL = long term Ioans, DP = deposits by the publie, CA = cheque 
accaunts by the publie, NB = number of branches, OE = ather eamings, LO = laans aggregated 
(SL+LL), DE = depasits aggregated (DP+CA). 
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Table 6.2 Frontier sensitivity results 

Number af banks Rank carrelatian Number af frantier 
deleted banks 

Nane 1 CRS:38 
VRS: 76 

CRS:38 0.93 62 

VRS: 76 0.80 193 

When a11 original frontier banks are deleted from the data the rank correlation 
in CRS-case is 0.93 and in VRS-case 0.80. The number of new frontier banks is 
in CRS-case 62 and in VRS-case 193. Thus, fairly close to the original VRS 
frontier there seems to be a bulk of banks that pop up to the frontier when data 
is altered. The average increase in technical efficiency was about 5 % in the 
case of new frontier and standard deviation of efficiency changes was quite 
small. This suggests that the relative frontiers are rather stable and thus the 
results can be considered quite robust to possible random errors in the frontier 
banks. It seems that possible random errors in the data are not very large and 
therefore DEA is a reliable method (see Banker et. a1., 1993). Needless to say, 
this kind of sensitivity testing says nothing about possible errors that would 
result downward biased efficiency score for a bank. But since the main interest 
here is the best practice frontier, the possible negative errors are not examined. 

6.2.6 Effects of mergers on efficiency 

During 1986-1989 the number of Finnish local banks reduced from 624 to 509. 
10 mergers took place in cooperative banks and 64 in savings banks. Average 
efficiency scores of the merged and original banks are presented in table 6.3. 

Table 6.3 A verage efficiency scores for real and constructed 
observations from the pooled data 

TechnicaI Technical Scale Sum af A,'S 

efficiency efficiency efficiency 
(CRS) (VRS) 

AlI observatians 0.777 0.841 0.928 2.8 

Original banks: 0.786 0.837 
Caaperative banks 0.791 0.842 

Savings banks 0.771 0.822 

0.942 2.1 
0.942 1.9 
0.941 2.6 

Merged banks: 0.671 0.898 

Caaperative banks 0.768 0.912 

Savings banks 0.637 0.893 

0.750 11.3 
0.844 4.3 
0.717 13.9 
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Evaluation of success of the mergers with respect to technicaI efficiency 
depends heavily on the assumption about technology. Technical efficiency with 
constant returns to scale technology shows poor performance for the merged 
banks, especially for the merged savings banks. On the contrary, in the case of 
variable returns to scale technical efficiency is on average higher in merger 
banks. Better technical efficiency with VRS is, however, offset by large scale 
inefficiencies, as is to be expected from the previous analysis. 

Scale inefficiencies of the merged banks even dominate their technical 
inefficiencies, which is opposite to the results of the non-merger banks. The 
average sum of f.,.'S indicates that scale inefficiency, in particular in savings 
banks, is clearly due to decreasing returns to scale. Almost a11 of the merged 
banks belong to the largest size quartile, which explains the nature of their scale 
properties (see figure 6.12). The effect of scale inefficiency is exceptionally 
strong in savings banks. The non-merged banks are on average more efficient 
than merged ones. However, the mergers of cooperative banks seem to have 
been relatively more successful than those of the savings banks. 

A cOmmon feature in the mergers of local banks has been that the 
acquiring bank has been quite large and the acquired bank quite smal1. These 
kinds of mergers have impact only on local market structure and clear 
distinction must be made between these 'sma11' mergers and mergers of whole 
banking groups or large commercial banks. AIso, as Berger and Humphrey 
(1992) suggest, the mergers of 1990's may be more likely to bring about 
efficiency gains than the mergers of the 1980's because merger participants are 
now more motivated to try to reach efficiency gains. In the 1980's mergers 
were probably more motivated by size and market expansion, while now the 
interest is in cost reduction and removai of inefficient management.10 

Even though recent literature has not on average found significant 
efficiency gains generated by mergers, it does not exclude the possibility of 
successful mergers. Almost a11 merger studies have found that at least some 
individual mergers have improved the performance of the merged banks 
profoundly. Unfortunately, the studies have not been able to find out what are 
the factors resulting a successful merger. Most of the research has concemed 
with input inefficiencies. However, as indicated by Berger et a1. (1993) output 
inefficiencies may be as important or even more important than overuse of 
inputs. Therefore it is possible that mergers improve efficiency, but only on the 
output side. By merging two banks might be able to achieve a higher revenue 
output bundle through improved marketing, product innovation, repricing, risk 
management, or other revenue-enhancing effects (Berger, Hunter and Timme, 
1993). 

6.3 Productivity growth 

For the study of productivity growth the bank structure of year-end 1990 is 
used. The banks that merged sometime during 1985-1990 are added together so 
that they appear as one bank for the whole period. Data sets for years in 1985-

10 The alternative motives of bank mergers are discussed in detail by Hawawini and Swary 
(1990, 23-36). 
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1989 thus include some observations that are an aggregate of banks that later 
merged. Table 6.3 shows the data of the average bank for this "merger 
corrected II data. The data for year 1990 is the same which was used above in 
the efficiency analysis. As can be noticed from the last column of the table 6.3 
the percentage growth of the variables during 1985-1990 differ considerably. 
The most striking change has taken place in the input usage. The use of labour 
has grown only by 5 % while other operating expenses and machinery and 
equipment have more than doubled. 

Table 6.3 Data for average bank 

1985 1986 1987 1988 1989 1990 %-change 
in 85-90 

Number of 
personneI 40 41 42 43 44 42 5 % 

Operating 
expenses 3941 4599 5555 6861 7667 8083 105 % 

Machinery and 
equipment 683 788 933 1043 1352 1470 115 % 

TotaIloans 136266 148927 169260 208130 231730 239407 76 % 

TotaI deposits 141525 150990 163966 191691 198718 200192 41 % 

Other earnigs 2763 3275 3824 6938 4949 5486 99 % 

On the output side the total amount of loans has grown faster than the total 
amount of deposits. This indicates that the structure of funding the loans has 
changed. In particular, the growth of long term loans has been faster than the 
growth of short term loans. In the class of total deposits cheque accounts have 
grown more than other deposits by the publie. The growth af the la~t autput 
indicator, other earnings, has been well abave af other output vanables. It 
includes different fees and commissions for example from payment processing, 
security markets and currency exchange, provisions from b~nk guarant~es, 
eamings from real estates and also earnings from sales of vanous propertles. 
Rapid growth of commissions and fees is at least partly an, outcome of 
deregulation. The sales of various properties is somewhat random ,m ,nature and 
may therefore cause some bias in productivity measurement. Thls IS the ~ase 
especially in savings banks in 1988 when more than half of the other eam~ngs 
came from sa1es of properties. However, in 1990 the percentage af eammgs 
from property sales relative to the aggregate of other earnings is on the same 
level as in 1985 and, therefore, it should not create problems when the whole 

period is studied. 

6.3.1 The faetor productivity ratios 

Table 6 4 shows how the ratios between the chosen inputs and outputs have 
develop~d. These ratios cannot be used to study total productivity growth, but 
they indicate some trends in the input usage and ~e:elapment af t~e output 
structure. According to the ratios the labour productlvlty would, have lllcreased 
and productivity of capital decreased. This is not necessanly correct. As 
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mentioned, there has been a shift in technology towards growing use of 
machinery and equipment. One reason for this is that relative prices have 
changed in favour of capital in the later half of 1980's. Routines that previously 
required much labour time have been nearly completely automated. The nature 
of the labour input has changed and therefore simple ratios are inadequate for 
reliable study of productivity growth. Same is true for the productivity of 
capital. Use of machinery and equipment has extended to handle wider range of 
tasks than before and hence productivity measurement with simple input-output 
ratio 'is insufficient. 

Table 6.4 Faetor productivity ratios for an average bank 

1985 1986 1987 1988 1989 1990 %-change 
in 85-90 

Loans / personnel 3418 3649 4053 4844 5239 5714 67 % 
Deposits / personnel 3550 3700 3926 4462 4493 4778 35 % 
Other earnigs / 
personnel 69 80 92 161 112 131 89 % 

Loans / op. expenses 35 32 30 30 30 30 -14 % 
Deposits / op. expenses 36 33 30 28 26 25 -31 % 
Other earnings / 
op. expenses 0.70 0.71 0.69 1.01 0.65 0.68 -3 % 

Loans / machinery 200 189 181 200 171 163 -18 % 
Deposits / machinery 207 192 176 184 147 136 -34 % 
Other earnings / 
machinery 4.05 4.15 4.10 6.65 3.66 3.73 -8 % 

Of the three output indicators the grown importance of other earnings can be 
noticed against each input indicator. It has grown more than loans or deposits 
against labour and dropped less than loans or deposits against operating 
expenses or machinery and equipment. Operating expenses have grown rapidly 
mostly due to increased use of technology. Especially rents and leases, ADP­
expenses, and expenses on real estates increased considerab1y from 1985 to 
1990. ln general, it seems that input usage has been affected by technological 
advancement and the output structure has changed because of the new 
environment caused by deregu1ation. 

6.3.2 Total productivity growth 

Malmquist indices were calculated for the period from 1985 to 1990. 
Development from year to year was examined with successive reference 
technologies. ln addition, years 1985 and 1990 were compared directly. lnput 
vector consisted of the same variables as above with efficiency · ana1ysis 
(labour, operating expenses, machinery and equipment). From the output vector 
number of branches was left out and only loans (short and long term loans 
separate1y), deposits (cheque accounts and deposits by the public separate1y) 
and other eamings were used. Number of branches was excluded since the 
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variable is fairly stable in time and also because the role of branehes has 
changed after introduction of atm 's and home banking facilities. 

Technological progress shifts the constructed production frontier upwards 
and changes in input and output compositions alter the form of the frontier. As 
seen above, both input mix and output mix of the loeal banks changed 
dramatically during 1985-1990. This causes the frontiers of 1985 and 1990 to 
intersect and therefore Malmquist indices relative to 1985 technology give 
different results than indices relative to 1990 technology. Here the technology 
of 1985 is chosen as main reference, since it seems more reasonable to compare 
the present to the past than the other way around. 

Table 6.5 Total productivity indices of an average bank 

AlI banks Cooperative Savings 
banks banks 

Period (i--+j) Mj(i,j) ~(i,j) ~(i,j) Mj(i,j) 

1985-1986 1.013 0.957 1.009 1.023 
1986-1987 1.018 0.983 1.019 1.015 
1987-1988 1.056 1.000 1.050 1.069 
1988-1989 1.043 1.027 1.058 1.005 
1989-1990 1.046 1.020 1.039 1.064 
Cumulated 
index 1.188 0.985 1.187 1.188 
1985-1990 1.288 0.906 1.261 1.352 

Tab1e 6.5 shows the total productivity indices for the average bank. From 1985 
to 1990 productivity growth relative to 1985 technology was 29 % in an 
average local bank. For average cooperative bank total productivity growth was 
26 % and for average savings bank 35 %. Higher Malmquist index scores for 
savings banks must be at least partly due to faster credit expansion in savings 
banks than in cooperative banks. However, this analysis does not include any 
indicator of e.g. the quality of the granted loans, and thus the indices must be 
interpreted with some care. 

ln periods 1985-1986, 1986-1987 and 1985-1990 the two indices, Mj and 
M., give dissimilar results relative to different technologies. This is due to 
iniersection of the frontiers, which is caused by a change in input and output 
structures of the average bank. From 1987 to 1990 productivity growth seems 
to have been quite stable around 4-5 % per year. Index of savings banks varies 
more than index of cooperative banks. 

6.3.3 Frontier productivity growth and catching up indices 

Malmquist tota1 productivity index can be de~omposed into the effeet ~f 
frontier's shift i.e. technological progress and mto effect of the change m 
re1ative efficiency. Table 6.6 presents results for the frontier producti~ity 
growth and table 6.7 for the 'catching up' e.ff~ciency. W~en the whole pen~d 
from 1985 to 1990 is examined total produetlvlty growth m an average bank IS 
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mentioned, there has been a shift in technology towards growing use of 
machinery and equipment. One reason for this is that relative prices have 
changed in favour of capital in the later half of 1980's. Routines that previously 
required much labour time have been nearly completely automated. The nature 
of the labour input has changed and therefore simple ratios are inadequate for 
reliable study of productivity growth. Same is true for the productivity of 
capital. Use of machinery and equipment has extended to handle wider range of 
tasks than before and hence productivity measurement with simple input-output 
ratio 'is insufficient. 

Table 6.4 Faetor productivity ratios for an average bank 

1985 1986 1987 1988 1989 1990 %-change 
in 85-90 

Loans / personnel 3418 3649 4053 4844 5239 5714 67 % 
Deposits / personnel 3550 3700 3926 4462 4493 4778 35 % 
Other earnigs / 
personnel 69 80 92 161 112 131 89 % 

Loans / op. expenses 35 32 30 30 30 30 -14 % 
Deposits / op. expenses 36 33 30 28 26 25 -31 % 
Other earnings / 
op. expenses 0.70 0.71 0.69 1.01 0.65 0.68 -3 % 

Loans / machinery 200 189 181 200 171 163 -18 % 
Deposits / machinery 207 192 176 184 147 136 -34 % 
Other earnings / 
machinery 4.05 4.15 4.10 6.65 3.66 3.73 -8 % 

Of the three output indicators the grown importance of other earnings can be 
noticed against each input indicator. It has grown more than loans or deposits 
against labour and dropped less than loans or deposits against operating 
expenses or machinery and equipment. Operating expenses have grown rapidly 
mostly due to increased use of technology. Especially rents and leases, ADP­
expenses, and expenses on real estates increased considerab1y from 1985 to 
1990. ln general, it seems that input usage has been affected by technological 
advancement and the output structure has changed because of the new 
environment caused by deregu1ation. 

6.3.2 Total productivity growth 

Malmquist indices were calculated for the period from 1985 to 1990. 
Development from year to year was examined with successive reference 
technologies. ln addition, years 1985 and 1990 were compared directly. lnput 
vector consisted of the same variables as above with efficiency · ana1ysis 
(labour, operating expenses, machinery and equipment). From the output vector 
number of branches was left out and only loans (short and long term loans 
separate1y), deposits (cheque accounts and deposits by the public separate1y) 
and other eamings were used. Number of branches was excluded since the 
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variable is fairly stable in time and also because the role of branehes has 
changed after introduction of atm 's and home banking facilities. 

Technological progress shifts the constructed production frontier upwards 
and changes in input and output compositions alter the form of the frontier. As 
seen above, both input mix and output mix of the loeal banks changed 
dramatically during 1985-1990. This causes the frontiers of 1985 and 1990 to 
intersect and therefore Malmquist indices relative to 1985 technology give 
different results than indices relative to 1990 technology. Here the technology 
of 1985 is chosen as main reference, since it seems more reasonable to compare 
the present to the past than the other way around. 

Table 6.5 Total productivity indices of an average bank 

AlI banks Cooperative Savings 
banks banks 

Period (i--+j) Mj(i,j) ~(i,j) ~(i,j) Mj(i,j) 

1985-1986 1.013 0.957 1.009 1.023 
1986-1987 1.018 0.983 1.019 1.015 
1987-1988 1.056 1.000 1.050 1.069 
1988-1989 1.043 1.027 1.058 1.005 
1989-1990 1.046 1.020 1.039 1.064 
Cumulated 
index 1.188 0.985 1.187 1.188 
1985-1990 1.288 0.906 1.261 1.352 

Tab1e 6.5 shows the total productivity indices for the average bank. From 1985 
to 1990 productivity growth relative to 1985 technology was 29 % in an 
average local bank. For average cooperative bank total productivity growth was 
26 % and for average savings bank 35 %. Higher Malmquist index scores for 
savings banks must be at least partly due to faster credit expansion in savings 
banks than in cooperative banks. However, this analysis does not include any 
indicator of e.g. the quality of the granted loans, and thus the indices must be 
interpreted with some care. 

ln periods 1985-1986, 1986-1987 and 1985-1990 the two indices, Mj and 
M., give dissimilar results relative to different technologies. This is due to 
iniersection of the frontiers, which is caused by a change in input and output 
structures of the average bank. From 1987 to 1990 productivity growth seems 
to have been quite stable around 4-5 % per year. Index of savings banks varies 
more than index of cooperative banks. 

6.3.3 Frontier productivity growth and catching up indices 

Malmquist tota1 productivity index can be de~omposed into the effeet ~f 
frontier's shift i.e. technological progress and mto effect of the change m 
re1ative efficiency. Table 6.6 presents results for the frontier producti~ity 
growth and table 6.7 for the 'catching up' e.ff~ciency. W~en the whole pen~d 
from 1985 to 1990 is examined total produetlvlty growth m an average bank IS 
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found to be totaIly due to teehnoIogieal progress. Relative effieieney of all Ioeal 
banks was on average the same in 1985 and in 1990. However, some 
differenees ean be observed between eooperative and savings banks. 
Teehnologieal progress seems to have been faster in eooperative banks but their 
relative effieieney has slightly dropped. 1n savings banks, on the other hand, 
frontier produetivity growth is beIow the average of all IoeaI banks but the 
'eatehing up' index shows about 8 % inerease in reIative effieieney. It must 
onee again be noted that effieieney improvement in savings banks is probabIy 
to some extent eaused by fast eredit expansion, whieh Iater ereated huge eredit 
losses. 

Frontier produetivity indiees indieate that the period 1985-1986 seems to 
be a step baek in terms of teehnoIogy whiIe progress ean be observed from 
1987 onwards. Average ehanges in relative effieieney in either direetion, on the 
other hand, have been quite modest. The average eatehing up index of all Ioeal 
banks improved alittie in the first two years, dropped slightIy in 1988, and 
after that stayed stable. Effeet of fast eredit expansion on relative effieieney in 
savings banks gets some support when relative effieieney ehanges in 
eooperative and savings banks are eompared. During the period 1985-1987 the 
relative effieieney of eooperative banks inereased while that of savings banks 
deereased. On the eontrary, during the expansion years 1988-1990, the relative 
efficieney deereased in eooperative banks and inereased in savings banks. 

TabIe 6.6 Frontier productivity indices of an average bank 

Ali banks Cooperative Savings 
banks banks 

Period (i~j) FRj(i ,j) FRj(i,j) FRj(i,j) FRj(i ,j) 

1985-1986 0.989 0.935 0.998 0.%7 
1986-1987 1.000 0.%5 1.000 1.004 
1987-1988 1.077 1.019 1.082 1.067 
1988-1989 1.041 1.028 1.045 1.033 
1989-1990 1.053 1.026 1.065 1.025 
Cumulated 
index 1.169 0.969 1.200 1.097 
1985-1990 1.287 0.900 1.300 1.256 

Table 6.7 Relative efficiency changes in an average bank 

Period AlI banks Cooperative Savings banks 
banks 

1985-1986 1.027 1.013 1.062 
1986-1987 1.020 1.022 1.013 
1987-1988 0.981 0.971 1.004 
1988-1989 1.000 1.011 0.975 
1989-1990 0.995 0.977 1.039 
Cumulated index 1.023 0.994 1.094 
1985-1990 ' 1.003 0.972 1.080 
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The figures 6.13-6.15 show the produetivity growth pereentage of eaeh 
individual bank plotted against its total sum of loans during 1985-1990. 87 % 
of all Ioeal banks experieneed at least some produetivity growth (figure 6.13). 
Large banks seem to have inereased produetivity more than small banks. 
Almost all of the banks that show produetivity decline are smaller in size than 
the average bank. The same trend ean be noticed in figure 6.14 whieh presents 
frontier produetivity growth pereentages of individual banks. Teehnology 
regressed in only 6 % of the banks and most of them were small ones. The 
average reIative effieieney remained on same Ievel through 1985-1990 but 
some individual banks experieneed large fluetuations (figure 6.15). About half 
of the banks inereased and the other half deereased their relative effieieney. 
There, however, is no substantial differenee between small and large Ioeal 
banks. 

Figure 6.13 
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found to be totaIly due to teehnoIogieal progress. Relative effieieney of all Ioeal 
banks was on average the same in 1985 and in 1990. However, some 
differenees ean be observed between eooperative and savings banks. 
Teehnologieal progress seems to have been faster in eooperative banks but their 
relative effieieney has slightly dropped. 1n savings banks, on the other hand, 
frontier produetivity growth is beIow the average of all IoeaI banks but the 
'eatehing up' index shows about 8 % inerease in reIative effieieney. It must 
onee again be noted that effieieney improvement in savings banks is probabIy 
to some extent eaused by fast eredit expansion, whieh Iater ereated huge eredit 
losses. 

Frontier produetivity indiees indieate that the period 1985-1986 seems to 
be a step baek in terms of teehnoIogy whiIe progress ean be observed from 
1987 onwards. Average ehanges in relative effieieney in either direetion, on the 
other hand, have been quite modest. The average eatehing up index of all Ioeal 
banks improved alittie in the first two years, dropped slightIy in 1988, and 
after that stayed stable. Effeet of fast eredit expansion on relative effieieney in 
savings banks gets some support when relative effieieney ehanges in 
eooperative and savings banks are eompared. During the period 1985-1987 the 
relative effieieney of eooperative banks inereased while that of savings banks 
deereased. On the eontrary, during the expansion years 1988-1990, the relative 
efficieney deereased in eooperative banks and inereased in savings banks. 

TabIe 6.6 Frontier productivity indices of an average bank 

Ali banks Cooperative Savings 
banks banks 

Period (i~j) FRj(i ,j) FRj(i,j) FRj(i,j) FRj(i ,j) 

1985-1986 0.989 0.935 0.998 0.%7 
1986-1987 1.000 0.%5 1.000 1.004 
1987-1988 1.077 1.019 1.082 1.067 
1988-1989 1.041 1.028 1.045 1.033 
1989-1990 1.053 1.026 1.065 1.025 
Cumulated 
index 1.169 0.969 1.200 1.097 
1985-1990 1.287 0.900 1.300 1.256 

Table 6.7 Relative efficiency changes in an average bank 

Period AlI banks Cooperative Savings banks 
banks 

1985-1986 1.027 1.013 1.062 
1986-1987 1.020 1.022 1.013 
1987-1988 0.981 0.971 1.004 
1988-1989 1.000 1.011 0.975 
1989-1990 0.995 0.977 1.039 
Cumulated index 1.023 0.994 1.094 
1985-1990 ' 1.003 0.972 1.080 
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The figures 6.13-6.15 show the produetivity growth pereentage of eaeh 
individual bank plotted against its total sum of loans during 1985-1990. 87 % 
of all Ioeal banks experieneed at least some produetivity growth (figure 6.13). 
Large banks seem to have inereased produetivity more than small banks. 
Almost all of the banks that show produetivity decline are smaller in size than 
the average bank. The same trend ean be noticed in figure 6.14 whieh presents 
frontier produetivity growth pereentages of individual banks. Teehnology 
regressed in only 6 % of the banks and most of them were small ones. The 
average reIative effieieney remained on same Ievel through 1985-1990 but 
some individual banks experieneed large fluetuations (figure 6.15). About half 
of the banks inereased and the other half deereased their relative effieieney. 
There, however, is no substantial differenee between small and large Ioeal 
banks. 
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Some reasons for higher productivity growth rates in large banks are intuitive. 
It seems dear that large banks would adapt new technology faster and more 
easily than small banks and hence productivity growth would be greater. Also, 
in large banks the capacity of machinery and equipment can be utilised more 
efficiently. For example in ADP routines there probably exists some degree of 
economies of scale. In the case of very sma11 banks low productivity growth 
might be due to scale inefficiency which is caused by increasing retums to 
scale. Small banks may also have relatively more excess capital than large 
banks. Moreover, since the trend in input usage is towards automation and 
exploitation of machinery, it wouId feel that very small banks might have 
problems in keeping up with technoIogicaI progress that speeds productivity 
growth. 

Figure 6.15 
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According to figure 6.13 aImost a11 of the banks have been able to utilize 
technological progress at least to some extent. Instead, the change in relative 
efficiency effects haIf of the banks positiveIy and the other half negatively. In 
addition, the variation in the frontier productivity scores is smaller than in the 
catching up indices. Thus, it seems that technoIogicaI advancement is within a 
reach of most Iocal banks and that the total productivity growth in an individual 
bank is depending more on the deveIopment of the bank's relative efficiency. In 
fact, many of the banks with very 10w or very high total productivity growth 
score had experienced radical change in relative efficiency. The banks with 
greatest productivity deerease were relatively efficient in 1985 but inefficient in 
1990. Similarly, banks with fast productivity growth were relatively inefficient 
in 1985 and efficient in 1990. 
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6.3.4 Sensitivity of productivity scores 

The above Malmquist index results can be thought a priori to be more sensitive 
to measurement errors than the resuIts of the plain efficiency analysis of the 
section 6.2. The reason is mostIy that the data set compared have to be single 
cross-sections and thus the advantages of using a pooled data are not present. 
The robustness of the results for the period 1985-1990 was examined similarly 
as above i.e. by deleting the original frontier banks and then checking the rank 
correlation between the old and the new Malmquist indices. Table 6.8 shows 
the correlation outcome. 

Table 6.8 Sensitivity analysis of the Malmquist indices relative 
to 1985 technology 

Deleted Rank correIations Number 
banks of 

TotaI Catching up Frontier frontier 

productivity index productivity banks 

index index 

None 1 1 1 1985: 45 
1990: 32 

1985 frontier 0.91 0.86 0.82 1985: 46 
1990 frontier 0.92 0.88 0.71 1990: 67 

The rank correlations for tota1 productivity scores can generally be considered 
quite high. Even deleting totally either the origina1 frontier of 1985 or 1990 
results over 0.9 rank correlation. The average changes in the total productivity 
scores were rather low in the both cases of deleted frontiers, but the variation af 
changes was quite high. On the average total productivity increased about 0.06 
index units, but the largest growth was as high as 1.09 index units. The highest 
increases in total productivity index occurred in the banks that already 
origina11y had relatively high index vaIue. 

Because the two components of total Malmquist index respond differently 
to deletion of one of the frontiers, is obvious that some individual index scores 
may change radically. The catching up effects and frontiers technoIogy effects 
do not therefore correlate equally well as totaI productivity scores. Deleting 
1985 frontier banks increases relative weight of technological progress and 
deleting 1990 frontier banks raises relative efficiency change when the indices 
are measured reIative to 1985 technoIogy. 

. The rank correlation of the efficiency components is Iower than in the 
aImost comparabIe case of CRS-frontier in the section 6.2.5. The difference 
raises mostly because the catching up index is affected by movements of both 
reference frontiers. This has some influence since there are eIeven banks that 
Iay on both, 1985 and 1990, frontiers and therefare if one of the !rontiers is 
totally deIeted, the other one changes essentially. The rank correIa~l~ns of the 
plain efficiency scores Ell and E22 were 0.92 and 0.94 ~h.en onglllaI 19~5 
frontier was deIeted and 0.94 and 0.95 respectiveIy when onglllaI 1990 frontler 
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Some reasons for higher productivity growth rates in large banks are intuitive. 
It seems dear that large banks would adapt new technology faster and more 
easily than small banks and hence productivity growth would be greater. Also, 
in large banks the capacity of machinery and equipment can be utilised more 
efficiently. For example in ADP routines there probably exists some degree of 
economies of scale. In the case of very sma11 banks low productivity growth 
might be due to scale inefficiency which is caused by increasing retums to 
scale. Small banks may also have relatively more excess capital than large 
banks. Moreover, since the trend in input usage is towards automation and 
exploitation of machinery, it wouId feel that very small banks might have 
problems in keeping up with technoIogicaI progress that speeds productivity 
growth. 
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According to figure 6.13 aImost a11 of the banks have been able to utilize 
technological progress at least to some extent. Instead, the change in relative 
efficiency effects haIf of the banks positiveIy and the other half negatively. In 
addition, the variation in the frontier productivity scores is smaller than in the 
catching up indices. Thus, it seems that technoIogicaI advancement is within a 
reach of most Iocal banks and that the total productivity growth in an individual 
bank is depending more on the deveIopment of the bank's relative efficiency. In 
fact, many of the banks with very 10w or very high total productivity growth 
score had experienced radical change in relative efficiency. The banks with 
greatest productivity deerease were relatively efficient in 1985 but inefficient in 
1990. Similarly, banks with fast productivity growth were relatively inefficient 
in 1985 and efficient in 1990. 
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6.3.4 Sensitivity of productivity scores 

The above Malmquist index results can be thought a priori to be more sensitive 
to measurement errors than the resuIts of the plain efficiency analysis of the 
section 6.2. The reason is mostIy that the data set compared have to be single 
cross-sections and thus the advantages of using a pooled data are not present. 
The robustness of the results for the period 1985-1990 was examined similarly 
as above i.e. by deleting the original frontier banks and then checking the rank 
correlation between the old and the new Malmquist indices. Table 6.8 shows 
the correlation outcome. 

Table 6.8 Sensitivity analysis of the Malmquist indices relative 
to 1985 technology 

Deleted Rank correIations Number 
banks of 

TotaI Catching up Frontier frontier 

productivity index productivity banks 

index index 

None 1 1 1 1985: 45 
1990: 32 

1985 frontier 0.91 0.86 0.82 1985: 46 
1990 frontier 0.92 0.88 0.71 1990: 67 

The rank correlations for tota1 productivity scores can generally be considered 
quite high. Even deleting totally either the origina1 frontier of 1985 or 1990 
results over 0.9 rank correlation. The average changes in the total productivity 
scores were rather low in the both cases of deleted frontiers, but the variation af 
changes was quite high. On the average total productivity increased about 0.06 
index units, but the largest growth was as high as 1.09 index units. The highest 
increases in total productivity index occurred in the banks that already 
origina11y had relatively high index vaIue. 

Because the two components of total Malmquist index respond differently 
to deletion of one of the frontiers, is obvious that some individual index scores 
may change radically. The catching up effects and frontiers technoIogy effects 
do not therefore correlate equally well as totaI productivity scores. Deleting 
1985 frontier banks increases relative weight of technological progress and 
deleting 1990 frontier banks raises relative efficiency change when the indices 
are measured reIative to 1985 technoIogy. 

. The rank correlation of the efficiency components is Iower than in the 
aImost comparabIe case of CRS-frontier in the section 6.2.5. The difference 
raises mostly because the catching up index is affected by movements of both 
reference frontiers. This has some influence since there are eIeven banks that 
Iay on both, 1985 and 1990, frontiers and therefare if one of the !rontiers is 
totally deIeted, the other one changes essentially. The rank correIa~l~ns of the 
plain efficiency scores Ell and E22 were 0.92 and 0.94 ~h.en onglllaI 19~5 
frontier was deIeted and 0.94 and 0.95 respectiveIy when onglllaI 1990 frontler 
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was deIeted. The individual CRS-frontiers ean thus be eonsidered quite stable 
reIative to random errors. 

The ealcuIated MaImquist totaI produetivity seores for the whole period 
1985-1990 were found to slightly correlate with the share of loan Iosses in 
1991 relative outstanding loans in that period. l1 This means that the estimated 
productivity growth rates might be somewhat biased beeause of expansion of 
poorly evaluated loans. The problem eoneems especially large 10eaI banks that 
grew very fast during the Iast years of 1980's. The Malmquist indices were 
recalculated for the period 1985-1990 so that experieneed loan losses of 1991 
were subtracted from the loans of 1990. Average levels of new results were 
similar to previous ones. The Iargest ehanges oeeurred at the largest banks so 
that the trends in the figures 6.13 and 6.14 moderately flattened. Therefore, the 
aetual produetivity growth differenees between the smallest and the largest 
c1asses of loeal banks are not neeessarily as large as the seetion 6.3.3 suggests 
and the results must be viewed critically. 

6.3.5 Effects of mergers on productivity 

Data used in the produetivity analysis consisted of 471 real observations and 38 
constructed merger observations. Table 6.9 shows the average productivity 
indices of the real and constructed banks. 

Table 6.9 Malmquist indices of the real and constructed 
observations in period 1985-1990 relative to 1985 
technology 

Total Catching Frontier 
prod uctivi ty up productivity 

AlI observations 1.288 1.003 1.287 

Original banks: 1.282 0.999 1.284 
Cooperative banks 1.257 0.972 1.295 
Savings banks 1.352 1.079 1.256 

Merged banks: 1.365 1.051 1.310 
Cooperative banks 1.401 0.%4 1.463 
Savings banks 1.353 1.082 1.255 

The results generally indieate that productivity growth would have been faster 
in merger banks than in non-merger banks. Especially striking the difference is 
in cooperative banks, where the average productivity growth of the merger 
banks was 40 % from 1985 to 1990. This was all due to technologicaI progress 
component. Similar trend cannot be observed in savings banks, where the index 
values of real and constructed banks are analogous. These rough averages thus 
suggest that mergers in cooperative banks" would have been more successful 
than the merger in savings banks. 

11 Correlation was 0.156, which is significant at the 5 % level but not at the 0.1 % level. 
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7 Conclusions 

This study is coneerned with measuring and explaining produeer performanee in 
Finn.ish Iocal banking . . PriI?ary interest is in the produetion of retail banking 
servlees: Pe~o~manee IS vlewed as a funetion of the state of teehnology and 
economlC effleleney. The former defines a frontier relation between inputs and 
outputs and the latter incorporates waste and misalloeation relative to this 
frontier. Improvements in bank performanee can oeeur through innovation in 
teehnology and through inerease in effieieney. 

The main result of the effieieney analysis is that teehnieal ineffieieneies 
dominate seale ineffieieneies in Finnish local banking. Average level of 
teehnieal inefficiency during 1985-1990 was little less than 16 %. Average 
level of scale ineffieieney on its half was only about 7 %. Distributions of 
technical inefficieneies were similar for eooperative and savings banks, but 
savings banks were found to be slightly more seale ineffieient. However, fast 
credit expansion in the last years of 1980's that later ereated huge loan losses 
may bias efficiency evaluation especially in ease of savings banks. Therefore, 
savings banks' efficiency seores must be viewed eritieally. 

Sinee it is possible that best praetiee banks are eontinuously about 20 % 
more eost efficient than an average bank, it appears that banks are either 
producing serviees with very different quality or there is not much eompetitive 
pressure to control eosts. The latter seems more plausible eonsidering the 
situation of the Ioeal banking market in the Iate 1980's. The large and persistent 
cost efficiency differenees between banks of similar size and produet mix 
suggest that greater eompetition within the banking industry would be 
beneficial. 

Data indicates that the way we ehoose to measure bank produetion 
influenees espeeially the effieieney rankings between individuaI banks. The 
level of measured inefficieney depends sOmewhat of the level of aggregation 
and number of used variables. However, relation between teehnicaI and seale 
inefficiencies are similar in all variable specifications and average results of the 
efficiency analysis are robust to model speeifieation errors and to effeet of 
rand om errors. 

There are potentiaI produetive effieieney gains to be aehieved in Finnish 
loeal banking by improving the IeveI of teehnieaI effieieney. Over 60 % of 
loans were produced in banks that were teehnically inefficient. Teehnieal 
inefficiency does not appear to be closely related to bank size. Potential benefits 
of scaIe efficiency improvements in the IoeaI banking seetor are much smaller. 
Scale inefficieney was found mostly to be due to deereasing retums to seale. 
Furthermore, large banks were more likely to be seaIe inefficient than small 
banks and thus optimaI size for a IoeaI bank appears to be quite smal!. 
However, large IoeaI banks are probably more involved in e.g. money market 
activities, whieh requires input usage that is ineluded in the input veetors of this 
study but the output of these kind of aetivities is not neeessarily fully 

represented. 
Overall effieiency scores were on average lower in merged banks than in 

non-merged banks. Thus, the most important motivational faetor leading to 
mergers in the 1980's was probably not eost reduetion. Ineffieieney of the 
merg~d banks was mostly due to seale inefficieney sinee at least one party of a 
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was deIeted. The individual CRS-frontiers ean thus be eonsidered quite stable 
reIative to random errors. 

The ealcuIated MaImquist totaI produetivity seores for the whole period 
1985-1990 were found to slightly correlate with the share of loan Iosses in 
1991 relative outstanding loans in that period. l1 This means that the estimated 
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grew very fast during the Iast years of 1980's. The Malmquist indices were 
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were subtracted from the loans of 1990. Average levels of new results were 
similar to previous ones. The Iargest ehanges oeeurred at the largest banks so 
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Merged banks: 1.365 1.051 1.310 
Cooperative banks 1.401 0.%4 1.463 
Savings banks 1.353 1.082 1.255 

The results generally indieate that productivity growth would have been faster 
in merger banks than in non-merger banks. Especially striking the difference is 
in cooperative banks, where the average productivity growth of the merger 
banks was 40 % from 1985 to 1990. This was all due to technologicaI progress 
component. Similar trend cannot be observed in savings banks, where the index 
values of real and constructed banks are analogous. These rough averages thus 
suggest that mergers in cooperative banks" would have been more successful 
than the merger in savings banks. 

11 Correlation was 0.156, which is significant at the 5 % level but not at the 0.1 % level. 
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merger was usua11y a large bank. On average merged cooperative banks were 
found more efficient than merged savings banks. 

The main result of the productivity analysis was that average productivity 
growth was found to be totally due to technological progress rather than 
improvements in relative efficiency. Almost a11 banks were able to achieve 
some technological progress. Even though relative efficiency changes were on 
average c10se to zero, the banks that had largest changes in total productivity 
were those that had very large changes in relative efficiency. This suggests that 
the most important faetor influencing individual bank's total productivity 
growth is efficiency. Measured average total productivity growth rates in the 
late 1980's varied from 1 % to 5 % annually. Productivity growth was found to 
be on average faster in merged banks than in non-merged banks. However, 
production of bad loans may bias Malmquist indices to show too high 
productivity growth especialIy in large merger banks. 
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Appendix 1 

A numerical example of linear programming problem 

The first step in solving a linear programming problem is to add slack variables 
in order to eliminate inequalities. The BCC-model can then be written in the 
following form: 

Mine,A,s,e Zo = 8 - c(s + e) 

s.t. y/... - s = Yo 
8Xo - XA - e == 0 
~/... = 1 
A,s,e ~ 0 

where 8 is efficiency score, c is non-Archimidean, sand e are the slack 
variables, /... is the weight vector, Y is output vector, X is input vector and Iv is 
a unit vector. 

Example data: DMU X Y 

1 2 2 
2 3 5 
3 6 7 
4 5 3 
5 4 1 

The linear problem then e.g. for DMU 4 is 

s.t. 

MinSAse 8 - c(s + e) , , , 

2/...1 + 5~ + 7~ + 3/...4 + /...5 - S == 3 
85 - 2/...1 - 3~ - 6/...3 - 5"'4 - 4"'5 - e == 0 
A1 + /...2 + ~ + /...4 + "'5 == 1 

This problem is solved in two stages, first e and then the slack variables. There 
are three independent constraints with five weight variables, two slack variables 

. and the efficiency score. A basic feasible solution is a vector of ",'s such that 
any three of them are set equal to 0 and the remaining to are non-negative and 
satisfy the above constraints. The problem is then solved by iterating through 
different combinations of ",'s and the solution that leads to minimum 8 is 
optimal. The slack variables are then solved with the optimal /...'s and the 8. The 
problem of the CCR-model is similar as above except that the last constraint is 
omitted. The solution is iterated analogously. 
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The results for example data are: Appendix 2 

BCC CCR 
Data for an average savings and cooperative bank 

DMU e* s e '" e* s e 
'" 1 1 0 0 ",1 = 1 3/5 0 0 "'2 = 0.4 

Data for the average IoeaI bank 1985-1990 (in 1985 prices): 

2 1 0 0 "'2 = 1 1 0 0 "'2 = 1 1985 1986 1987 1988 1989 1990 
Number of personeI 35 36 38 40 44 42 3 1 0 0 "'3 = 1 7/10 0 0 "'2 = 1.4 Operating expenses 3415 4050 5012 6340 7548 8083 
Maehinery and equipment 694 825 978 1100 1474 1470 4 7/15 0 0 "'1 = 2/3 9/25 0 0 "'2 = 0.6 Short term Ioans 10891 11090 11529 13726 17792 18488 "'2 = 1/3 Long term Ioans 105763 118935 139415 179600 209729 220919 
Cheque accounts 9738 9921 11229 14287 17893 21333 5 1/2 1 0 "'1 = 1 3/20 0 0 "'2 = 0.2 Deposits by the publie 112720 123269 136157 163552 177607 178859 
Other earnings 2467 2964 3582 6432 4972 5486 
Number of deposits 13062 13455 13982 15125 15721 14736 

Graphically the constructed frontiers look like: Number of Ioans 3285 3435 4040 4802 5072 4882 
Number of branehes 4.1 4.2 4.2 4.4 4.7 4.5 

BCC-model: 
Data for the average cooperative bank 1985-1990 (in 1985 prices) : 

1985 1986 1987 1988 1989 1990 y 

Number of personeI 26 27 28 28 29 29 
VRS-frontier 

DMU 3 Operating expenses 2597 3013 3666 4497 4994 5357 
Maehinery and equipment 344 405 491 526 705 812 
Short term Ioans 8892 8814 8772 9660 12344 12950 
Long term Ioans 87826 96646 110355 134725 142462 146326 
Cheque accounts 7281 7390 8261 10226 13611 16861 . .. ... ..... • DMU 4 
Deposits by the publie 86913 93811 101919 117784 121171 123555 
Other earnings 1717 2055 2339 3057 3194 3208 

: . ....... • DMU 5 Number of deposits 9951 10121 10282 10742 10345 9661 x Number of Ioans 2417 2487 2956 3215 3285 3359 

CCR-model: 
Number of branehes 3.3 3.3 3.3 3.3 3.3 3.2 

Data for the average savings bank 1985-1990 (in 1985 prices): 
y CRS-frontier 

1985 1986 1987 1988 1989 1990 
...... • DMU 3 Number of personeI 47 50 54 61 73 74 

Operating expenses 4608 5643 7172 9545 12726 14606 
Maehinery and equipment 1203 1471 1758 2097 3033 3044 
Short term Ioans 13803 14584 15952 20797 28841 31743 
Long term Ioans 131892 153155 186037 257653 346151 399447 

. ... .... ... .....• DMU 4 
Cheque aceounts 13318 13808 15991 21352 26577 32038 

.. .. . DMU 1 Deposits by the publie 150314 1684% 191086 243159 292062 311221 
...... .... . .... ... . DMU 5 Other earnings 3560 4360 5577 12302 8581 10938 

x Number of deposits 17592 18574 19919 22749 26623 26883 
Number of loans 4551 4890 5780 7561 8698 8527 
Number of branehes 5.2 5.5 5.8 6.2 7.3 7.6 

The nature of DMU's scale properties can be revealed by studying the sum of 
1985 1986 1987 1988 1989 1990 ",'s m CCR-model (see section 4.2). Unit 2 IS the only scale efficient 

1.0000 1.0454 1.1010 1.1774 1.2578 1.3227 GDP-deflator: observation, since the sum of ",'s is equal to one ('Az = 1). Units 1, 4, 5 
'Maehinery' deflator 1.0000 1.0290 1.0603 1.0922 1.1400 1.1839 

experience increasing returns to scale, since their sum of ",'s is below one. Unit 
(priees of maehinery and equipment) 

1.1373 1.2480 1.3239 3 experiences decreasing returns to scale ('Az = 1.4). 'Other costs' deflator 1.0000 1.0290 1.0817 
(prices of materials) 
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Appendix 3 

Frequency distributions of technical and scale efficiency 
estimates for savings and cooperative banks 
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