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SUBVECTOR INFERENCE IN PI MODELS WITH MANY
MOMENT INEQUALITIES

By A. BELLONI, F. BUGNI AND V. CHERNOZHUKOV

This paper considers inference for a function of a parameter vec-
tor in a partially identified model with many moment inequalities.
This framework allows the number of moment conditions to grow
with the sample size, possibly at exponential rates. Our main mo-
tivating application is subvector inference, i.e., inference on a sin-
gle component of the partially identified parameter vector associated
with a treatment effect or a policy variable of interest.

Our inference method compares a MinMaz test statistic (minimum
over parameters satisfying Ho and maximum over moment inequali-
ties) against critical values that are based on bootstrap approxima-
tions or analytical bounds. We show that this method controls asymp-
totic size uniformly over a large class of data generating processes
despite the partially identified many moment inequality setting. The
finite sample analysis allows us to obtain explicit rates of conver-
gence on the size control. Our results are based on combining non-
asymptotic approximations and new high-dimensional central limit
theorems for the MinMax of the components of random matrices,
which may be of independent interest. Unlike the previous literature
on functional inference in partially identified models, our results do
not rely on weak convergence results based on Donsker’s class as-
sumptions and, in fact, our test statistic may not even converge in
distribution. Our bootstrap approximation requires the choice of a
tuning parameter sequence that can avoid the excessive concentra-
tion of our test statistic. To this end, we propose an asymptotically
valid data-driven method to select this tuning parameter sequence.
This method generalizes the selection of tuning parameter sequences
to problems outside the Donsker’s class assumptions and may also
be of independent interest. Our procedures based on self-normalized
moderate deviation bounds are relatively more conservative but eas-
ier to implement.

1. Introduction. This paper contributes to the growing literature on
inference in partially identified econometric models defined by a large num-
ber of moment inequalities. As discussed by Tamer [52], Canay and Shaikh

*First Version: February 20, 2017; Current Version: July 2, 2018. We thank com-
ments and suggestions from the participants of the 2017 Triangle Econometric Confer-
ence, MMS2017, Spring School on Structured Inference in Spreewald, and Econometric
Seminars at Yale University, Université de Montréal, and Vanderbilt University. Of course,

any and all errors are our own. The research of the second author was supported by NSF
Grant SES-1729280.
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[23], and Ho and Rosen [41], partially identified moment inequality models
arise naturally in a large variety of economic problems and have been in-
creasingly used in the empirical literature. As argued in Chernozhukov et al.
[25], the number of moment inequalities implied by many econometric ap-
plications is frequently very large relative to the sample size. Examples of
this include Bajari et al. [13], Ciliberto and Tamer [36], Pakes and Porter
[46], Beresteanu et al. [17], Galichon and Henry [40], Chesher et al. [34], and
Chesher and Rosen [33].

There is a substantial literature on inference of the entire parameter vector
in a partially identified moment inequality model. An earlier strand of this
literature considered partially identified models defined by a finite number of
unconditional moment inequalities' and conditional moment inequalities?.
More recently, Chernozhukov et al. [25] study the problem of the entire pa-
rameter vector in partially identified models with many moment inequalities.
According to this asymptotic framework, the number of moment inequali-
ties is allowed to grow with the sample size, possibly at exponential rates.
Furthermore, the moment inequalities in this framework are allowed to be
unstructured, in the sense that no restrictions are imposed on their corre-
lation structure.®> As Chernozhukov et al. [25] explain, the many moment
inequalities framework substantially expands the scope of applications by
allowing the number of unstructured moment inequalities to be much larger
than the sample size.

The main contribution of this paper is to propose inference for a function
of a parameter vector in a partially identified models with many moment
inequalities. Our main motivating application is subvector inference, i.e., in-
ference on a single component of the partially identified parameter vector
that is associated with a treatment effect or a policy variable of interest. Our
inference method is based on the MinMazx test statistic, where the minimum
is computed over the parameter values that satisfy the null hypothesis (i.e.
profiling) and the maximum is computed over an index of the moment in-
equalities. We propose comparing the MinMax test statistic against critical

!See Chernozhukov et al. [24], Andrews et al. [8], Romano and Shaikh [49], Rosen
[51], Andrews and Guggenberger [2], Andrews and Soares [7], Canay [22], Bugni [18, 19],
Andrews and Jia-Barwick [3], Romano et al. [50], Menzel [45], Bugni et al. [20], and Pakes
et al. [47], among many others.

2See Kim [43], Ponomareva [48], Andrews and Shi [6], Chernozhukov et al. [26], Lee
et al. [44], Andrews and Shi [4], Armstrong [9, 10], Armstrong and Chan [12], Chetverikov
[35], and Armstrong [11], among many others.

3This feature distinguishes their framework from a model with conditional moment
inequalities. While conditional moment conditions can generate an uncountable set of
unconditional moment inequalities, their covariance structure is restricted by the condi-
tioning structure.



CONFIDENCE REGIONS PARTIALLY IDENTIFIED 3

values that can be based on bootstrap approximations or analytical bounds.
We show that the resulting inference method with either of these critical val-
ues controls asymptotic size uniformly over a large class of data generating
processes.

There is a recent literature on the problem of inference for a function of a
partially identified parameter in a moment inequality model. This literature
focuses on moment inequality models with finitely many moment conditions,
which can be restrictive in certain applications. We now summarize this liter-
ature. Andrews and Guggenberger [2] and Andrews and Soares [7] propose
conducting projection-based inference, i.e., intersecting the confidence set
for the entire parameter space with the subset of the parameter space that
satisfies the null hypothesis. Bugni et al. [21] show that projection-based
inference can result in power losses relative to profiling-based methods. Ro-
mano and Shaikh [49] consider profiling-based inference with critical values
constructed using subsampling. In turn, Bugni et al. [21] and Kaido et al.
[42] consider profiling-based methods with critical values constructed using
the bootstrap. Gafarov [39] considers subvector inference in affine moment
inequality models. As already mentioned, these references restrict attention
to partially identified models with a finite number of moment conditions.
This restriction becomes essential in proving the asymptotic validity of the
proposed inference. For example, it implies that profiling-based test statis-
tics, such as the MinMax statistic, converge in distribution to a function of
a Gaussian process. In contrast, these statistics may not even converge in
distribution in the many moment inequality setting considered in this paper.

More recently, Chernozhukov et al. [32] consider inference for subvector
on partially identified conditional moment restriction models with a condi-
tioning covariate of restricted dimension. This restriction imposes enough
structure on the problem to allow them to use Koltichinskii’s Hungarian
couplings and approximate the relevant empirical processes by the corre-
sponding Gaussian processes. By contrast, our approach is designed to be
valid in a framework with many moment inequalities that does not impose
the structure produced by having a small number continuous conditional
moment inequalities, enabling a much broader set of applications.

Our inference method compares the MinMax test statistic with critical
values based on bootstrap approximations or analytical bounds. Both meth-
ods have their relative merits. The first set of main results pertains to boot-
strap approximations that exploit correlation structures to increase power.
These procedures were inspired by the ideas in Bugni et al. [21] which consid-
ered a finite number of inequalities but for a broader class of test statistics.
By considering many moment inequalities to cover a wide range of appli-
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cations, we develop new theoretical arguments to establish the validity of
our bootstrap procedures. In particular, non-asymptotic bounds and new
high-dimensional central limit theorems for the MinMax statistics were de-
veloped.* Our second set of main results is on the construction of analytical
bounds based on self-normalized moderate deviation theory which are com-
putationally easier but do not exploit the underlying correlation structure.
We build upon arguments in Chernozhukov et al. [25] which considered the
vector inference problem but also allowed for many moment inequalities.

As it is usual in this literature, our bootstrap approximation requires a
threshold sequence (k)5 ; that determines whether each moment inequal-
ity is considered to be sufficiently close to binding or not. In models with
finitely many moment inequalities, the threshold sequence is required to sat-
isfy Kk, — oo and k,/y/n — 0. We show that the many moment inequality
setting imposes additional requirements on the threshold sequence. In order
to facilitate this choice for practitioners, we propose a data-driven method
to select this threshold sequence in an asymptotically valid way.

In deriving our primary results, we also obtain several auxiliary findings
that might be of independent interest. First, we derive a new non-asymptotic
coupling result for the MinMax of an empirical process (see Theorem 10).
A key ingredient to obtain such coupling is a novel use of a smooth ap-
proximation of the MinMax functional. Second, the data-driven procedure
proposed to estimate the anti-concentration of the MinMax statistic seems
to be widely applicable to other contexts, as it allows one to bypass the
need to development of anti-concentration bounds that are only available to
a limited class of statistics, such as the Max statistic. Both results are new
and could be of independent interest beyond our contribution.

The paper is organized as follows. Section 2 formally describes the setting
and problem. We provide an overview of some of our main results in Sec-
tion 3 where we discuss insights and key issues. Section 4 derives our main
theoretical results for different procedures. We discuss in detail the anti-
concentration properties associated with the MinMax statistics in Section
5. Section 6 provides new coupling results for the MinMax of non-centered
empirical processes and for the sum of independent random matrices which
are of independent interest.

2. Setup and Test Statistics. Let (S,S) be a measurable space, and
let (W;)?_, denote an i.i.d. sequence of random variables taking values on
(S,8) with common distribution P € P, and let # € © C R% denote the

4This is in sharp contrast to Bugni et al. [21], who use Donsker’s functional central
limit theorem to derive a limiting distribution.
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parameter of the model. The econometric model predicts that true parame-
ter value, 0* € O, satisfies the following collection of p; moment inequalities
and pp moment equalities:

Elmy;(W,0)] < 0forj=1,....pr,

@1) Elmg (W,0)] = 0forj=1,...,ps,

If we let m;(W,0) = my;(W,0) for j = 1,...,pr and my,4;(W,0) =
mgj(W,0) for j = 1,...,pg, and my,4p,+;(W,0) = —mpg ;(W,0) for j =
1,...,pE, (2.1) can be equivalently re-expressed as moment inequality model
with p = pr + 2pr moment inequalities:

(2.2) E[m;(W,6)] < 0forjep]={1,...,p},

We allow the econometric model to be partially identified, i.e., the moment
inequalities in (2.2) do not necessarily restrict 8* to a single value, but rather
constrain it the identified set, given by:

(2.3) O = {# €6 : Em;(W,0)] <0forjep }.

We are implicitly allowing the distribution P of the data to change with
the sample size. In particular, the dimensionality of ©, denoted by dy, and
the number of moment inequalities p to depend on n. In particular, we are
primarily interested in the case in which p = p, — oo, but the subscripts
are omitted to keep the notation simple. In particular, p can be much larger
than the sample size n.

Let h : © — R% be a known function, let h[©] denote the image of h,
and let h € h[O] be an arbitrary parameter value. Our goal is to conduct
the following hypothesis test:

(2.4) Ho:h(0*)=h vs. Hy:h(0*) #h.

The main application of our test is the subvector inference problem, i.e.,
testing whether a subset of the partially identified parameter vector is equal
to a particular value or not. For example, we could test whether, say, the
s’th coordinate of 6%, 0, is equal to a particular value h € R or not, i.e.,

(2.5) Ho:0f=h vs. Hy:0%+#h.

(2.5) is a particular example of (2.4) with h(f) = 6.
To test (2.4), we propose the “MinMax” test statistic, defined as follows:

2.6 T.(h) = inf T6.i /56,7,
(2.6) (h) oo, A Vnimg j /60,
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where ©(h) is the “null set” associated to (2.4), given by:
o) = h'[{h}]={0cO : h®)=h}

and
I I o _ 1 = 12
myg = =D mi(Wi0), GG, =~ {m(Wi,0) —m ).
i=1 i-1

Finally, if 69 ; = 0 in (2.6), we define myg_j/Gq ; = 0o X sign(mg,;).

Given the test statistic in (2.6) and nominal size a € (0, 1), our goal is to
present critical values ¢, (h, ) that can be associated with 7T},(h) to produce
asymptotically valid inference for (2.4). Specifically, we propose to reject Hy
in (2.4) if and only if

(2.7) To(h) > en(h, ).

By exploiting the duality between hypothesis tests and confidence sets, we
construct a confidence set for h(6*) by collecting all parameter values h for
which we do not reject, i.e.,

(2.8) Cn(1—a) = {hehlO] : Ty(h) <cp(h,a)l}.

Our formal results will have the following structure. Under Hy, we show
that

(2.9) P (Tn(l_z) > cn(l_z,oz)) < a+Cn™°¢

where ¢ and C are constants that depend only on other constants of the
problem (i.e. they do not depend on h, P, or n). As a corollary of this, the
convergence in (2.9) occurs uniformly over a suitable class of probability
distributions.

The main contribution of this paper is to propose methods to approximate
the critical value ¢, (h, ) that satisfies (2.9) in the many inequalities setting.
To this end, we develop an approximation to the asymptotic distribution of

the MinMax test statistic T,,(h) based on suitably constructed bootstrap
procedures and based on self-normalized moderate deviation theory.

REMARK 1 (Many Conditional moment inequalities). The analysis de-
veloped here can be applied to models defined by many conditional moment
inequalities/equalities where the number of moment restrictions can be un-
bounded, see e.g. Chernozhukov et al. [26] and Andrews and Shi [5]. For-
mally, we have

@12{9661 Em.(W,0) | X] <0, 7€T, }

E[m,(W,0) | X]=0, €&
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where L is a set of indices for the moment inequalities and £ for the moment
equalities. As we show below, the results developed here are directly applicable
to these models as well. We first reexpress the conditional moment conditions
into equivalent unconditional ones via instrumental functions g € G, given
by
_ . E[m-(W,0)9(X)] <0, 7 €T,
o= ({700 B —o. ree |
g€g

3. Overview of Main Results. In this section we provide a simplified
discussion of the issues and proposed methods to construct critical values
that are asymptotically valid in the sense of (2.9). This section intends to
motivate the key issues we face and more general results and other proce-
dures are discussed in Section 4.

An important feature of the MinMax statistic (2.6) is that it is a functional
of non-centered sums. Therefore it is convenient to highlight the centering
and rewrite the MinMax statistic as

Tn(h) = eeigfh) max {t9,; + vnE[m; (W,0)]/6¢},

where 79 ; is the centered empirical process indexed by § € © and j € [p],
i.e.,

{)07]. = n_1/2 Z{mj(Wi, 9) - E[mj (VV’ 9)]}/697j‘
i=1

There are two main insights in the derivation of critical values for the Min-
Max statistics. Under Ho, Ty, (h) < max;ep,) v/nim;(0*)/6g+ j < maxjep,) dp- ;.
However, also under Hy, h(6*) is known and yet the parameter vector 8* may
not be known. Therefore, in addition to considering which inequalities can be
binding, it is important to consider which values of the parameter 6 are can-
didates to be 6* based on the moment inequalities and h(6*) = h. Note how-
ever that these two “selection” problems have very different consequences in
the analysis of the size of the test. That is, overselecting inequalities leads
to potentially conservative but valid asymptotic size control, while over se-
lecting values of 8, because of the minimum, can lead to a procedure that
fails to control asymptotic size. In particular, using a critical value based
on bootstrapping Mingeg ) Maxe(p] U9, will fail to control asymptotic size

even if p = 2 for simple data generating processes.’

5See Example 3 in the Appendix. For the minimum of the sum of violations similar
issues have been shown in Bugni et al. [21].



We begin with a bootstrap-based procedure for the construction of a
critical value. Consider the critical value ¢, (h,«) based on the penalized
bootstrap procedure

(3.1) cn(h, @) = conditional (1 — «)-quantile of R given (W;)",

where the random variable R}, conditional on the data, is defined as

1 & (Wi, 0) — g ; T
(3.2) R = inf max —Zgim]( o )~ o, +/<;;1 %
oeo(h) jelpl VN = Go.j 0o,

zero-mean Gaussian process centering

where Ky is a tuning parameter, and (g;)I; are ii.d. standard Gaussian
random variables. It has been noted in the literature that the centering
term cannot be consistently estimated in a uniformly fashion. Therefore the
use of k, = 1 would not make (3.1) a valid choice. In (3.1) we set &, to
dominate the effective noise in the centering, namely

Wy, > sup max |\/ﬁ6(;;{m0,j — E[m;(W,0)]}|
9co(h) J€lp]

with high probability. With that in mind we keep k, as small as possible
not to remove the true centering /né, ;E[m](VV, 0)] completely (because
the minimum over 6 would lead to a too small critical value). We note that
because of the many inequalities setting, we typically have @, — co. °
Moreover, the approximation errors of the new coupling results should
not affect the size. Letting §,, denote such coupling approximation error, we

have that

P(T,,(h) > cu(h,a)) < P(R: > cp(h,a) — 6,) +Cn~°
<a+P(|R: —cu(h, )| < 6,) +Cn~C.

The validity of the bootstrap approximation is guaranteed by P(|R} —
cn(h,@)] < 6,) — 0. In other words, the distribution of R}, should not
concentrate too much mass around ¢, (h, a) as n diverges. It is not hard to
show that this concentration is bounded by d, multiplied by the maximum
value of the density function of R} . In moment inequality models with fixed
number of moment conditions, this does not pose any problems as the limit
of the corresponding density function is typically bounded. However, in mo-
ment inequality models with many moment inequalities, these statistics can

5Tt follows we will be able to approximate @ via a separate bootstrap procedure pro-
viding a data driven way to compute w that is theoretically valid.
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have very different behavior. For example, Chernozhukov et al. [25] show
that the distribution of the Maximum statistic can concentrate but not too
fast. Indeed it is shown that maximum density of the Maximum statistic is
bounded by a logarithmic factor of the number of moment conditions p. In
this paper, we are interested in the concentration properties associated to
the MinMax statistic. Based on the previous derivation, we define uncondi-
tional and conditional anti-concentration parameters associated with R}, as
follows:

(3.3) A, = sup EP(\R; —cp(h, Q)| < e).
€0, €
1 _
(3.4) An(W) = sup =P[Ry, = enlh, @] < €| (Wi)iza)-

Importantly, the anti-concentration property that is needed pertains to the
bootstrap-based statistic R, and not the original statistics T},(h). Because
of this feature, we can investigate A,, via bootstrap of the quantity .A,, (W)
conditionally on the data. This approximation is described in detail in Sec-
tion 5.

The corollary below shows that the choice of critical value (3.1) effectively
controls the size, in the sense of (2.9), uniformly over a set of data generat-
ing processes. The conditions are simple to allow easier interpretability but
allows for the many inequality setting with potentially p > n. (Our results

hold much more generally as stated in Theorems 1 and 2.)

COROLLARY 1. Assume that (i) m; and its componentwise derivatives
are uniformly bounded by C1,” (ii) ©(h) is convex and uniformly bounded in
loo-norm,® (iii) inf ;) geo(n) Var(m;(W,0)) = ¢ and (iv) that a polynomi-
ally minorant condition holds with ¥, > c¢1 and § > ¢1.? Also assume that
Kn satisfies

A7 dgy\ 1/6 1/2 do - —co
(3.5) <log (pn 0)) +/€nd9 log(pn®) %<C2n '

where Wy, is the (1 —n~?)-quantile of the effective noise. Then, under Hy,
P(T,,(h) > cp(h,)) < a+ Cn™°,

where ¢ and C are constants that depend only on c1,C4, co, Cs.

"|om;(W,0)/00x| < C1 and |m; (W, 0)| < Cy for all W, j € [p] and 6 € O(h).
*suppeom) 0]l < Ci.

%for any 0 € ©(h) \ O1, maxE [m; (W,0)] Jos, ; > O, min{s,  inf |6 —0|}.
J€[p] 6co(h)NO;
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Corollary 1 provides low-level conditions that apply to many cases of prac-
tical interest. For example, it includes moment conditions that are Lipschitz
continuous and it allows the dimension of the parameter space dy and the
number of moment inequalities to grow with the sample size. In particular,
it allows for p > n.

ExAMPLE 1 (Polynomially many inequalities and large dy). In addition
to conditions (i)-(iv) in Corollary 1, assume that p = n® for some fized
C > 1, dg = n® for some a < 1/4, and that the anti-concentration parameter
satisfies A, < Clog3/2n. Then, condition (3.5) holds provided k, = n® for
any b € (3a,% — 3a).

ExAMPLE 2 (Exponentially many inequalities). In addition to condi-
tions (i)-(iv) in Corollary 1, assume that p > n'°8" dy < Clogn, and
the anti-concentration parameter satisfies A, < C 10g3/ 2p. Then, condition
(3.5) holds if k, € [nlog?p , n'/?=c log—%/? pl, and n~1/6+e log'¥/6 p =
o(1).

Corollary 1 requires the choice of x, to be appropriate. Such requirements
generalize the requirements in Bugni et al. [21] where it was required ,, —
oo and y/n/k, — co. Theorem 2 characterizes the finite sample impact of &,
for a non-Donsker class of functions. Theorem 2 also motivates data driven
choices of k, that accounts for the anti-concentration of the process R
which might be non-trivial since A,, could grow.

The bootstrap procedure discussed above and the others studied in Sec-
tion 4.1 adapt to the correlation structure of the process to improve power.
However, that is achieved by levering conditions on the number of inequali-
ties p, sample size n, effective noise w,,, and anti-concentration A,,.

An alternative approach is to rely on union bounds that are more con-
servative but are valid under weaker conditions. Moreover, since the bounds
are based on the marginal distribution, there is no need to handle the anti-
concentration. With that in mind, similarly to Chernozhukov et al. [25],
ideas from self-normalized moderate deviation theory can be applied to con-
trol size as we describe next. By construction of the test statistics T}, (h)
satisfies

(3.6) P(T,,(h) > cp(h,a)) < min P <maxm > cn(h,a)> .
0cO(h) JE€lpl 09

Moreover, Hy implies that E[m;(W;,0%)] <0, and when combined with the
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union bound we have
(3.7)

P(T,(h) > cn(h, a) Z (Z my (Wi, 6° z/_UOEW?j(Wi’H*)] > cn(h,a)> :
i=1 J

where the last sum is approximately self-normalized. Such self-normalization
has been exploited in the moderate deviation literature to establish central
limit theorems that are valid in the tails of the distribution under mild
moment conditions, see e.g. de la Pena et al. [37]. In turn this leads to
pivotal choices for the critical value to control size of the test by setting

cn(h,a) = 711 — a/p).

Since ¢, (h,a) is of the order of y/log(p/a), it grows in the many moment
inequality setting where p — oco. Therefore the Gaussian approximation
should hold sufficiently deep in the tails to include ¢, (h, ). This leads to
the restriction log®(p/a) = o(n) under suitable moment requirements. The
following corollary of Theorem 4 provides a result.

COROLLARY 2. Assume that Hy holds, i.e., 0* € ©(h), and that the are
constants 0 < ¢ < 1/2 and C1 > 0 such that max;ep,) B[lm;(W, 0*)|*] < C4,

minep, Var(m; (W, 0%)) > c1, and log®?(p/a)) < Cyn/?=¢1. Then,
P(T,,(h) > cp(h,a)) < a+ Cn™¢,

where ¢ and C are constants that depend only on other constants of the
problem.

We also consider two-step versions of the self-normalization procedure
that can improve power relative to the self-normalization procedure de-
scribed above. However, because of the MinMax structure, substantial de-
parture from Chernozhukov et al. [25] is needed to establish the validity of
a proposed critical value. These described in detail in Section 4.2.

4. Critical Values and Theoretical Guarantees. In this section,
we propose several methods to construct critical values ¢, (h, ) in the hy-
pothesis test procedure in (2.7). We consider critical values based on the
bootstrap approximations and based on self-normalized moderate deviation
approximations. While the resulting hypothesis tests are shown to control
asymptotic size, they have different power properties and are asymptotically
valid under different conditions.
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4.1. Bootstrap-based critical values. In the following subsections we pro-
pose and analyze bootstrap-based method for the construction of critical
values that appropriately control size despite the high-dimensionality of the
process being considered. For each § € © and j € [p], we will denote the
bootstrap process

" 1 ¢ N
(4.1) Vo; = %Z&{mj(wiae)—mf),j}/‘f@,y’v
i=1

where (&)1, are i.i.d. N(0,1) random variables independent of the data
(Wi),. We will make the following assumption to analyse the bootstrap
based critical values.

Condition MB. The set ©(h) is convex and the following conditions hold:
(i) [10llc < v/n and maxjepy, [[VoE[m;(W,0)|/0g ;]| < Lg for every 6 €
O(h). The set of functions {m;(-,0)/0q ; : 6 € O(h),j € [p]} is VC type with
measurable envelope F and constants A and v > 1.10 Moreover, for con-
stants b > o > 0 we have suppeg ) max;e(p) Eflm; (W, 0)/09.;|F] < o?bF=2,
k = 2,3,4, and E[F9Y1 < b for ¢ > 6. (ii) max e E[{m;(W,0)/0q,; —
m; (W, é)/ag’j}2] < L¢||0 — 0||X for every 60,0 € ©(h) for some x > 1. (iii)

For every 0 € ©(h) \ ©1 we have

max E [m; (W, 0)] /oy, j > 9, min{s,  inf [0 —0|}.
J€[p] 0€0(h)NO;

These conditions impose the existence of fourth moments of m;(W, 0) /oy ;
for each j € [p] and 0 € ©. It also states that the functions m;(-,0)/og ; are
well behaved in the sense of being a VC type, which covers a many appli-
cations of interest. Condition MB(iii) is a polynomial minorant condition as
we move away from the identified set similar to the conditions imposed in
Chernozhukov et al. [24] and Bugni et al. [21]. However, we also allow for
the parameter 9,, — 0 in our analysis.

For a sequence v, = o(1), we define

(4.2) Wy = (1 —yn)-quantile of  sup  (|vg | V |95 ;])
0€0(h).j€lp]

(4.3) t; = (1 —vn)-quantile of  sup  (|6g,j/00,; — 1|V |0g,;/G0,; — 1)
0€O(h),j€[p]

(4.4) K, = (dg/x)log(nL¢g) + v(logn V log(pAb/o)).

Throughout the paper we will typically consider v, = n~¢ for a suitably
small constant ¢ > 0. In words, w, is an effective measure of the noise in

10Gee Section 6.1 for a definition.



CONFIDENCE REGIONS PARTIALLY IDENTIFIED 13

the problem, t7 is a uniform rate of convergence for the estimation of the
standard deviation on the moment conditions, and K, controls the entropy
associated with the class of functions induced by the moment conditions.
Importantly, we will be able to approximate w,, via bootstrap simulations of
the Gaussian process {0 ; : 6 € ©,j € [p]} conditional on the data. Under

mild conditions, we have that w, < \/dglog(pn/vy,) and tZw, = o(1).

4.1.1. Discard Resampling or DR Bootstrap. The first strategy to con-
struct critical values is based on a bootstrap procedure that discards param-
eter values and moment inequalities that are problematic for an asymptotic
approximation. The definition of this bootstrap statistic requires certain
sample objects. For some sequence M, > w,, let:

Oulh) € (9 € O(R) : maxvimo, /6 = To(h))

\/I\fg = {] € [p] : \/ﬁma]’/a’gd > ma[;]i \/ﬁme’j/c}e’j — Mn}
JE€

By definition, (:)n(ﬁ) is an arbitrary non-empty subset of the minimizers
that define the MinMax statistic and, for each 6 € O, (I\’g denotes the subset
of the moment inequalities that are sufficiently close to being binding. In
principle, we can choose (:)n(l_l) to be any of the minimizers that define the
MinMax statistic.

The DR bootstrap statistic is defined as follows:

(4.5) RDRx = inf  max 0

= = . 7j’
0€0,(h) jEVy

where 05 ; is the Gaussian multiplier bootstrap defined in (4.1). For o €
(0,1), we define the corresponding conditional critical value as follows:

cPR(h,a) = conditional (1 — a)-quantile of RP™* given (W;)7;.

The following result establishes the relationship between the original Min-
Max statistic and the DR bootstrap statistic, and it exploits this result to
show the asymptotic validity of the DR bootstrap approximation.

THEOREM 1. Assume that Condition MB is satisfied, K2 < n, and that
M, /Wy, > (La/On + 4 +t54/3)2(1 +12)2 /(1 — t2)2. Then, under Hy,

P(T, (k) > t) < P(RPT* >t — C6PB) + O{v, + n7 1},
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where ¢ and C are constants that depend only on other constants of the
problem, and

x/2
§DR = Cbo’ky | CUo’KVP | ~r1/2 [ CoK,'? a2 CbKy
T e v/ *n1/6 ¢ \Wint/20, /T A/ nt/2=1/a

Moreover, we have
P(T,(h) > cPB(h,a)) < a+ CAPESPRE + C{y, +n71Y,

where A,L,?_R is as in (3.3) but with R, c,(h,a), and &, replaced by RP®*
and cPB(h,a), and SPT, respectively.

Theorem 1 shows how the tail probability of the statistic of interest can
be bounded by the tail probability of the bootstrap statistic (up to an ap-
proximation error). The result allows for both p and dy to increase with
the sample size. In particular, p > n is allowed. However, our proof of the
validity of this procedure requires the choice of M,, to be such that binding
inequalities are not missed. In particular, it would suffice to choose M,, such
that M, /w, — oo in cases where ,, > c and Lg < C, which are common in
applications. Importantly, we can rigorously approximate w,, as the 1 —n=¢
quantile of SUPgeo(h),jclp] |f);’ j| which provides a data-driven approach to set
M,,. Note that this represents an additional restriction relative to M,, — oo
required by Bugni et al. [21] in the context of finite number of moment in-
equalities.'! Instead, our requirement that M, /w0, — oo indicates that M,
is adaptive to the setting under consideration.

To guarantee that the DR bootstrap approximation provides asymptotic
size control we require that v, + APRSPE ~ 0, i.e., the distribution DR boot-
strap statistic cannot concentrate excessively at the quantile of interest rel-
ative to the approximation error §2%. (See Section 5 for further discussion.)
The following corollary of Theorem 1 provides simple sufficient conditions
that covers many data generating process of interest.

COROLLARY 3. Assume that Condition MB holds, K3 < n, Lg/V, <
Ch, W, /M, <log™'n, and that ~, + ADRSDR < Cyn=¢1. Then, under Ho,

P(T(h) > PR(h,a)) < a+ Cn™,

where ¢ and C are constants that depend only on other constants of the
problem.

"' Note that w, would be uniformly bounded if p and dp are fixed.



CONFIDENCE REGIONS PARTIALLY IDENTIFIED 15

REMARK 2 (Anti-concentration). In cases where we choose Oy, (h) to
be a singleton, we can show that APF < Clog'?p by the known anti-
concentration properties associated with the mazimum of Gaussian variables.
Moreover, we have ADR(W) < C{log(1 + [Wy|)}1/? < C'log'/? p. Moreover,
Lemma 9 in the appendixz shows that if the cardinality of @n(l_z) 1 bounded
by k, then we have APE < Ck log'/? p. 12

4.1.2. Penalized Resampling or PR Bootstrap. The second strategy to
construct critical values is based on a bootstrap procedure that takes into
account the non-centered feature of the empirical process via penalization.
The Penalized Resampling or PR, bootstrap statistic is defined as follows
(4.6) RPR* = inf mz{u}( {05+ Ky /MM /60,5 }

p

0cO(h) j€

where k, > 1 is a user-specified tuning parameter and the @57 ;18 the boot-
strap process defined in (4.1). For a € (0,1), we define the corresponding
conditional critical value as follows:

cPB(h,a) = conditional (1 — a)-quantile of RIT* given (W;)7,.

Similarly to Theorem 1, the following result establishes the relationship
between the original MinMax statistic and the PR bootstrap statistic, and
it exploits this result to show the asymptotic validity of the PR bootstrap
approximation.

THEOREM 2. Assume that Condition MB is satisfied and K> < n. Then,
under Hy,

P(T,(h) > t) < P(R]™ >t — C6)) + C{y + 7'},

where ¢ and C are constants that depend only on other constants of the
problem, and

sPR = LGﬂnU2Kn + (bU2K72L)1/3 (b0)1/2K7?;/4 + bK,
o 71%/%1/279% %1/3”1/6 ,Wll/qnl/4 ,Y}L/qnl/2—1/q
2
Wp, 1/2 K/nO'Kflz/2 X/ K’rll/2
Fn n1/219n'7n I Tn e

12We conjecture the dependence is a logarithmic factor in the covering number of én(f_L)
(See Section 5 for a discussion.)
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Moreover, we have
P(Tp(Rh) > cPB(h,q)) < o+ CAPRSPE 4 Oy, 4+ 0~ 1}/2,

where AZR is as in (3.3) but with R}, cy(h,a), and &, replaced by REF*
and cER(h, ), and 6TR, respectively.

Theorem 2 bounds the probability distribution function of T,,(h) based
on approximation errors and the probability distribution of RF®*. The core
of the proof constructs intermediary processes for which we can apply Theo-
rems 8 and 9. Theorem 2 also provides guideline on how to choose k,,. Indeed
we need to ensure that s, /@, — co and n~ "2k, (Lgo? K, /92) — 0. These
highlights the role of considering many moment inequalities on the threshold
sequence. In fact, the moment inequality literature with a fixed number of
moment conditions typically just requires that k, — oo and n=/2x, — 0.

Provided that v, such as v, + 6’RAPRE < Cyn=°2 Theorem 2 implies
that the critical value based on the PR bootstrap approximation provides
asymptotic size control. However, note that the anti-concentration condition
impacts the choice of threshold sequence &, as it impact 577, (See Section
5.) Corollary 1 stated earlier provided conditions under which we obtain

(2.9).

REMARK 3 (Refinements on centering). For the vector inference prob-
lem, Romano et al. [50] discussed an alternative approach to incorporate the
centering in the bootstrap-based statistics. Also, see the discussion in Com-
ment 4.4 in Chernozhukov et al. [25]. In the vector inference problem, the
hypothesis Hy : 0* = 0 completely specifies the true parameter value. Letting
p; = E[m;(0,W1)], the value fi; = min{0, fi; + 6;¢,/\/n} which satisfies
i < i with probability exceeding 1 —-y, under Hy by taking ¢, as the 1 —,
quantile of the effective noise max;ecpp /n(fi; — pj). Thus \/nfi;/6; can be
used as a valid centering for the vector inference problem to construct crit-
ical values. In the subvector inference problem considered in this paper, we
have E[m;(W,0)] < mg j+ 69 j0,/\/n for all € O(h) and j € [p] with prob-
ability exceeding 1 —~,. However, we cannot take the minimum with zero as
Hy : h(0*) = h does not completely specify completely true parameter value.
When compared with the recentered used in the PR bootstrap as defined in
(4.6), we note that neither recentering

K img /6o and  \/nimg,; /5o ; + tn

dominates each other in general. Indeed, the recentering for the PR bootstrap
will be smaller if and only if

—y, < (1=K, )ing,j /69,5
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Therefore we can take a recentering
min{r, ' v/nmg /G0, Vnme;/Go;+ Wy}

The analysis of a bootstrap procedure based on this recentering follows essen-
tially the same proof as of the penalized bootstrap and therefore it is omitted.

REMARK 4 (Data-driven choice of k).  Implicitly, both the PR bootstrap
statistic RET* = RPP*(k,) and its anti-concentration parameters AL =
APE (k) and APE(W, k,,) depend on the threshold sequence k. The follow-
ing is an implementable procedure to make an adaptive data-driven choice
for k.

Step 1. Approzimate Wy as the 1 —n™° quantile of supgce ) jeip) [05.51-
Step 2. Compute the anti-concentration parameter ALYE(W, k) of RET* (k).
Step 3. Define ky, = inf{r : K > W, ALE(W, k)n°}.

Step 4. Compute critical value ¢t (h, ) based on RET* = RPF* ().

4.1.3. Minimum Resampling or MR Bootstrap. We can combine the two
previous bootstrap approximations by taking the minimum of their boot-
strap statistics. Formally, the Minimum Resampling or MR bootstrap statis-
tic is defined as follows:

RMP* — min{ RDT* RPT*Y,
For a € (0,1), we define the corresponding critical values as follows
cMB*( o) = conditional (1 — a)-quantile of RME* given (W;)™,.

The following result builds on Theorems 1 and 2. It establishes a rela-
tionship between the original MinMax statistic 7, (h) and the MR bootstrap
statistic Rf B and it shows the asymptotic validity of the MR bootstrap

approximation.

THEOREM 3. Assume that the conditions in Theorems 1 and 2 hold.
Then, under Hy,

P(T, (k) > t) < P(RME* >t — CoMB) 4 C{y, +n7 '},

where ¢ and C are constants that depend only on other constants of the
problem, SME = 6P + 6PEand 6P and §P® are as defined in Theorems
1 and 2, respectively. Moreover, we have

P(T,(h) > ME(h,a)) < a+ CAMESME L 0y, +n~1}/2,
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where AME is as in (3.3) but with R, cy(h,q), and 6, replaced by RMT*
and cMB(h, ), and SME, respectively.

The proof of Theorem 3 shows how the finite sample analysis used here
lands itself for the combination of valid procedures. The approach allows us
to avoid considering the limit distribution and the issues associated with its
existence. Indeed, we do not require the existence of a distributional limit
but instead control approximation errors for each n.

4.2. Self-Normalization based Critical Values. In this section, we discuss
inference using critical values based on self-normalized moderate deviation
theory. Although the resulting inference is potentially more conservative
than the one based on the bootstrap, the method is easier to compute and
asymptotically valid for a wider class of data generating processes.

The self-normalized inference was originally proposed by Chernozhukov
et al. [25] in the context of inference on the parameter vector 6* in the
partially identified many moment inequality model. The ideas proposed in
this section follow closely the arguments in Chernozhukov et al. [25].

For a € (0, 1), we define the self-normalized or SN critical value as follows:

0) = d~'(1—a/p)
’ V1I-0-11—a/p)?/n’

where ® is the cumulative distribution function of the standard normal
distribution.

(4.7) N (p

THEOREM 4 (Validity of SN method). Assume that Hy holds, i.e., 6* €
©(h), and that there are constants 0 < ¢; < 1/2 and Cy > 0 such that

max EllogL, {m; (W, 6) — Elm;(W,0%)]}*]1og®%(p/a) < Cynt/>=e1.
Then,
P(T(h) > N (p, ) < a+ Cn¢,

where ¢ and C are constants that depend only on «,c1,Cy.

The proof of Theorem 4 follows from the proof of Theorem 4.1 in Cher-
nozhukov et al. [25]. Note that the assumptions of Theorem 4 are only re-
quired to hold at the true parameter value 6%, rather than every § € ©(h).

Next, we discuss a two-step version of the SN procedure. Similar to anal-
ogous procedures defined in Chernozhukov et al. [25], our two-step SN pro-

cedure takes advantage of restricting attention to relevant parameter values
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and moment inequalities. However, unlike the two-step procedure defined in
Chernozhukov et al. [25], our two-step SN procedure takes into account the
fact that Hy does not completely specify the true parameter vector 6*.

For every § € ©(h), and 7, € (0,a/4) define the following objects:

TN O) = {j € o] Vning;/55(0) > =263 (0, 7n)}

© ' (1 (a—3v) /| ISV (9)| if | JSN (g
SN0 a) = VIo (a3 I @) ’A (
0, if |JSN (0

05N = (e on): max Vi /695 < SN (p,n)}-
j€lp

For every candidate parameter 8 € ©(h), J5N(6) is the subset of moment
inequalities that are sufficiently close to binding and CSN’QS(H, «) is the two-
step SN critical value associated with the parameter value 6. Finally, @5

is a subset of ©(h) that is sufficiently close to the identified set.

THEOREM 5 (Validity of two-step SN method). Assume that Ho holds,

i.e., 0 € O(h), v, € (0,a/4), and that there are constants 0 < ¢; < 1/2
and Cq1 > 0 such that

mas B {m; (W, 0°) = Bl (W, 0°)]H] log® (/) < Cyn!2

{Efmant 5. {m; (W, 6*) = Efm; (W, 6)]}*]}/? 10 (p/3a) < Cin' /71,

JEP]
Then,
P <Tn(h) > max ¢V (e,a)) <a+CnC

0cOSN
where ¢ and C are constants that depend only on other constants of the
problem.

Theorem 5 shows that the two-step approach provides asymptotic size
control under mild conditions compared to the bootstrap-based methods.
For example, we are not making polynomial minorant assumption as in
Condition MB(iii). The need for taking the maximum over @)EN arises from
the fact that Hg does not completely determine the true parameter value.
As in Theorem 4, note that the moment assumptions of Theorem 5 are
only required to hold at the true parameter value 8*. The proof builds upon
Theorem 4.2 in Chernozhukov et al. [25] but the additional selection over
(:)iN requires controlling additional approximation errors.
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5. Anti-concentration and Data-driven estimates. In the high-
dimensional settings the statistics of interest might have no limiting distri-
bution and the use of simulation procedures (e.g. bootstrap) are useful to ap-
proximate the distribution of the statistics of interest, except for some special
pivotal statistics (e.g. Belloni and Chernozhukov [14] for quantile regression).
However, even if the approximation has a vanishing error, such error can dis-
tort coverage. The anti-concentration property ensures that the random vari-
able we aim to simulate does not concentrate too much at relevant points of
the distribution. Unless the approximation errors introduced by the coupling
procedures are of a smaller order of the rate in which the random variable
concentrate, we cannot reliably use the simulated quantiles to approximate
the quantile of the original statistics. The anti-concentration properties for
the maximum of (correlated and non-centered) Gaussian random variables
have been understood recently, see Chernozhukov et al. [30, 31]. This is a
prime example which covers several applications of interest including the
construction of simultaneous confidence bands in high-dimensional regres-
sion settings, e.g., Belloni et al. [15, 16].

REMARK 5 (Anti-concentration for the Max). Consider a p-dimensional
Gaussian random vector W ~ N(0,%), ¥;; = 1, j € [p], p > 2. It is
known that Z = maxc, W; concentrates around E[Z]. However, although it
concentrates it does not concentrate too fast. Indeed, the probability density
function fzof Z = max;ep, Wj is bounded by C\/logp, see Chernozhukov
et al. [30], so that

supP(|Z — t| <€) < emax fz(t') < eC/logp.
teR t'eR

Such feature provides a bound on the impact of the approximation error of
the coupling on the estimation of the probability distribution of the original
process via the bootstrap process. In the case we couple a process for the
maximum of p functions, under typical assumptions, the approximation er-
rors from the coupling techniques are of the order n='/6 log2/3 p, so that we
can reliably use the multiplier bootstrap provided {n=/6 log?/3 p}{logl/2 pt=
n~/610g™% p = o(1).

In this section we are concerned with the anti-concentration property
associated with the MinMax statistic that we propose for the problem of
subvector inference in partially identified models with many moment in-
equalities. In contrast to the Max operator, the MinMax operation is not
a convex function of its arguments, and this has substantial implications
for our derivations. The anti-concentration bounds based on the maximum



CONFIDENCE REGIONS PARTIALLY IDENTIFIED 21

density function for the MinMax are qualitatively different than the case of
the max discussed in Remark 5. The following lemma shows this in the case
of the statistic Z = ming¢y) max; e[y Wk; where W € RN*P is a random
matrix with i.i.d. N(0, 1) entries.

PROPOSITION 1. For Wy; ~ N(0,1), i.i.d., k € [N], j € [p|, define
the random wvariable Z = minge(n) max;c, Wij. Provided that p/+/2m >
log(Np) > 2, we have that the probability density function fz satisfies:

(i) max fz(t') < 2{v2+ 2}1og?*(Np)

t'eR
N log(N)
/ 1/2 D g
(7i) ngﬁ;fz(t) = {ﬁlog <\/%10gN) 2} e

Proposition 1 shows that the concentration properties of the MinMax case
is different than the concentration properties of the Max case even for i.i.d.
standard normal random variables. In particular, Proposition 1(ii) shows
that in the high-dimensional case with p = N, the probability density func-
tion has values of the order 10g3/ 2 p which contrasts with the max operator.
Indeed, the random variable maxy, e[, Wi; has the maximum of its prob-
ability density function to be at most of the order of logl/ 2 p. Nonetheless,
Proposition 1(i) suggests it is possible for the anti-concentration parameter
to increase logarithmically with the number of moment inequalities p.

We propose a data-driven procedure to estimate the anti-concentration
property associated with the statistic of interest. This is applicable not only
to the MinMax functional but to other functionals. This is particularly rel-
evant in settings where it is hard to derive analytical bounds or when such
bounds might be conservative. Indeed in the case of standardized by non-
centered processes it is likely that the statistics of interest (and their anti-
concentration property) will depend on a subset of the process associated
with points that are more likely to determine the statistics. In that case,
even if theoretical bounds for how fast some statistics concentrate are avail-
able, they can be conservative. Therefore, the use of an adaptive tool can
be desired.

We now note several features of the anti-concentration parameter A,
associated to a bootstrap statistic R}, as defined in (3.3). First, note that

n?
the anti-concentration quantity defined in (3.3) trivially satisfies

A, < - (t
n_glgé(fRn( )

but it could be much smaller. Second, it allows for the distribution of R} to
have a point mass and still be nicely bounded as we restrict the size of the
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smallest set.'® Third, we can construct upper bounds for A, and A,,(W) by
using a lower bound on 8,. In most cases of interest, n=1/2 constitutes such
a lower bound which makes upper bounding A, (W) feasible.

A sufficient condition for the concentration of the statistics not to impact
the size is A, 6, — 0. This ensures that the process R}, has suitable anti-
concentration not to introduce additional size distortions because of the
coupling approximation errors. The next proposition connects the control of
distortions via the quantity A, (V).

THEOREM 6. Assume that the conditions in Theorems 1 and 2 hold.
(i) Then, under Hy, with probability 1 — C{~y, +n~'} we have

P(T,(h) >t) <P(RPE >t C6PR| (W) )) + C{y, +n"1}
P(T,,(h) > cu(h,)) < a+ CAPEW)§PR 1 C{~, +n71},
(ii) Then, under Hy, with probability 1 — C{~y, +n~'} we have
P(T,(h) >t) <P(REF* >t—CSPR| (W)™y) + C{y, +n71}
P(T,,(h) > cn(h,)) < a+ CAVEW)SPE + C{y, +n71},

Theorem 6 accounts for the fact that the selection of inequalities and
centering are data-driven and therefore it does not follow from a direct
application of Markov inequality and Theorems 1 and 2.

The next result shows how coupling results can be used to provide upper
bounds on the unconditional anti-concentration quantity .4, based on the
conditional anti-concentration quantity A, (W) with high probability.

THEOREM 7. Suppose that with probability 1 — -, we have
P(|R;, — cu(h, )| < €) < P(|Ry, — cu(h, ) < e+, | (Wi)iy) +m
Then, with probability 1 — v, we have
An < Ag(W)(1+ 0n/6n) + Y0 /0n

REMARK 6. We note that 6y, in the definition of the anti-concentration is
based on the coupling of the original non-Gaussian process while d,, is based
on the coupling of the unconditional and conditional multiplier bootstrap in

3This could be of interest to consider other bootstrap procedures other than the Gaus-
sian multiplier bootstrap considered in this paper.
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(C.12). In particular, note that R} is the MinMaz of symmetric random
variables which allows to improve the coupling bounds which leads b, to be
of smaller order of magnitude than 8, i.e. 6, = 0(dy,). Therefore, provided
we set yp, = 0(6y,), with high probability we obtain a meaningful bound to A,
based on A, (W).

Although this procedure provides a way to conduct inference, theoretical
bounds for the anti-concentration play an important role to inform of the
requirements on the sample size that are needed for the overall validity of
the procedure. Nonetheless, it is conceivable that in more complex applica-
tions the anti-concentration can vary substantially with the data generating
process. To provide such additional adaptivity is precisely the goal of the
proposed data-driven procedure.

REMARK 7 (Global anti-concentration). Note that the anti-concentration
(3.8) is a local measure of the anti-concentration around the point c,(h,a).
Indeed, one could change our definition for a more global definition of anti-
concentration such as sup; .s.,,-1/2 +P(|R; —t| < e| (Wi),). However, we
choose the local definition of anti-concentration as the global version could
be unnecessarily conservative.

REMARK 8 (Alternative definitions of the data-driven estimator). Rather
than (3.3), we could propose alternative data-driven estimators of the anti-
concentration. For example, we could use l, = inf{l : P(|R% — c,(h,a)| <1 |
(WiP_,) < my} where m, = o(1) is a pre-specified sequence (e.g. log™'n).

Provided that 6, = o(l,), no additional asymptotic size distortions are in-
troduced.

6. Coupling for MinMax Functional. In this section we state results
for coupling the MinMax of the sum of independent empirical processes with
the MinMax of Gaussian processes. Such results are crucial in our analysis
and may be of independent interest. They build upon and complement recent
results on the literature for the maximum of processes due to Chernozhukov
et al. [27, 28, 29, 30, 31].

6.1. MinMax of Empirical Processes. Let B : F — R be a given func-
tional. For n > 0, let Np(n) denote the cardinality of a minimum 7-cover of
F,i.e., Np(n) is the minimal integer N such that there exist f1,..., fy € F
with the property that for every f € F, |B(f) — B(fj)| < n for some
j < N. In what follows, we let (X;)" , be iid. random processes map-
ping F — R, and we define G,,(f) = n~ 23" {Xi(f) — E[Xi(f)]}. Also,
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for ii.d. random variables £ = (&), independent from (X;)!,, we let
GS(f) = n1/2 Yo E{Xi(f) — En[Xi(f)]}. We say a class of functions is
VC type with envelope F and constants A and v if for each € > 0, its covering
number satisfies N(F, || - [|g, €| Fllo) < (A/¢€)?, see [38] for definitions.

Condition A. (i) There exists a countable subset G of F such that for every
f € F there is a sequence g,, € G with g,, — f pointwise and B(gm,) —
B(f). (i) The class of functions F is VC type with measurable envelope F'
and constants A > e and v > 1. (iii) There exists constants b > o > 0 and
q € [4,00) such that supscr E[lfI*] < o?b%2, k =2,3,4, and |F||p, < b.

Conditions A(i)-(iii) correspond to the conditions in Chernozhukov et al.
[31]. These assumptions imply the existence of a centered Gaussian process
Gp indexed by F with uniformly continuous sample paths with respect to
the £2(P)-seminorm d(f, g) = {E[(f—g)?]}'/? and covariance operator given
E[Gp(f)Gp(g)] = cov(f(X),g(X)).

Next we turn to conditions that are specific to the setting we consider.

Condition B. (i) The class of functions F can be written as F = {f €
Fo, for some 6 € A} where A C R% satisfies diam(A) < n. (ii) There is
some X > 0 such that for v, € (0,1), there are constants Cr , and nr .,
such that for any € > 0 we have

P sup
6,6€A,10—6]|<e

for G = Gp, G, G5, and with € = (&)™, are i.i.d. N(0,1).

sup B(f) + G(f) — sup B(f) + G(f)

fE€Fo fe]:g

> C]:fYnEX +77]:)'7n> S ,777/7

Condition B(i) postulates the function class is parameterized by two in-
dices. Condition B(ii) is a high level condition that allows us to construct a
net for the functionals {supsc 7, B(f)+Gn(f) : 0 € A} and {sup;cz, B(f)+
Gp(f) : 0 € A}. Tt is implied by typical equicontinuity assumptions imposed
on the whole process {B(f) + G,(f) : 0 € A, f € Fy} (see van der Vaart
and Wellner [53] for general definitions and for moment inequalities mod-
els see Andrews and Shi [4, 6], Bugni et al. [21]). However, Condition B(ii)
allows for non-Donsker classes as the constant Cr,, can increase with the
sequence of the data generating process. The case Y = 1 and nr,, = 0
covers the important case in which the functions in Fy and the operator B
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are Lipschitz functions of § whose constant can increase with the dimension
dg. The case x = 1 and nr,, = o(1) allows for discontinuous functions. In
Section 4 below we provide simple conditions that imply Condition B(ii).
Recently new central limit theorems for high-dimensional vectors have
been derived in a sequence of papers by Chernozhukov et al. [27, 28, 29, 30,
31]. They have been used to construct Gaussian approximations for the dis-
tribution of the maximum of the components as in the case of many moment
studied in Chernozhukov et al. [25]. In this work, we build upon these tools
and ideas to develop new Gaussian approximation for the MinMax statistic.
In what follows it will be convenient to define

(6.1) K, =log Ng(n) + v{logn Vlog(Ab/o)} + (dg/X) log(nCr ~,b/0)

which is an entropy measure associated with the class of function F. The
following theorem provides a key result for our analysis.

THEOREM 8.  Suppose that Conditions A and B are satisfied and K < n.
Define the random variable T = infgep supsez, B(f) + Gn(f). Then, for

every v, € (0,1), there exists a random variable T =g infgecp max ez, B(f)+
Gp(f) such that

P(|T — TV| > Conyy,) < Cl{%z + n_l},
where C,C" are constants that depend only on q,

(bo?K2)'/3 bK,
1/3 1 + 1/q +
Yo' 06 pInl/21/a

1 T

77.7:,’Yn + 777

and =4 means equality in distribution.

Theorem 8 above establishes that we can approximate the value of the
MinMax statistic with the MinMax of Gaussian processes. A crucial step
in the proof of Theorem 8 was the development of a new smooth approxi-
mation function for the MinMax operator. Finally, in most applications the
parameters 7r ., and 7 are dominated by the other terms in 0y, (e.g.,
see Section 4).

Our next result shows that the distribution of the MinMax of the Gaus-
sian process is close to the distribution of the MinMax of our bootstrap
approximation.
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THEOREM 9.  Suppose that Conditions A and B are satisfied and K,, < n
and let S = infpep supser, B(f) + GS(f). Then, for every v, € (0,1), there

exists a random variable S=g(x,)»_ infoer supser, B(f) + Gp(f) such that
P(|S = 8] > Conprn) < C'{yn+n""}
where C,C" are universal constants that depend on q,

_ (boKp'*)1/? DK,

MY = + +NF 1,
Y attag1ya e, 12-1/ 7

and =d|(x,)r_, means equality in conditional distribution given (X;)},.

The combination of Theorems 8 and 9 provide a constructive way to
approximate the distribution of 7" by simulating S which is associated with
the process induced by the multiplier bootstrap procedure.

REMARK 9 (Other Bootstrap Procedures). It seems it possible to apply
other bootstrap procedures. Of particular interest is the use of the empir-
ical bootstrap which allows to match higher order moments relative to the
Gaussian multiplier bootstrap (which can lead to weaker requirements when
compared to Theorem 8). Indeed, the main novelty of the proofs in Theorems
8 and 9 is the use of a new approximating function to handle the MinMazx
structure we are concerned here. Any improvements on coupling results for
smooth functions can be incorporated.

6.2. MinMax of High-dimensional Matrices. In this section we collect
key results for coupling the MinMax of the components of high-dimensional
matrices. They are of independent interest and apply for non-i.i.d. matrices.
We first state a coupling result between (arbitrary) random matrices and
Gaussian random matrices for the MinMax operator. In what follows let

V(Xi) = E[(X; — EXi])(Xi — E[Xi])].

THEOREM 10. Let (X;)", be independent random matrices in RN*P
(with Np > 2) with finite absolute third moments componentwise, and (Y;)!_,
be independent random matrices in RN*P with Y; ~ N(E[X;],V (X;)). Set

Z = min max— ZXZ;W and 7 = min max ZYZ’W
k€[N] j€[p] kE[N] j€lp \/_

Then for any 6 > 0 and Borel subset A of R,

Clog?(Np)

P(Z € A) <P(Z € A% + 175

{Lp+ M, x(0) + Myy(d)},
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where C' > 0 is a universal constant, and

n

1
Ln: X XZ )
[N]JE[:D]”Z ! kj”
M, x(6 max ,--31{ max )Z, i| > dv/n/log(N }],
x0)= { ey KL e | gl > 3v/n/ log(Np)
M, v (6 max ik max |Yii| >0 log(N
(o) = [ (WP { e (Tl > v/ log(vp) .

for X; = X; — E[X,] and Y; = Y; — E[Y;].

The following theorem establishing a coupling result regarding two Gaus-
sian random matrices for the MinMax operator. This result is important to
establish the validity of the Gaussian multiplier bootstrap which relies on
an estimate of the covariance matrix of the original process.

THEOREM 11. Let X andY be random matrices in RN*P (Np > 2) with
X ~ N(u,%X) and Y ~ N(u,2Y). Define T = minge |y max;ep, Xx; and
T = minge(nymax;cpp) Yij. Then for any 6 > 0 and Borel subset A of R,

P(T € A) < P(T € A7) 4+ C67 28X — £V log(Np),

Y X X
where HE —X HOO = MaAX(k, j)e[N]2x [p] |E(k1]1,k2]2) E(kljl,ijz)| and C >0
1s a universal constant.

Theorems 10 and 11 parallels the results for non-central random vectors
for the max operator obtained in Chernozhukov et al. [31]. Their proofs rely
on the use of a novel smooth approximation of the MinMax that is a suitable
composition of the logarithm of the sum of the exponentials.

APPENDIX A: EXAMPLE

EXAMPLE 3. Consider dg = 2, © = [—1,1]%. Let p = 2 and the following
moment inequalities

Elmi(W;,0)] = E[f1 +62 — W;1] <0
E[mg(WZ,H)] E[W 91 92] § 0

where W; € RP, W; ~ N(0,1) and we are interest on testing

Hy:0,=0 wvs. Hi:01#0 so that
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@(ho):{ee@lelz()} and @[:{966191+92:0}
It follows that for (Z1,Zy) ~ N(0,I) we have

— Wy Wy — Zy— 7
T,(0) = min max{\/ﬁe% Wy Wa A\/mz}—m 221 U N(0,1/2)
—1<6><1 01 09 2

In contrast, setting R;,(0) = mingeg o) max;e[, Ug,; we have
R(0) | (Wi)iy —q min{—21, Z»}

Therefore, critical values based on the conditional quantiles of R (0) given
the data fail to control size. For example, for a = 0.1, it follows ¢, (0, ) =~
0.5 and P(T,(0) > ¢,(0,)) =~ 0.24, while the (1 — «)-quantile of T, (0) is
~ 0.86.

APPENDIX B: PROOFS OF SECTION 4

Before proceeding with the proofs, we first introduce the following nota-
tion.

(B.1) ve; = %Z{mj(w,-,e) —E[my (W, 0)]} /6.
=1

For a (non-random) sequence A,,, define p,, as follows

(B.2) tn = (1 —,)-quantile of sup ‘Ué,j _ Uéj‘ )
0,6€0(h),||0—0[|<An,j€[p] 7

Finally, we define the following objects.

lin = inf max/no; 'E[m;(W,0
eee(ﬁ)je[;](\/_%’J [m;( )

Wy = {j < I VB O, )70 2 v i LBl (V,6)] ~ 2n }

JElp 1—t7

O)" = {0 € O(h) : max noy Elm;(W,0)] < ¢nv/n}
wn = 2(wn/\/ﬁ)(1 + tg/l - tZ)'

PROOF OF THEOREM 1. We divide the argument into cases.
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Case 1: lpin < —2w, /(1 —t2). Then, we have that with probability ex-
ceeding 1 — Cvy,, — Cn~1,

Tn(h) = inf maxdg;+ vnE[m;(W,0)|/60,;

0cO(h) jelp]
<n) sup |0g.j| + inf max~/nE[m;(W,0)]/6g,;
0€O(h),j€[p] 0€0(h) jElp]
<(2) Wn/(1 —t7) — 2w, /(1 — t7)
<@ — sup [0,
0€0(h),j€p]
<@ — spp‘ |0g.;| + 64
0€0(h),j€p]

<(5) inf maxdg; + ds,
9€®n,7€\1/9

where (1) holds by infy maxy, arm + brm < Maxy m |G| + infy max,, by,
(2) by subgeo ) jepp 196,51 < wn/(1 —17) holding with probability exceeding
1 — 27, and the assumptlon on i, (3) by the same event, (4) holds by
Theorem 8 and 9 with §; = &1 +J5 with probability exceeding 1—C'(7y,+n~1)
and (5) holds since —supyeg menr [km| < infrex maxmens agm for any sets
K C K and M C M. The result then follows in this case.

Case 2: bin > —2w, /(1 —t9). Since O7(h) = O;NO(h) # 0, lin <
Moreover, let

S — 7 fay .30 £ O ||9_éH < 1/)71/19717
O, = {0:(h) N, } U {9 o) Hedon N 0 |

Note that by Lemma 1 we have 0, C OY" with probability exceeding
1—27,,. Therefore, V&iith probability exceeding 1 — 2y, by Condition MB we
have that for every 6 € ©,, C ©4" we can find 0} € ©1(h) such that

|0 — 0% < Elo; tm;(W,0)] < .
| nll_%ﬁ [0 jm;(W,0)] < o
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The main argument follows the following sequence of inequalities.

P(T,(h) > t) =P( inf maxdg; + /nE[m;(W,0)]/60; > 1)
0€0(h) jEp]
<(1) P( inf maxvg,j + \/EE[mJ(VV, 9)]/5‘97]' 2 t— 51) -+ 2’)/”

0O (h) jElp]
<2 P( inf maxwy; + vnE[m;(W,0)]/69; >t — 02) + 27,

00, (h) i€
<) P(eeien,f(m max vy, + VnE[m;(W,0)]/og; >t — 83) + 37
<) P(eeien,f(m max v, + VnE[m;(W,0)]/og; >t —04) +14
<(5) P( inf maxwvg ; + nE[m;(W,0)]/og; >t —d5) + 15
06, j€% ’
<t Plinf myxed; >t =)+ 7o
<(ry P( inf maxwvg; >t —d7) +r7
0€6,, jeby
S(g) P( inf m@X’LA);J- >t — 58) + s,

66, jev,

where (1) holds since O7(h) C ©(h) and §; = w,t%, (2) holds with d2 = d; as
Wy contains all the maximizers for each § € ©(h) with probability exceeding
1 — 27, by Lemma 2, and (3) holds because for § € ©7(h) and j € ¥y we
have pin — 2wy, /(1 —t9) < \/ﬁae_’]l.E[mj(W,H)] < 0 so that we can take

83 =02+ |[lmin — 200 /(1 — 9)[ 19 < 65 + %

By Theorem 8 and 9 (with 1 = n~'/2) we have that (4) holds with §; = d3 +
6n,,77«,n—|—5n,,77%1 and r4 = 4v,+Cn~"'. Relation (5) holds with d5 = d4 and 75 =
r4 since ©,, C O 1(h) by construction. Next note that by definition of O,, (6)
holds with s = d5 and rg = r5 since ©,, C O;(h) implies E[m;(W,0)] < 0
for all § € ©,,. Relation (7) holds with 77 = r¢ 4 2v,, + 7, and

— M - . * _ 3 Y R *
07 = d¢ +infy g maxjey, OF 1nf9€®n max; g, Vg ;

* *
< 06 + SUP|166]| <, /90, i€p] |Ué,j ~ g4l
< 56 + M,

since with probability exceeding 1—2+,, we have @n C O%" and by definition
of . Indeed we have that for every § € ©,, there is § € ©,, C O;(h) such
that || — 6| < 15—:. Then by Lemma 3, ¥; C Uy with probability exceeding
1 — 2~,, provided that

Un o Mrn+max;¢ [p] \/ﬁa(;;E[mj (W,0)]—(1—1t2) max;e \/ﬁJ;EE[mj (W,0)]—4dwnan
o Lavn(1+t9) )
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where a, = [(1+t3)%/(1 —t3) + 3t3]/(1 — t) — 1 as tJ = o(1). Under our
conditions,

1211)#7 and max \/_0’ E[mJ(W 0)] < vVnibp,

n Jj€lpl

“IE[m;(W,0)] > —
max Vo ; [m; (W, 60)] >

where 9, = 9 (+t3) W/ n'/2, and therefore it suffices that

=)
La(1+t9) (1+1¢9) _ _ (1+1¢7) _ _
M, > 22 " 2 11—t 2 n 4 .
A e (e R

Finally, (8) holds with dg = d7 + w,t% and rg = r7 + Yp.
Under Condition MB, since b and ¢ > 0 are constants, ¢ > 6, and K> < n,
the following relations hold:
(i) (b/o) Ky * /272l < C,
(i) K. KM4p1/243/2 < p1/4
(iii) (b/0)1/6K1/12/ 2/3'1'1/f1 1/12 and
(iv) K. 1/3b1/3 —2/3/72/3+1/q < nl/3- l/q
Therefore, we have rg < C{v, +n~'} and

ds <t0{\/_1/zn+1+t01—t"\emmy+2wn/(1—t0)}+5n,m+6 o T

Xx/2
< Cbo’K, | CUPKNYP | np1/2 [ CoK,'? Ky CbK,
= A3lap1)2 NYEMVE AL n1/29, N Hapi/a-1/q”

where we used Lemma 4 with A, = ¢,/V,, (1 +1t7)/(1 —t7) < 2, the
definitions of 6y, ~, and 8y, in Theorems 8 and 9 with 1 = n~1/2 and
NF,, @ in Lemma 5, and the definition of ,,.

The second statement follows from the definition of the anti-concentration
(3.3), and the triangle inequality. (Note that the proof allows for ¢ to be
random and data dependent, i.e. t = ¢t(WV).)

O

LEMMA 1. Suppose ©7(h) = ©; N O(h) # (. Then, with probability
exceeding 1 — 27,, 6, C @f”.

PROOF. Take an e-minimizer of T}, (h), say 0,,. We can assume that 6, ¢
©; (otherwise we are done). Therefore we have with probability exceeding
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1 — 27, that
max /nm;(0,)/6; . < e+ inf max/nm;(0)/6g
mas Vi (0,)/5, it /g (0) /50,
< e+ inf maxwvg ;og;/0¢;
6cor(h) jeln] /00,
< e (1+1]) sup max|ug,l
0cO;(h) I€P]
< e+ (1+1t9)w,.

Moreover we have with the same probability that

7 An Elm. An )
e \/ﬁjnj(H ) > max Vn [?:ny(W,@ )] sup  [vp ] 20
J€lel - g, ; Jelp] 94,5 0€0;,j€(p) 90.j
E[m;(W, 0,
> (1= 1) max YRV Oy gy i g
J€lp] %4, €Oy,
J€lp]
E[m;(W, 0,
> (1 —t7)max VnE[m;(W,6,)] (1 + t7)0p,.

i€lp) Ton.j

Combining these relations we have that for any e-minimizer we have

i VnE[m;(W,0,)] < 21+ t7)wy, + €
j€lp] T4, 1-1t2

The result follows by taking € = 0. O

The following results use the following sets of indices in [p] parametrized

by 0 € O(h).

Uy ={j € [p : Vo, jmo; > {nz?)]c\/ﬁ@;;mej ~ M,},
JElP ’

= {j & [p] - Vo Elm;(W,0)] >

2w, 1+1t°
axy/mo s B[y (W, 0)] - o~ }
€lp] ’]

S 1—to1—1tg

LEMMA 2. Suppose that lyin > —21w, /(1 —t7). Then, with probability
exceeding 1 — 27y, 0 € O1(h) implies that

maxvp ; + vnE[m;j(W,0)]/6¢ ; = maxwvg ; + vnE[m;(W,0)]/6¢,;.
J€lp] jEYy
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PROOF. Suppose the contrary. Then there exists § € ©7(h) = O; N O(h)
and j* € [p] \ ¥y such that

Vg 5+ + \/EE[m]*(VV, 9)]/&9,j* > ;Iéf\ip}; Vg, 5 + \/ﬁE[m](W, 9)]/6’9,]‘.

Note that § € ©;(h) implies E[m;(W,0)] < 0. Since |vg;| < w, and
|66.;/00,; — 1| < t9 with probability exceeding 1 — 2+,, then, with the same
probability,

(1 =17)v/nE[m;-(W,0)]/og 5= > /nE[m;-(W,0)]/66 ;-
> maXe|p] \/ﬁE[m](VV, 9)]/5’97]' — 2wy,
> 1+ t%)?"é?ﬁ\/ﬁE[mj(W 0)/09,; — 2wn.

Therefore, since lmin > —21w, /(1 —t3) and E[m;(W,0)] <0,

VAl (W) /0> F5 maxsely) VAl (W.0)) /oo, — 25
> maxjep) vrE[m;(W,0)]/o0; — 12

T—tg

+ (T — 1) inf maxy/nE[m; (W, 0))/oy,
" 0cO(h) j€lp] e
> manE[p} \/HE[mJ(VVv 9)]/0-97]' - fivt% li—tg .
This implies that j* € Wy which yields a contradiction. O

LEMMA 3. Suppose that lyin > —2wy /(1 —t7). Then, with probability
exceeding 1 — 2v,, the fact that 6,0 € ©(h) with

10 — 0l{Lav/n(1+ 1)} <
M, + maxc(y) \/ﬁaéj]l,E[mj(VV, 6)]
- W 701 2 g
—(1 — t7) maxjp,) Vo, YE[m; (W, 6)] — 2 {% + %tn}
implies that Wz C Ty,
PROOF. Take j € ¥ so that

2w, 1417
1—t21—1tg

Vo Elm;(W,0)] > max/no; < Elm;(W, 0)] -
g jewl 0

Then with probability at least 1 — 2, we have

|vg,j| < Wy and |6¢,5/09; — 1| < 1.
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Thus for any § € ©(h) we have

\/ﬁme,j/&aj = {’Ug’j + \/ﬁag_’;E[m{(VV, 9)]}U€,j/&9,j R
> {vg,; — Lav/n|0 — 0] + fa‘lE[mj(W 0)}oe,j/60,
= {vo,; — Lavn||f — 9” + maxze \/ﬁU”E[ (VV, 0)]

20, 1+t2
Tiie 1o tg}097J/097]

> {Lovall0 — 01| + £ EE ) (14 15)
+maxzep, \/ﬁaé_jE[mj(W, 0)|oa,;/56,;-

Next note that

1 ~ _ _ )
— el \/ﬁai’E m; (W, 0)] + 253 — 1% } 7,j/ 50,5

5Pl
> maxe, \/ﬁa(gle[mj(W/,é)]—i-fft’% 06,;/00.5 — 2@&1’%
> {maxjeiy) o Bl (W,0)] + 2% b (1 15) - 2, 143
ma ﬁ05§E[m5(W, 0)] — 2w, 12

Therefore, j € \/I;g occurs provided that

~ ~ o\2 W, o
maxy/no 1E[m; (W, 0)] — Lo /0 = 0l[(1 -+ 17) = 3un {75 — 15

jelp) - %
> max\/ﬁae ~1m9 — M,
J€(pl

Therefore it suffices that

16— Ol {Lav/m(L + 1)} < My + mayep viio; Elom, (W, )

_ - ~A—1-= _ _ 3w (1+t%)2 440
Maxsc \/ﬁ%Jme,j 1—tg{ 1—tg +3tn(-

To obtain the statement of the lemma, note that

maxje[p]\/ﬁa My j = max; ep{vg; +Vno, 1E[ (W, 0)])op /5453
> —wp(1+t9 + max;e {\/_0 1E[ (W@)]agd/ae’j}

7y
= (1 +19) + max, {(v/Ao, 1E[ FOV.0)] + 25 — 2550}
> —wp(1+1t7) —2 —n1+§a +maxje[p]{(\/ﬁae_3E[m5(VV, 0)] + 123’%):—;}
> —wp(1+t7) — 2wn1 = + (1 —t7) max;c ﬁa&%E[m;(VV, )],

since max;., {(v/no, 1E[ (W, 0)]+ S )45/} = 0 by our assumption.
U
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PROOF OF THEOREM 2. Let ¢ = 1/4/n and =, — 0. Let wy, t7, and u,
be defined as in (4.2), (4.3), and (B.2) with A, = HET?/%?”’ respectively.
Lemma 4 provides upper bounds for each of these qﬁantities. Under our
conditions, t7 = o(1), pu, = o(1) and w, > 1 can grow with n. Moreover,
by Lemma 5, Condition MB implies Conditions A and B (with suitable
parameters), and so Theorems 8 and 9 apply.

We divide the rest of the argument into cases.

Case 1: lpin < —8wy,. Then, with probability exceeding 1 — 2,, we have
that supgeg ) jefp) 1ve.i| V |95 ;| < @, and the conditions of Lemma 6 are
satisfied (given that (1 +1t7)/(1 —t7) < 2 and Ky, > 2). Therefore we have
that

P(T,,(h) > t) < P(R;™ > 1) + 27,

and the result follows.
Case 2: lyin > —8wy,. Define the following auxiliary statistics:

Sy = inf(,e@(ﬁ) MAax;¢ ] {W,j + Ky ty/nE [m; (W, 0)] /0973'}
M, = infycg(p) max;<p M (0, j)

Ry =infpeqqy max;jep) \05.,00,i/00, + ki, ' V/nE [m; (W, 0)] /Ue,j}
Ry = infoeq ) maxjep) { %, + fn' ViE [m; (W’H)]/U"’j}’

where M : ©(h) x [p] — R denotes a Gaussian process with E[M (6, j)] =
knty/nE[m;(0)]/og ; and covariance operator given by Covas((6,5), (¢, 5")) =
E[ag_j (mj(W,0) — E[m;(W, 9)])0;71j,(mj/(W, 0') — E[m;(W,8")])].

We have that

P(Th(h) = t) <) P(S;p>t—48)+nr
<(2) P(My, >t — &) + 1
< P(RY™ >t — ) + 74
<@ PRy >t—0y) +r}
<(s) P(REP > 10— 8) + 74,

where (1) holds by Lemma 7 with 8] = p,, +Ct210,,+ Lekn (W, /95)? [/ and
) = 37,.M Relation (2) holds by Theorem 8 with &, = &} + 8y, and 75 =
) + C{yn +n'}. Relation (3) follows by Theorem 9 with &5 = & + 6.,
and 4 = 74 + C{y, + n~'}. Relation (4) follows by |R:™* — R¥*| < 2w,t2
with probability exceeding 1 — 2, (so we can take §j = 04 + 2w,t7 and
Ty =13+ 29n).

1ndeed, because (1419)/(1 —t5) < 2 and ¢ <t < 1 < Wy, with probability 1 — 3y,
we have Wy, < Wy, Tn < 5, and_./\/ln < pn and Lemma 7 implies that T, (h) < S; +¢ +
t7.(e 4+ 3wn) + La 2 (14+17) (5722 ) + (147 ttn < pin + Ct70n + C L n (0n /0 )? /y/1.
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Finally, to show relation (5) consider the values § € ©(h) that are can-
didates to be € away from the the infimum. In particular, we have for any
such e-minimizer 6 associated with R}* it holds that

max ;' /nE[m;(W,0)]fog; <e+2  sup 95,51
j€lp) 9O(h) jelp]

and for e-minimizer # associated with RP%* it holds that

max mglx/ﬁmg,j/c}e,j <e+2 sup |@;,j|'
JEP] 0€0(h),j€lp]

which implies that any e-minimizer § associated with REF* satisfies

(W0 — 7
ﬂgl\/ﬁE[mj(W, 0)]/69; <e+2 sup |05 J’—l-/i_l vi(E [m](If[/, ) me’]).
0e0(h),j€lp] 90,5

Further, with probability exceeding 1 — 2+,, we have that any e-minimizer 6
associated with RLT* satisfies

Defining the following set of pairs (6, 7) which are candidates to define
RPB* and R:*

vo,j
Kn

max &, 'VAE[m; (W,60)]/os; <max{ 2% (c42  sup o5l | +
s icl] | 065 bco() el

< 1+tg (5 + 3Wy,).

_ , _ max;e ) | V/nEm; (W, 9)]/(% < T (e + 3,)
V= q1(0,7) €O(h) x[p]: it IO o <Vf6>] 10w,

o,
JEP] 0.3

With probability exceeding 1— 27, the e-minimizers and the corresponding
“binding” inequalities that define REF* and R* are in W. Note that if j is

such that /{_1\/_ J(We < m_l\/_ma GWGH 12w,, we have that
J€lp] 7
v3(0) + /1_1\/_ J;‘;VG < Wy, + ﬂ_l\/_iewe)}
"Elm=(W,9)]
< —-1lw, + maxser,, ;97]
- Efm; (W,6)]

— 10wy, + max; () v3 *9) + s
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o (0,j) cannot be an e-minimizer of R}* for € < w,. Similarly, for R},

(9) + K—l\/—mej < Wy, _|_ /{_1 m;]

< iy + 18 n—lf‘m*” 5 WO +J}+§z; kot ra (ol

< (11— ), + }*jﬁi max; s w

< —(10 — &, )iia Wy, + }Jri P maX;e, ](9) + W#W

< —(10 — K1) }Jjgwn + 1_—;%101@” + max;e vj(o) + W#W

Then, with the same probability

[RER — Ri| < eyt supg jyeq v/ | SOl — o
< K 'V/nsupg jyew ‘—E[’”J“ij] 03| 4 % - %
<kpt sup(g,jyew [vo,5] (1 + |59_,]1- - 0’9_7;
ngl SUDP(g,j)ed %;WM zZ—j —

Since £yin > —8y,, for any (6,5) € ¥ it follows that
—8k LW, — 12, < k! ﬁE[ZZ?W” < 2(e + 3wy).
J

In turn we have we have
|REE* — R™| < Ok, Yo, + Ctow,.

and (5) holds with rf = 7} + 2v, and &, = &} + Ck;, L, + Cwnt.
Using the definitions of 74’s and &;’s, £ = 1,2, 3,4, 5, we have established
that

P(T,(h) >t) < P (RPR* >t—05) +C{m+ n~tY,

where 8% = C{t%w, + L¢ "}‘gg +Onn.9m + Onmm + 22 4 1 }. Lemma 4 below
provides bounds on t7, w,, and fi,.

Under our conditions (b/o)K 1/2/711/2 20 < ¢, KY'Y263/2 < nl/4,
pL/64 —1/6K}L/12/ g/3+1/q < /12 and K,l/ p1/34 —2/3/%21/3+1/q < pl/3- l/q'
Therefore, we have

;L om0 Ky (bo2 K2)1/3 bKn
O _CLG«/W‘I 22 +C 730176 +C%1L/qn1/271/q

2
+2n +CL1/2< ruo k! )X/ K2
Y

1 1
nl/z'ﬂnﬁ/n/q n/q ’
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and the result follows.

The second statement follows from the definition of the anti-concentration
(3.3), and the triangle inequality. (Note that the proof allows for ¢ to be
random and data dependent, i.e. t = ¢t(WW).)

]

LEMMA 4. Assume Condition A. For K,, = v{logn V log(Ab/c)},
Cbo K\ | _OPE,
7721/4”1/2 %2/[1711_2/‘1
__ Cok,? . OE,
Wn >
’lez/q ’Yyl/qnl/2_1/q

i < CL}}/2A%/2[}TIL/2/%1L/Q + Cb[?n/('yi/qnlp_l/q)_

17 <

ProoF. To bound tJ note that

~ ~ ~2 2 2 ~2
Go,5 1‘ %05 —004] _ | %55~ %, 99,5 — 95,
a9,j 7, a9,j(06,5 + 00,5) T4

By the same argument as in (D.2) and (D.4), we have with probability
exceeding 1 — vy,

\034 _&gd‘ def?rllm Cbzf?n
sup <

00 (h),j€p] O'g,j o 772/‘1”1/2 ,yg/qnl_g/q'

Since |1 —a| < e < 1 implies |1 —a™!| < ¢/(1 —¢€), two times the right hand
side of the equation above a valid (upper) bound on t¢ provided the right
hand side is less than 1/2.

Note that with probability exceeding 1 — ~,,, we have

0 ;1 < (1 +1t7)|95 ;150,5/06.5-
By similar arguments we have that with probability exceeding 1 — ~,

CokM? CbK,,

sup  |vgj| V|05 < — T :
ocoh) el %/q %/qnl/z—l/q

which makes the right hand side of the equation above a valid (upper) bound
on Wy,.
Finally, we bound pu,. Note that
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(I) = SUDy Geoh) el 0G| <an | V05 — %‘

< SUDg Gea(h), [0-3]<Anjelp) | Cn <0;}mj<W9)—a;;mj<W9>)l

The class of functions F,, = {m;(W,0)/cg j—m;(W, HN)/J@M 20,0 € ©(h), ||6—
g < H?{zﬁ, J € [p]} has an envelope F),, bounded by C'F' and entropy
number bounded by a constant times the entropy number I?n of F as we
have F,, C F — F. Therefore, since E{m;(W, 8)/{oq ; — m;(W, 9)/0’57].}2] <
Lc|l6 — 6])%, by Lemmas 6.1 and 6.2 in Chernozhukov et al. [31] with
t="n 2 gnd o = %1/ 7 we have that with probability exceeding 1 — ~,,

(B3) (1) < CLAAYPRY /7 + CbE, ) (302711,
which makes the right hand side a valid choice of p,. O

LEMMA 5. Assume that Condition MB holds and dg < n. Then, Con-
ditions A and B hold with A = ©(h), ¥ = 1 A X/2, 7w = C{¥n +n7t},
and

Crs, =C {\/ELG n Lg%a/z;y;l/q}

R (R b, ok
NFAn = irl/qnl/‘l i%/qnl/Q—l/q 1/2 )

where K, = v{logn V log(Ab/o)}.

ProOF. Condition MB(i) implies Condition A for the class of functions
Fo = {m;(-,0)/cg; : 0 € O(h),j € [p]}. Condition B(i) holds by defini-
tion of Fy and that A = O(h) satisfies diam(A) < n as supgee(n) 101l <
Vdg supgeg ) 10lloo < V/dgn < n. To complete the verification, note that for

any 0,0 € O(h), |0 — || <e,

[supsez, BU) + G(f) = supjer, B +G(f)|
< |suPse, ez, B + G = (B + G(FY|
< U< ey [BUO: 1) — BUB. 5]

5Py _gj<ejen G051 — GO, )}

since Fy = {m;(-,0)/0q; : j € [p]} for all € O(h) and we can associate the
function m;(-,0)/0g ; with the index f = {0, j}.
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Condition MB implies that

1B{0.5}) — BUO.3HI = vnlElog jm;(W.0) — Elo m;(W,0)] _

(B.4) J
< v/nLq||0 — 0| < /nLge.

Next, for G = Gp,G,, and G%, we now provide an upper bound for

(B.5) sup  |G({6,5}) — G({8, /)}-

60—6]|<e,5€[p]

For G = G,,, the same calculation as in (B.3) yields

SUP||9—d||<e,jc[p] Gn(m;(W,0) /06,5 —m;(W,0) /05 )]
(B.6) < CLL 2Ry CybRn
— 7{b/q ,yi/qn1/271/q :

o

Next we bound (B.5) for G = Gp. Since E[{G({0,j}) — G({é,j})}z] =
El{m;(W,0)/09,5 —m;(W, ) o 1], we have supyy g1 oo EH{G{{6,7}) —
G({0,7})}?] < LeeX. Then we apply the Borell-Sudakov-Tsirel’son inequal-
ity combined with Dudley’s maximal inequality, as in Step 2 in the proof of
Theorem 2.1 of Chernozhukov et al. [31]. Thus, with probability exceeding
1—2n"1,

(B.7)

sup [6({0,}) — GU{B, j})| < CLLP2RY? + L2/ 2logn.
l0—0l<e,j€p]

To bound (B.5) for G = G, we consider the event E defined in (D.2), and
define the following:

Ze= sup |G (my(W.0)/00;) = Gf(m;(W,0) /0 )]
10—0]|<e.j€[p]

02 = sup En[{ae_’]l-mj(VV, 0) — Jé_;mj(VV, 0)}°]
10—0]|<e.j€[p] 7

Fe={m;j(W,0)/00; —m;(W,0) /o5 : [0 -0 <ejepl}

Step 0 in the proof of Theorem 2.2 in Chernozhukov et al. [31] established
that P(E) > 1—v,—n"!. Since G¥, is a centered Gaussian process conditional
on (W;)?_,, the Borell-Sudakov-Tsirel’son inequality implies that

P (Ze > BIZJ(Wi)iz) + 0ny/2logn | (W), ) <207,
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where |Z| < sup e, ﬁZ?zl&f(Wi) + Supscr, %ZL &En[f(wi)]"
As in Step 2 in the proof of Theorem 2.2 in Chernozhukov et al. [31],

E[Z | (Wi)iz] < Clow V (on™?)K,/2.

Since F implies

bo K/ VK
02 < sup B[f2(W)] + 172 sup G, (£2)] < Loe¥ + —ont— 20
feF. feF. %/qnl/z Wn/qnl_wq

it follows that with probability exceeding 1 — ~y,, — 3n~! that

|Ze] < E[Zc| (X)) + onv2logn

(B.8) < 0 K2 4 126K + 0,0/2T0g
1/2 /2 71/2 (bg)1/2g2/4 i, oRL/2
5 LC’ € Kn'™ + ’lez/qnl/4 'y,ll/qnl/zfl/q + ni/2

where we used that logn < CK,.
Combining (B.4), (B.6), (B.7), and (B.8), Condition B holds with the
parameters specified in the statement. O

LEMMA 6.  Assume that €pin < —8SUPgce(n) ey V0,51 V 195 ;1 and

1 . o -
(B.9) ! > |14+, sup ?9’] sup 705 4 Kyt
g~ 8 0€O(h),jelp] 90,5 | 6€O(h),j€lp) 90.3

Then, T,,(h) < RE®*.
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PROOF. First, consider the following derivation.

REPRx — f Vg + K, V/Nm
" Oelg(h) gréa;]c{ 8.3 N GJ/UOJ}
of
> inf max {0} ; + K, VnE[m; (W,0)] /6¢.;} — K, sup vy ;| =22
0cO(h) j€p] { 0 bm; ( /o J} 969(3)73-6[17] | 09
>—  sup |95,/ + inf maxk, LVnE [m; (W,0)] /64,
0cO(h),jelp] 0€O(h) jE[p]
—rpt sup gyl ot
0€0(h),j€lp] 70,
1 09,j
- 1+k, sup —2 | inf max/nE[m;(W,0)]/os,
3 eee(ﬁ),je[p] 09,5 | 0€O(h) j€P)
4 it e VAL O7:0)
6cO(h) j€lp] 09,5
1 ‘ 5
> 14610 sup 704 inf %4-/{;1 .
8 9co(h),jclp] 00,5 ) 0€0(h).j€lp] 00,
inf max YPEM (W 0]
0cO(h) jE[p] 09,j

Second, consider the following derivation.

T, (h) = inf max {voj + v/nE[m; (W,0)] /0’973} S

0cO(h) j 0,7
nE|m; (W, 0 ;

C ot e {wedeaXf m ( ,>1}@

96®Uwoe®()ge@] Jj€lpl 09,5 09,5
< inf —max VnE[m; (W,6)] 96

0c0(h) 8 jelp) 09,j 09,
T AE[m; (W,6)]

8 9cO(h) j€lp] 00,j

The result then follows from combining the previous two derivations,
(B.9), and the fact that infycgj) maxjep vrE [m; (W,0)]/60,; <O0. O

LEMMA 7. Assume Condition MB holds, ©(h) N O1 (F) # 0 and let

Wh = subgco(h),jelp) ’”n,J ),
. — 1|, and

(e
T3 = SWco ) jep |70~ ~
Ma = supy_gicesivn jepy |00 = vyl

Then for any € > 0,

R, < SF4e+t2(c+3W, )+LG = (1+ T {(e+2W,) /90 ) + (1 +15) M.

vn
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where Sf = inf@e@(ﬁ) max ey {’Ued +vne 1B m; (W, 0)] /097]-}.
PrROOF OF LEMMA 7. By definition of R,, we have

R, = inf ma m
ety T V0G0,

= inf max{v(g]ag]/ag] + V/nE[m;(W,6)] /60, }
0cO(h) j

= inf max {vo,j + VnE[m;j(W,0)] /00 } 00./60.;
9co(h) j
and Sy = infycq ;) max;e,) {vg,j + Ky '/nE[m;(W,0)]/0g;}. Since ©(h) N
O # 0, we have

Sn

IN

-1 -
%}]({ 5.+ o /RE[my (W, 6, )]/agmj}

max vy
jelp] O
(B.10) < sup max |vg .
9cO(h) J€l]

IN

By definition of infimum, 36,, € O(h) s.t
Sy > mz[i>]< {vo, j + Ky, VRE[m;(W,0,)] /0, ;} — €
JEIP

> — sup max|vg7j|—|—maX/€ \/_E[mj(WH )]/O’ij_g
96@( )]E[P} ]E[p]

— sup max |vg;| + K, VnE[m;(W,0,)] /0y, ; — €
9co(n) J€P]

v

(B.11)

Thus by (B.10) and (B.11) we have

2 VIE [mi (W, 0,
(B.12) 1, = i VB [m; (W, 6n)] <e+2 sup max|vg |, j€ [pl|
00,5 9cO(h) JEP

First assume that max;e(,) ln,; > 0. By Lemma 8, there exist 0, € O(h)
such that

l .
max -2+

; 9 . ]
T VBl W]

- — 77/7j
e nl/2 T4, 1/2

”Hn_én” < {maxl ,1/19 }2
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Therefore we have

Sy 2 max{vemj+“;1\/HE[mj(VV’9n)]/09mj}_5
JE

= maX{’Ugmj—l—/{ YWnE[m;(W,0,)]/00, .5} 9"’]—64—(11”
7€ 07L7]

> mas {ug, ; + VaRlm; (W.0,)] /o5, |} 22
i€lp] Tn.j
—&+ayy — LGﬁ{maX lnj/ﬁn}ﬂ%

Vv jelp) 04, .j
> {1y 4 VI, OV 00} 2
2 Gn,y

96, TOn,jg
—={max vy, ; — maxv, .}

—e+ain, — Lg maxln I
' f{ /0¥ 65,5 Op,; iclpl j€lp]

g »J UG’!L?]
> R,—c¢+a —Lc;—n maxl,; /9 2—A LA max |vg,, s
" " \/ﬁ{je[p} ni/Vn} 65,5 %d.; JE[P]’ 7 G”J‘

where'® |at,| < max;jep{|ve, ; + w5 ' VRE[m; (W, 0,)]/0g,, 4] [1— a;)nj |}

Because max;cp) ln,; > 0 we have that

o0
lain] < § sup max|vg ;| + maxl, sup ‘1 - #
9co(n) J€lp] JE[p] 0€O(h),j€lp] 90,5

< (€ F 38UPgeo ) maxje(y) [vo,5]  SUPseo(h),jep] ‘1 - ZZ—Z

where the second step follows from (B.12).
In the other case, max;cy ln,; < 0, we have that

Sy > max{vgmj—i—/f;l\/ﬁE[mj(VVaen)]/Uij}_E

j€lp
> néax {Uény + VnE[m;(W, 0, /UGnJ} nd _
§ ]
Tn,j
— |1 — —=|max|vg
‘ 006,,5 JEL’”]’ il
> Rn —e—|1— AenJ maX|U9ny]|
00,5 | 3€[P]

15Indeed by definition

an = maxjep, {vo,.5 + mi VREm, (W,0,)) 00,5}
e {00, -+ L (Y 00) 0, ) S8
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where the second inequality holds provided that ZZ# > k! because we

m»J

have max;cp) ln,; < 0.
O

LEMMA 8. Assume Condition MB, (?(E)ﬂ@; # 0 and K, > 1. Consider
an arbitrary (possibly random) 6,, € © (h) and define the vector

ln = {r ' VnE [m; (W, 0,)] /og,, : j € [p]} € RP.
Then, there exists a (possibly random) 6, € ©(h) s.t.

A 2
< QVmaXyep g /On g VB0 L Lokn {maxﬂ}
Kn \/T r vno Lige 9,

v

0n, — 6

for all j € [p].

PROOF. First note that if §,, € ©(h) N Oy, we can trivially take 0, = 6,,.
Indeed the first relation is trivial and the second holds because I, ; < 0,
kp > 1 and /nE[m;(W, én)]/a(;n’j = Knln ;.

Next we consider the case that 6, ¢ ©(h) N ©;. Condition MB implies
that

max Blm; (W, 0,))/09, ; > Jpmin{s, inf [0, — ||},
J€lp] 0cO(h)NO

and therefore:

max n;lﬁlj[m;(Wﬂn)l
jelpl On.g

= maxje[p] an
> K, 'y/nd, min {5, infgeomne, 10n — HNH} .
This implies that we can find 6,, € ©(h) N O; s.t.
(B.13) 105 — Onlliey, v/, < maxl,, ;.
J€Elp]
By the intermediate value theorem, for each j € [p], we can then find

027 € O(h) between 0, and 0,, ie., 057 = anibp + (1 — anj)én for some
Qnj S [0, 1], s.t.

VRE[m; (W, 6,)] _ v/nE[m;(W,6,)]

Kn0g, ,j KnOg

(B.14) + 5, NG (057) (0, — 0,).

Define 6, = (1 — x; )0, + 1,16, or, equivalently, (0, — 0,,) = k(6 — 6y),
which can be done simultaneously for all j € [p]. Therefore, we can rewrite
(B.14) as

(B.15)  Gy(0:9)v/n(f, — 6,) = VIE[m; (W, 0,)]  VaE[m; (W, 0)]

Kn0g,,j K:"O-én,j
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By convexity, 6, € O(k). Moreover, by definition of 6, and (B.13) we
have 5 R
105 — 6, || v/n?, < maxl, ;.
J€lp]

By another application of the intermediate value theorem, we can find
07" = Bnjbn + (1 — By;) Oy, for some S, € [0,1], s.t.

VnE[m; (W, én)]/aén,j = VnE[m;(W, n)]/Uén Gt G (0757 )v/n(0n — én)
(B.16) = VnE[m;(W,00))/05, ;+ G057 )10 = b2) + €1j,n,
where

e1im = {Gj (0;°7) = G3(0,7)}3/n(0n — 0.
Combining (B.15) and (B.16), we get:
VRE[m;(W,60,)] /05 . = #, " VnE[m;(W,0,)]/09, ;
+(1 — /i:zl)\/ﬁE[m](VV, é")]/aén,j + €1,4n
= ln,j + €20 + €150,

where 3
€2.jn = (1 — ki, )v/nE[m;(W, On)l/og, ;-

From 6, € ©; and k,, > 1, we conclude that €2jn < 0 for all j € [pl.
Moreover, it follows that

lergml < GHO5) = G059 V(B — 62)]

< |G (0:7) — G059 Ivn (B — 6,)
< Lal|0y = 0| masx{l} /9,
JE(p]
= Lg ‘ anén + (1 = Byj) 0, — anibn — (1 — anj) 0, I%?)](ln,j/ﬁn
j€lp
= LG H (Oénj — ﬁnj/{gl) én + (ﬁnj/iT_Ll — Oénj) 9n Héf[lp}ii ln,j/’ﬂn
J
= Lglay, — n/{;1 én—Hn maxl, /9,
Gl = Bt | 1 = 0| mac s/
2
< Lg {maxln,j/ﬁn} Kn/V/n.
JEP]

Then, for all j € [p] we have

' 5 -1 . ?
VREDm; W.6)] _ gV (Web)] {max s /ﬁn} fin
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completing the proof of the second statement.
To show the first statement when 6, ¢ ©(h) N Oy (i.e. max;¢py) ln,; > 0),

recall that 6, = (1 — k;1)0,, + x;;'6,,. Therefore by (B.13), we have

maxje[p] ln,j/ﬁn
/{El\/ﬁ

since k,, > 1. |

”911 - én” =(1- “gl)Hén - enH <

PrROOF OF COROLLARY 1. First we verify Condition MB. By assumption
we have O(h) convex and fo-diameter uniformly bounded. Since the com-
ponentwise derivatives of m; are bounded by Cj, we can take Lg = C1+/dp,
Lo = L, and x = 2. Condition MB(iii) holds by assumption.

Next we verify Condition A, because of the Lipchitz condition, we have
that F has e-covering number bounded by p(6C;dp /)% so it is VC type with
A = 6C1dgp"/% and v = dy. Moreover, since m;’s are uniformly bounded
above and the variances oy ; are bounded away from zero, we can take b < C;
and E[|f|*] < o?b*=2 trivially holds and we can take ¢ = 16. The set of
functions B = {B(f) = vnE[m;(W,0)] : j € [p],0 € O} has covering number
satisfying Ng(n) < p(6Cidgn/n)%. Thus we have K,, < C'logp+ C’dglogn.

Thus the conditions to apply Theorem 2 hold with

PR < 1 { 2/3 B} d;/an+ %/2} <LC171_61

nn ) pl/e nl/2 bn [~ vn APE

Then by choosing v, = C?n~2¢ for some C sufficiently large and ¢ > 0
sufficiently small, the last result in Theorem 2 yields the result. O

PrROOF OF THEOREM 3. The proof builds upon the proofs of Theorems

1 and 2. We now divide the argument into cases.
Case 1: lpin > —2w, /(1 — 7). Let

Sp(k) = infpeqn) maxjep) vo,j + ki L/mE[m; (W, 0)] /oy
Sp(k) = infgeq ) max;ep) vj ; + #y, 'VnE[m; (W, 0)] /0y ;

and

Sn(¢n7 \II) = inf@g@ﬁﬂ max;cw, Vg, + \/’EE[mJ(I/Vv 0)]/0-97j
S:L(T/Jn, \I/) = infﬁe@f” maX;ecy, U;,j + \/ﬁE[m](VV, 9)]/09,j'

We have the following sequence of inequalities

P(T,(h) > t) = P(min{T,(h),T.(h)} > t) )
<(1) P(mln{Sn(l/Jn, \I’), Sn(/f)} >t — (El) + 7
2 P(min{S} (¢, ¥), S5 (k) } >t — d2) + 72

<
<(3) P(min{RPT* RIF*Y > 1 — 63) + 73,
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where (1) holds with §; = d3 V 6] and 71 := 73 + ] where 63 and r3 are
defined in the proof of Theorem 1, while §] and r] are defined in the proof of
Theorem 2. Next, note that min{S,, (¢, ¥), S,(k)} can be directly written
as a MinMax statistic, so we can apply Theorems 8 and 9. Thus (2) holds
with 09 = 61 + Onmm + Smmn and 7o = 71 + C{7y, + n~'}. Finally we have
that (3) holds with d3 = 03 + &g + 05 and 73 = 72 + r3 + r5 by the same
arguments in in the proofs of Theorems 1 and 2.
Case 2: lpin < —2w,, /(1 —t7). This follows directly from analogous argu-
ments.
O

B.1. Proofs of Section 4.2.

PROOF OF THEOREM 5. Define J); = {j € [p] : /nE[m;(W,0%)]/o¢ ; >
—c5N(p,v,)}. Consider the following derivation.

P(Tn(ﬁ) > max cSN’2N(9,a)> < P(T,(h) > SN2V (0% o)) + P(6* ¢ ©5V)

pcOSN
S P(m?)}( \/ﬁmg*’j/&g*’j > CSN’2N(6*, Of)) + P(e* g (:j;S;N)
JEP
< p(ng}x Vg ;)6 j > NN (0% a)) +P(3j & J g j > 0)
JeJy

+P(6* € O5M).

The proof is completed by providing suitable upper bounds on each terms
on the right hand side.

For the first term, we use an argument based on Steps 2 and 3 in the
proof of Theorem 4.2 in Chernozhukov et al. [25].

P(m?‘fx Vg ;[6g- ;> CSN’QN(W,@))
J€Jn

< P(giéafgx/ﬁme*,j/@e*,j > NN a = 3y,)) + POV (67)] < 7))

<a—3vm+m+Cnc

For the second term, we use an argument based on Step 1 of the proof in
Theorem 4.2 in Chernozhukov et al. [25].

P(3j ¢ J, :mg«j >0) < P(?é?ﬁ V(g j — Elm;(W,0%)]) /o~ j > 5N (9, 7))

<Y+ Cn¢.
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For the third term, we note that the conditions we are imposing imply those
in Theorem 4. Thus, consider the following derivation based on that result.
PO ¢ O1Y) = Plmaxvime. /095 > ¢ (p, 7))

J€lp
< P(Tu(h) > N (p,n)) < An+ Cn 7"

The desired then result follows from combining the upper bounds. O

APPENDIX C: PROOFS OF SECTION 5

PROOF OF PROPOSITION 1. By independence, Fz(t) = P(Z <t)=1—
(1 —®P(t))N, and so

(C.1) fz(t) = Np(1 — @ ()N 1 eP =1 (t)o(t).

Upper bound. Let t* € argmax;er fz(t). It suffices to show that
(C.2)  fz(t*) = Np(1 — ®P(t*)N 1P~ (#*)p(t*) < 5v2In®/2(Np).

We now divide the argument into cases.

Case 1: [t*| > v2InY/?(Np/[2xr In®/2(Np)]). (C.1) then implies fz(t) <
Np(t) Vt € R. Then, |t*| > v2In'/?(Np/[27 In*?(Np)]) implies that fz(t*) <
Npé(t*) < In*?(Np). Then, (C.2) follows.

Case 2: |t*] < v2In'/?(Np/[27 In*?(Np)]) and t* < 1/3. Then, consider
the following derivation.

fz(t*) < Np®P~H(t*)¢(0) < Np®P—*(1/3)¢(0
< Np(2/3)p—1 — (3/2)1+1H(Np)/1n(3/2)—p < 3/2’

where the first inequality follows from (C.1), (1 — ®P(¢*))V~! < 1, and
o(t*) < ¢(0), the second inequality follows from ¢* < 1/3, and the third
inequality follows from pln(3/2) — In(Np) > 0 which, in turn, follows from
In(Np)/p < 1/v/27 < In(3/2). Then, (C.2) follows.

Case 3: t* € (1/3,v2In"/?(Np/[2r n*?(Np)])) and ®P(t*) < 1/(Np).
Then,

fz(t7) < o)/ (t7) < ¢(0)/2(1/3) < 2/3,

where the first inequality follows from (C.1), (1 — ®P(¢*))V~! < 1, and
®P(t*) < 1/(Np), and the second inequality follows form ¢(¢*) < ¢(0) and
t* > 1/3. Then, (C.2) follows.

Case 4: t* € (1/3,v/2In'/?(Np/[2r n*?(Np)])), ®P(t*) > 1/(Np), and
(Np — D)o(t*) < t*®(t*). Then,

(C.3) o(t*) < t*®(t*)/(Np — 1) < V22 (Np/[2n n*?(Np)])/(Np — 1),
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where the first inequality uses that (Np — 1)¢(t*) < t*®(¢*) and the second
inequality uses that t* < v2In'/2(Np/[2r In*?(Np)]). Then, consider the
following derivation.

f2(t) < Npo(t*) < v2In'/?(Np/[2n n*?(Np)])Np/(Np — 1)
< 2¢/2In'/?(Np).

where the first inequality follows from (C.1), (1 — ®P(#*))N~1 < 1, and
PP(t*) < 1/(Np), the second inequality follows from (C.3), and the third
inequality follows from 1 < 27 In%/? (Np) and Np/(Np—1) < 2, which holds
since In(Np) > 2. Then, (C.2) follows.

Case b: t* € (1/3,v/2In'/2(Np/[2r n*2(Np)])), ®P(t*) > 1/(Np), and
(Np — 1)op(t*) > t*®(t*). Since In fz(t) is a twice continuously differen-
tiable function, any t* € arg maxscr fz(t) = arg maxycr In fz(t) satisfies the
first order condition: d1ln fz(¢*)/0t = 0. This condition yields the following
derivation.

(p—D)p(t*) — t*®(t*) p—1 1

(C4) (I)p(t*) = (Np _ 1)(]5(t*) _ t*@(t*) < Np 1 < Ny

where the first inequality follows from first order condition, (Np —1)p(t*) >
t*®(t*), Np > 1, and t* > 1/3 > 0, and the remaining relationships are
elementary.

Then, consider the following derivation.

fz2(t*) < po(t*)/®(1/3)
< @/5)pE + V()2 +4)(1 -
< (4/5)p(t" +(t*)? +4)(1 — 1/ Np 1)
= (4/5)p(t" + V/(t*)? + 4)(1 — 1/ exp(In(Np)/p))
< (4/5)p(t" + /(t*)? +4)(1 — 1/[1 + 2In(Np)/p])
(8/5)(t +V/(t*)* + 4) In(Np)

where the first inequality follows from (C.4), (1 — ®P(¢t*))V=1, t* > 1/3, and
1/®(1/3) < 8/5, the second inequality follows from 2¢(t)/(t + V2 +4) <
(1 —-®(t)) for all t € R (e.g., [1]), the third inequality follows from ®P(t*) >
1/(Np), the fourth inequality follows from the fact that exp(z) < 1+
22 for all x € [0,1/+/27], and sixth inequality follows from the fact that
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(t* + /(t*)2+4) < 2(t* + 1), the seventh inequality follows from t* €
(1/3,v/2mY?(Np/[2x In®/?(Np)])) and the fact that
(C.

5)  (16/5)(V2In'/2(Np/[2w n®/*(Np)]) + 1) < 5v2In'/*(Np),

To conclude the argument, it suffices to show (C.5). Let D = [27 In®?(Np)] >
25/27 where the inequality holds by In(Np) > 2. Because the relation
V2In'2(Np/[2r In®/?(Np)]) > 1/3 > 0 holds, (C.5) is equivalent to

(C6)  (2° =54 In(Np) +28(2(In(Np) —In D)2 + 27 — 2 D < 0.

On the one hand, 27 — 28In D < 27 — 281n(2%?71) < 0. On the other hand,
28(2(In(Np) — In D))1/2 < 28(2(In(Np)))/? < 217/2In(Np), and so (28 —
59 1In(Np) + 28(2(In(Np) — In D))Y/2 < (28 4 2'7/2 — 54)In(Np) < 0. By
combining these inequalities, (C.6) follows.

Lower bound. Let # be (uniquely) defined by ®(f) = (1/N)/?. Note that

m PO =0/N) = exp(~n N)/p) > expl—(n(V)/p)
’ > exp(—1/(v/27)) > 0.5,

where the second inequality follows from (In(Np))/p < 1/v/2m, and the
remaining relationships are elementary. (C.7) implies that ¢ > 0.

As an intermediate step, we provide an alternative lower bound for ¢.
First, note that ¢ > 0 implies that:

(C.8) t>\/2ln t+ V2 +4)+ ()2 —2.
Second, consider the following derivation.
2exp(=(0)?/2)  _ _ 26(%)

(C.9) V2r(t+VE2+4) (V2 +4)
<1-®(t) =1—exp(—(InN)/p) < 2(InN)/p,

where the first equality holds by the definition of ¢(t), the first inequality
follows from the fact that 2¢(t)/(t + Vt2+4) < (1 — ®(¢)) for all t € R
(e.g., [1]), the second equality holds by the definition of ¢, and the second
inequality follows from the fact that 1 — exp(—z) < 2z for all z > 0. (C.9)
then implies that:

(C.10) \/2ln TV +4)+ (52> \/21n (p/(V2r(In N))).
By combining (C.8) and (C.10), we conclude that

(©.11) £> \/2In(p/(v2r(ln N))) -
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The lower bound is a consequence of the following derivation.
f2(t) = p(1 = 1/N)N I NPg(D)
pexp(—l)z?(Nl/p -1

pexp(—1)t (exp( InN) —1)

exp(—1)tIln N

> exp(— <\/21n (p/(V2r(In N))) — >lnN,

v

g S

v

v

where the first equality uses (C.1) and ®(f) = (1/N)'/?, the second inequal-
ity follows from ®(f) = (1/N)'/? and the fact that (1—1/N)V=1 > exp(—1),
o(t) > t(1 — @(t)) for all t € R (e.g., [1]), the third inequality follows from
the fact that exp(x) — 1 > x for all > 0, and the fourth inequality follows
from (C.11). O

PROOF OF THEOREM 6. To show (i) we proceed similarly as in the proof
of Theorem 3 and obtain

P(T,,(h) > t)

<@3) P( inf maxwg; + \/_E[mJ(W 0)]/09; >t —03)+ 37
0€0;(h) €Y

<) Pl inf | max Go, + VBl (W.0)] /o0, >t = 8) +74

=P f G E W, 6 >t—0
(GEIQIII(h)]Hé%}; 0.; + vnE[m;( N/oo; = 5 | (Wa)izy) + g

where (3) holds by the proof of Theorem 1, (3’) by Theorem 8 (with n =
n~1/2) with 0% = 83 + 6, and 75 = 47, + Cn~L. The last step holds by
Theorem 9 which asserts the existence of a Gaussian process with the same
distribution conditional on the data.

Next we condition on the event £/ = EN Ey N By, with E as defined in
(D.2), Ex = {SUPGE®( ),J€[p] lvo,j| < w} and Ep = {SUPeee(h ).d€lp |00,J/091
1| <t} which occurs with probability 1 — 3+, —n~". Under thls event the
covariance matrix of the bootstrap process induced by (U;, j) is close to the

process induced by (G, ;) in the sense of (D.5). Therefore we have that with
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probability 1 — 3+, —n~!

P(T,(h) > t)
<@ P(Gei@nf(m max vp j + VnE[m;(W,0)] /g >t — Coy | (Wi)iLy) + Cry

<y P(inf maxdy; >t — Cds | (W;)iLy) + Crs
0cO, jeVy

where (4) follows from Theorem 9 since both (vj ;) and (Gy.;) are Gaussian
processes (04 and r4 are defined in the proof of Theorem 1), and (5’) follows
by the similar arguments as in the inequalities (5)-(8) of of the proof of
Theorem 1.

To show (ii) we start from the proof of Theorem 2 which yields the first
inequality below

P(T,(h) > t)

</ P( inf max o} . + Vnk- ‘g i/6g; >t — L) + 1
=(5) (eee(ﬁ)je[p] 0,5 vn n 9,1/ 0, = 5) 5

<(6) P(eeigfﬁ) ?é&[l;]iﬁz,j + vk, Elm; (W, 0)]/og; > t — 6) + 6

SmngbﬁﬁGw+¢%ﬁEWAW®V@g2P4®+%

=P( inf maxGo;+ v/, E[m;(W,0)]/og; >t =87 | (Wi)iey) + 77
0O (h) jE(p]
where (6) holds with &5 = & + r;, L, (1 +t2) /(1 — t9) and 7§ = 7% + Yy, (7)
holds by Theorem 9. Again, the last step holds by Theorem 9 which asserts
the existence of a Gaussian process with the same distribution conditional
on the data.

Next we condition on the event £/ = EN Fy N By, with E as defined in
(D.2), Er = {supgeo h),jelp) [vo] < @} and By = {supgcen) je(p) 106,5/90.5—
1] < t9} which occurs with probability 1 — 3+, —n~1. Thus with probability
1 — 3y, —n~! we have

P(T(h) = 1)
<(8) P( inf maxdg; + vk, "E[m (W, 0)]/og; >t —bg | (Wi)isy) + g
9cO(h) jelp] ’

<(9) P( inf maxag; + Ve tmg ;)60 >t — 8y | (Wi)iy) + 14
0€0(h) jelp] o

where (8) holds by Theorem 9 since the associated covariance matrices
satisfy (D.5) under the event E, and (9) holds by events F; N Ey with
8 = 04 + iy Ly (14 £9) /(1 — 1) + t310n,. O
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PRrROOF OF THEOREM 7. For every € > §,, we have with probability 1—-,
(C.12) ) ) .
PR, —cn(h, )| <€) < P(IR} —ca(h,a)] < €+ 0y [ (Wi)ily) +m
< (e+ ) An (W) + 7
Therefore, for any € > 9,, with the same probability we have

%P(IRZ —cn(h, @) <€) < Ap(W)(L+0n/€) + yu/e

Taking the sup over € > §,, we have
O

LEMMA 9. Let f denote the density function of minge(n max;cpy Wi,
and fi denote the density function of max;ec(, W;. Provided that —1 <
corr (Wi, Wirjr) < 1,

N

f(t)

L€[p)

p
$(t) > ) P(max Wy > t, Vm # k, max Wie <t | Wi = t)
- €lp
k=1 j=1

I
WE

P(max Wy,; > t,Vm | max Wy; = t) f(t)
J€lpl i€l

b
Il

1

where fi(t) = ¢(t) 38 _ P(Wie <t | Wi =1).

APPENDIX D: PROOFS OF SECTION 6.1

PROOF OF THEOREM 8. The proof proceeds in steps.

Step 1. (Main Step.) To show the result we will (suitably) discretize the
sets A and each Fy and set N = |[A| and p = max, 3 |Fy|. For & > 0, de-
fine T = min, 3 max .z B(f) +Gy(f) and T° = min,_3 max .z B(f)+
Gp(f) where the sets A and Fy are such that [T —T¢| < e and [T —T¢| < £
with probability exceeding 1 — p(e).

By Step 2 equation (D.1) below we can take & = o/(bn'/2) + nzr, +n+
Cy/o2K,/n + C’bKn/(wl/qnlﬂ_l/q) and p(g) = 2n~! + 3r,.. Therefore, we
have with probability exceeding 1 — r1,(8) — C{yn, +n~1},

T —T| <I|T—T°|+|T°—T°|+|T° - T
<|T =T +|T° = T|+C6
< 20/(bn*/?) + 20z, + 21
+C/o2 K /1 + CbK,, ) (v tn/2=1/7) + 5,
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where the first line holds by the triangle inequality, the second holds by Step
3 with probability exceeding 1 — 71,,(9), the third inequality holds by Step
2 as stated.

To establish the result recall that log(Np) < CK, (by Step 2) so that

setting
27-2\1/3
P L
Al Sp1/6 Al In1/2=1/q

yields r1,(0) < C, and the result follows.

Step 2. (Controlling Discretization Error). To discretize the empirical and
Caussian processes we set ¢ = o/(bn'/?) and p = 2maxgep N(Fy, d, b) -
Ng(n). Note that F is VC type with constants A > e and v > 1 so that
N(Fy,d,eb) < N(F,d,eb) < (44/e)V. Moreover, we will choose a ej-cover
A of A, A C A, with cardinality bounded by N = (12n/ep)% with ey =
{0/(Cp b2}V,

Let K, = log Ng(n) + v(logn V log(Ab/a)) + (dg/x)log(nCr ~,b/c) and
K, = v{logn Vlog(Ab/o)}. Note that K,, < K,, and log(Np) < CK,,.

Letting F* = {f —g : f,g € F,d(f,g) < b}, ¥(0) := supsex, (B(f) +
Gn(f)) and 9(0) := Supfefg(B(f) + Gn(f)) we have that

T —T¢ = inf 1(0) — min)(0)
QEA QEK

<infy 3z ¥(0) —Amineej\ 72)(9)
< max ‘1/)(9) — 7/)(9)‘

feA
<0+ suppere |Gu(h)|-

Moreover, we have

T —T¢ = inf 1(0) — min (6)

geA feA
> inf ¢(0) — mint(0) —n — sup |Gn(h)]
oeA 0cA fie]-‘6
>—  swp [6(0) = v(0)] —n— sup [Ga(h),

0,0€A,]|0—0]|<en heFe



56

where we used that A is an epa-cover of A. Similarly we have

T—T¢ = inf sup (B(f) + Gp(f)) — min max(B(f) + Gr(f))
€A reFy 0eA feFy
<n+ sup |Gp(h)|
L heFe
T=T° = mf sup (B(f) + Gp(f)) — min max(B(f) + Gp(f))
S 0EAX feFy
>~ sup | sup (B(f)+Gp(f)) — sup (B(f) + Gp(f))
0,0€A,]|0—0||<ea |JEF0 fers

—n = suppe e |Gp(h)|-

By Steps 2 and 3 in the proof of Theorem 2.1 of Chernozhukov et al. [31],
we have

P(supycr: |Gp(h)| > C\/02K,/n) < 2n~' and
P(suppe - [Gn(h)] > CK, /(0! 1/1)) < ..

Note that by Condition B we have

P s [6(0) = v(0)| > Craneh +nra, | <
0,0€A,||0—0||<en

where by definition of £5 we have Cx ., X < a/(bn'/?).
Similarly, again by Condition B, we have

P sup
0,0€A,]160—6]<ea

Therefore, we have
(D.1)

sup B(f) +Gp(f) — sup B(f) + Gp(f)

fEFo feF;

g
> /2 + 77?,%) < Vn-

2
< —+3vn.

n

-~ CoKp/* CHK,
P<|T—T€|v|T—T8|>L 7

bnl/2 TNF oy, T 0T nl/2 ,_lel/qn1/271/q
Step 3. (CLT for Discretized Process). In this step we show that
P(|T" - TV€| > C{n+ by }t) < C'{vn + n_l}-

For that we will apply Theorem 10 for T = min,_; max;_z B (f) +Gn(f)

~ . A 3 do
and T° = minge§ Max ;e 2, B(f)+Gp(f) where N = |[A| = (12n2CFr,,b/0) X
and p < (44An'/?b/c)?. This will show that for every Borel subset A of R we
have

P(T¢ € A) < P(T° € ACUrtonnan}y 4 €'y, + n~ 1},



CONFIDENCE REGIONS PARTIALLY IDENTIFIED 57

and the result follows from Strassen’s theorem (see e.g. Lemma 4.1 in Cher-
nozhukov et al. [31]). N
Under Condition A, by letting f; = X;(f) and X; = f; — E[fi], we have

L,= max_ E[+30|[Xi/*) <8 max_ E[L Y7 |fi*] <80,

OEA, fEFy OEA, fEFy

e, fEFo eFo

M, £(6) = EZEl max_ |)~<i.f|31{ o | Xl >5\/—/10g(Np)H

< —ZE max_ | Xi[* max_ |Xis|97%/{6v/n/ log(Np)}9~?]
1 6€R,fEFy 0EN, fEFy
201 C -
< E[ max_ |£il7]/{6v/n/ log(Np)}*~?
n 6en, fe

=1
S2q_1bq{10g(Np)/(5\/_)}q %

Next note that we can assume 6° > Co?bn~1/21og?(Np), or equivalently

§ > Clon~/%10g?/3(Np) (otherwise the result is trivial as r1,,(0) > 1). Then,

for Yy ~ N(E[f;],var(f;)), Yir = Yir —E[fi], by Lemma 6.6 in Chernozhukov
et al. [31] we have

M, 7(6) ZE wax_ (Vig1{ max_ [Yig] > 0v/a/ log(Np)}]
’ =1 6eh,feF, eA,feF,

< 12(8v/n/ log(Np) + co 10g(Np)) exp(—dv/n/{colog®*(Np)})

< C{ov/n/log(Np)}? exp(—dv/n/{colog* *(Np)})
< Cn~202b,

where the second and third inequalities follow from under C'log(Np) <
K, <n'/3 (and the lower bound on §).
Therefore, by Theorem 10 and Strassen’s theorem we have

- log?(Np) log?~?(Np)bt
15 15 / 2
P(|T° = T¢| > C6) < r1n(d) := qu 05+W ‘

O

PROOF OF THEOREM 9. Similar to the proof of Theorem 8, we proceed
in steps. By a conditional version of Strassen’s theorem (see, e.g., Lemma
4.2 of Chernozhukov et al. [31]), since o(X; : ¢ = 1,...,n) is countably
generated, it suffices to show that there is an event F € o(X; :i=1,...,n)
such that P(E) > 1 —~, —n~! and on the event F,

P(S€A|Xy,...,Xn) <P(§ € ACOHmnam)y 4 C(y, +nY)
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for every Borel subset A of R. We will specify an event E as the intersection
of the following events:

(i) sup e |Gn(f)| < Co K2 Jm! + COK,, /(! “nt/2=1/a)
(D2) (i) supger [Gn(fg)] < Coo KN /42T + COR,, /(72 1 /2=2/0)
(Z”)”F”Pn,Q < n1/2”F”P727

where K, = v{logn V log(Ab/c)}. Step 0 in the proof of Theorem 2.2 in
Chernozhukov et al. [31] established that P(E) > 1 —~, —n~!. R
Step 1. (Main Step.) We discretize the sets A and each Fy and set N = |A|

and p = max, 3 |Fg|. For € > 0, define S° = min,_3 max .z, B(I) +G4(f)

and S¢ = ming 3 max .z B(f)+ Gp(f) where the sets A and Fy are such
that |S — S¢| < e and |S — 5¢| < & with probability exceeding 1 — p(e).

By Step 2 below we can take & = o /(bn'/2) + nzr ., +n+ C\/02K,/n +
(bo K3/2)V2 [ (nh 101/ 4 CbK, /(7L 9n1/2=1/9) and p(e) = 5n~! +37,. Then

we have

1S — 5| < |8 —S¢|+]9° — 5| +]9°— S
< |8 — 5| +|55 = 5|+ C6
< 20/(bn'/?) + 2nF ., + 20+ C\/02 K, /n
+(bo K32)12 ) (i T2 4 CHK, ) (v TnV/2-1/1) 4 Cs,

where the first line holds by the triangle inequality, the second holds by Step
3 with probability exceeding 1 —771,,(6), the third inequality holds by Step 2

as stated before. Then, setting 6 = d,, , the result follows by noting that

log(Np) < CK,, by (6.1) and 715,(0pn 5, ) < CYn.-
Step 2. (Controlling Discretization Error). Using the same notation as in
the proof of Theorem 8, and defining ¥%(6) := supser, (B(f) + GS(f)) and

D(0) = Supfe]f-g(B(f) + G4(f)) we have

S-S <n+supyer [Gh(h)] i
S—8 >—  sup VH(8) — ¢4 ()| —n — sup |G (h),
0,0€A,)0—6||<ea heFe

where we used that A is an ea-cover of A.
Similarly we have
S— 5 <n+supper |Gp(h)|
S —5° > —n—supycr- |Gp(h)|

— swp |sup(B(f) + Gp(f)) — sup (B(f) + Gp(f))|-
0,0€A,)|0—0]|<ep | fET0 feF;
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By Step 2 in the proof of Theorem 2.1 of Chernozhukov et al. [31], and
Step 2 in the proof of Theorem 2.2 of Chernozhukov et al. [31], we have
P(supye 7= |Gp(h)| > Cy/02K,/n) < 2n~! and

¢ (boKp/*)1/2 bKy, 1
P <hs€u}[_)€|Gn(h)| > C’{ i + IRy | X1,..., X ) <2n7F,

provided that the event F as defined in (D.2) occurs.
Using Condition B as in Step 2 in the proof of Theorem 8 we have

P( sup \w@—w@bwmw®+mm>s%

0.0€A,[0—0|<ex

g
Pl sup Jsup (B(f) +Gp(f)) = sup (B(f) + Gp(f))| > 75 + 170 | < Tne
0,0eA, |FE€Fe feF; n
l9=0l|<ea

Step 3. (CLT for Discretized Gaussian Process) Next we will establish
that in the event E we have

(D.3) P(S° e A|Xy,...,X,) <P(5 € A%) +7,,(9)
for every > 0 and Borel subset A of R where log(Np) < CK,, and

- (5) = CHn boK)* BK,
Tin(0) == (52%2/‘1 i T (-
We define
HES& - 2SEHOO = max ‘En[fklhfkﬂz] - En[fk1j1]En[fk2j2]

(k.g)€INT>x[p]?

_{E[fkljl szjz] - E[fklh]E[szjz]H-
It follows that

En [fk1j1 szjz] - E[fklh szjz” < n=1/2 SUPf geF Gn(fg)l
(D.4) |En[fk1j1]En[fk2j2] - E[fklh]E[szjz” <n”! SUPyrer |Gn(f)|2
+on~ 2 supser |G (f)]

and conditional on F, we have

ChoKY*  CWK,
72/%1/2 ,Yg/qnl—2/q’

(D.5) 125 - 55700 <

Therefore, by Theorem 11 we have that (D.3) holds.
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APPENDIX E: PROOFS OF SECTION 6.2

PrOOF OF THEOREM 10. The proof follows similar steps to the proof of
Lemma 5.1 in Chernozhukov et al. [28]. For a Borel set A C R, define its e-
enlargement as A° = {t € R : dist(¢, A) < €}. Define fi; = % Y1 E[XG k51,

fir, = (fixs)}—,, and for a vector v € R? we let

P

F o (0) = 8" log Z p(B{v; + firs})

For a N x p matrix W = [Wy,..., Wy], let
Fgg(W) = (Fp s (W), Fpay (W) € RY.

In order to approximate the min max operator we will consider the function
Gg: RN*P 5 R defined as

Ga(W) = =Fpo(=Fp.a(W)).
It follows by Lemma 10 that

—Btog N < Gp(W— M)_1§}gl<nN1IE?<XkaJ < B llogp, for all W e RN*P

We choose 3 so that 6 = 5~ !log(Np). By Lemma 5.1 in Chernozhukov
et al. [31], for each Borel set A C R and § > 0, there exists a function
g € C3, satisfying ||¢']loc < 071 19"l < 072K, 19" ]|cc < 63K for a

universal constant K, such that 14(t) < g(t) < 14ss(t) for all ¢t € R.
To proceed define the composition m = g o Gg. Let

7= R e e X = R Xl Kot + e
Zz = 7 - Y; + [
= 2 2 i = g i i+

Since 6 > B~ log(Np), Lemma 10 implies that
P(Z € A) (Ga(X X) € A%) < E[m(X)] N
[m(Y)] + E[m(X)] — E[m(Y)]

(Gp(Y) € A) + E[m(X)] — E[m(Y)]
(

ININ I IA

We will proceed to bound E[m(X)] — E[m(Y)].
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Let W be a copy of Y and we can assume that X ) EN/, W are independent.
It suffices to bound E[Z,,] where for v € [0, 1]

= m(VoSy +VI—uS)) —m(SY), $@=n""23"Q, Q=XY,W.

i=1

Our case corresponds to v = 1. For a constant A > 6 (independent of n),
and for any w € RV*P and t > 0, define

h0.0) =1 { iy (o + i) € 4547

For any t € (0, 1), define w(t) = \[A\/_
For any t € [0,1], Define the Slepian interpolation Z(t) = > ', Zi(t),
where

Zi(t)ET{\/_(\/_X +mY)+\/1TW}
so that Z(1) = \/ES,)L{ + \/ESBL/ and Z(0) = SXV. It follows that
Ld
T, = m(Z(1)) — m(Z(0)) = /0 Com(Z (1))

Define the Stein leave-one-out term of Z(t) as Z"(t) = Z(t) — Z;(t) and

. 1 (1, = . 1~
Zi(t) = —= 4 —=(VoX; + VI —0Y;) — Wi
(0= = { SR V=T - W
By a Taylor expansion,
E[Z,] =E[f, m (Z( = 3E[ fo Zke N] Z]E[p]m (k.5) (Z(t))ij(t)dt]
2Z(k,y €[N]x[p z 1fo Z(t)) zky( )]dt
=I1+1I+1I1I,
where
= 3 2 () E[N] (] i 1 Pl E (k] (Z29(t)) ‘z(.kj)(t)]dt
I = 2 3 (k. g)ElN ]2 X ]2 Dot fo Z(l)( ) Zi(k 1) () Zi(ha o) (8] dE
I =3 Z(kg N x[p]? Doie 1fo fo VE[H (1 ) (i, t, 7)]dtdT

and H, ;)(i,t,7) = m,(/]:;j)(Z(i) (t) + TZi(t))Zi(kljl)(t)Zi(kgjg)(t)Zi(kgjg)(t)'
By independence between Z®)(t) and Z;(t), for (k,j) € [N] x [p] we have

Elm (2 (1)) Ziej (8)] = Elm{y, ;) (2D EIE[Ziky 1) (0] = 0,
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= 0 which in turn implies I = 0. Similarly, by indepen-
)(t) and Z;(t), for (k,j) € [N]? x [p]? we have

Elmi ) (Z(‘i) (t))Z.i(k_ud) (t) Zikaja) (1]
= Blm{y (2D O)EZigr 1) (8) Zigraga) ()]

since E[Z;, j,) (¢ )]
dence between Z(

and note that E[Z,(km)(t)Zi(kzjz)(t)] = 0 by expanding and using indepen-
dence between X and Y. Therefore, 11 = 0. B -

To bound 111 let x; = 1{man€[N]7j€[p] |X,k]| V |Y;k]| vV |‘/V,k]| < \/ﬁ/(4ﬁ)}
and I1I = $111T, + L1111, where

ITL =3k jeNpxp) 2—1 fo fo 7)E[x H(k,j)(i7t=7')]d7dt
111, Z(k,g N3x[p] 7, 1f0 fO E Xi)H(k7j)(i7t7T)]det'

Using U(k ] (x) as defined in relation (F.1), by Lemma 13, we have for
(k,j) € [N’ x [p]® that

M 5@ < Uy (@), X pempxpe Vg (@) S 671582

(E.1) v
Utkj)(®) S U jy(x +2) S Ugge ()

for all z,7 € RN*P with §]|Z]|e = B maxi<m<n1<e<p |Tme| < 1. Moreover
we have that

‘Z.i(k‘ljl)(t)Z’i(ksz)(t)Zi(k‘gjg)(t)‘ <3 (gman 123{‘Xlke,ﬂ‘ ‘szwe‘ ‘Wzkzde‘}

< 3l XimtPV YtV | Wim
<3pr I[}lv??e[p]‘ >V Y mel® VWi e

()M3

T p3/2 7

where we define M; = maXmG[Nf],ZE[p] |)Z',~7mg| Vv |}~/,~7mg| vV |/WJ,~7mg|.
Therefore we bound I115 as follows

L <Y / / (1= XU ) (Z9(8) + 7 Z5(8) 2588 M|t

(k,J)EIN]3 x [p]3 i=1

SZ/o /(JE["3%)M§(1_XZ') S Uy (Z9(t) + rZit))|drdt

(k,5)€[N]? x[p]?

1 1
55*%22/ /E[n3§§>M3(1_ D]drdt.
0 0

As in Chernozhukov et al. [28] we define T = /n/(483) and using the union
bound we have

1= < Y[ Xilloo > T3+ {[[Villoo > T} + 1{[|Willoo > T}
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Using a variant of the Chebyshev’s association inequality'® (see Lemma B.1
in Chernozhukov et al. [28]) we have

E[MP(1 - xi)] < SE[M||Xilloo = THIX: %] + L0E[L{]|Y;]loc = THYillZ)-

where we used that Y; =, W;. Therefore, since fol w(t)dt = fol 1/{VE A
VI=#ydt =2 [ (1/VE)dt = 42,

L 0B

N T2

162

S ni/z

[111,] E[\I)Nfilliol{ll)?illoo > TH + B[V |5 11 Yilloo > T}

{M 5(6/4) + M, 5(6/4)}

where Mn % and Mn v are defined in the statement of the theorem.
Next we turn to I11;. By Step 2 below we have that

(E2) xilm{g ;) (Z9) +72:(0)] = W2, D)xalm{g ;) (2D (1) +72:(1))].

By definition we have

IIT =30 e N x )8 Qe 1fo fo E[xiH 5 (i, t, 7)|drdt

<) E(k7J)E[N]_3><[P3 Yliet fo fo T)

Elxilm{y ;,(Z D) + 1Zi )| Zitky 1) (8) Zicha ja) 0 Zi(heg o) (£) || drdlt

(@) 2o (k) €N R [p]? Dt Jo Jo1=m7) .

E[h(Z( )( ) )X1|m”/ )(Z(l)( ) + TZz(t))”Zi(kl,jl)(t)Zi(kzﬁjz)(t)Zi(kaﬁja)(t)”det
<(3) 2ok, j)e[N]E % [p)? Ez 1 fo fo

E[x:h(ZD, 1)U, j)(ZD(t) + 7Zi(t ))”Zz(lm 0 O Zi(h,jo) (0) Zi(hs 5s) (B |JdTdt
S( Z(k J)E[N]3 x[p]3 Zz 1 fO fO

Elx:h(ZD, 1)U jy (ZO )| Zicr 1) ( )Z'(kz,jz)(t)Zi(ka,ja)(t)”detv

where (1) follows from the definition of Hy ;), (2) follows from (E.2), and

(3) follows from the definition of Uy ;). Relation (4) follows since whenever
= 1 we have ||Z;(t)|lcc < 3/(48) we have B||7Z;(t)]|lc < 3/4 < 1 as

required in Lemma 13 so that U(k,j)(Z(i) (t)+7Zi(t)) < U(k,j)(Z(i) (1)).

Y5 This is used to show that E[1{A > t}B*] < E[1{A > t}A*]|4+1{B > t}B?] for positive
random variables A, B.
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Therefore

ITh Z(k])e [N]3x[p] 7, 1f0 1 U(k])( ()(t))]
BIXG| Ziry o) (t )Z(kg,jz)( ) i(ks,33) ( )|t
= D (k)N x [p]? 2zi=1 Jo Ellxi + (1= xa) Y(ZD, 1)Uy, 1 (ZO(1))]
[XZ\Z(kl 1) ( )Z(kg,jz)( )V Zi(ks 53) (t )H

<YL E XOIED h j)e Vs x o 5 h(ZD, 1)U 5(Z29(1)))

SMAX (), j)e [N]3><[p]3 E[X2|Zz(k1 ) (Z z(kz 2) () Zi(s ) (B) 11

+30 1y S ke BXih(Z9, DU ) (Z(Z ()]

Elxi|Z kml)( )V Zi(ka o) (1) Zi(hes, j) (1) 1At
=11, + I11.

Since Z(k,j)E[NPX[pP U(k’])(Z(Z)( )) < 5 1/82 and h(Z(Z ) S {0 1} we

have

IThe SAM,, 5(6/4)} + M, 5(5/4)}67" 5% /n'/2.

To bound ITIy, note that if h(Z®(t) 4+ Z;(t),2) = 0 and x; = 1, we have
h(Z@(t),1) = 0. Therefore,

(E3)  xih(Z9(1),1) = xsh(ZD (), DA(ZD (1) + Zi(t),2) < h(Z(2),2).

Moreover since U(kJ)(Z(i) (t)) S Uw,j(Z(t)) (by Lemma 13 if x; = 1) and
(E.3) hold we have

Ihy S0 Y peinsxip Jo EIZ(#),2)Un(Z(1)]

[XZ’ZZ(kl,jl ( )Z (kg,jg)( )Zl(kg,jg)( )Hdt
= D (kJ)EINPBX[pl 3 BIR(Z(t),2)Ug ;) (Z(1))]

Zz IE[XZ‘Z kl,jl ( )Zl(kg,jz)( )Zl(kg jg)( )Hdt

< JLEIZ(1).2) S ey Vo) (Z(D)

max(m) [N]3><1[P]3Zz:1 EXGl Ziky 1) (8) Zi(n, o) (0) Zi(hs 35) () ]t

S 67182 L [ B[R(Z(t), 2)w(t))dt

S 5_1ﬁ2Ln/’I’L1/2.

Thus we obtain the stated bound (by redefining ¢ by a multiplicative
factor of 4).

Step 2. In this step we show that
(B4)  xilm{s (Z9() +72:(t)| = (ZD, Dxalm{f, ;) (29 (1) + 7Z:(8))].

Note that if y; = 0 or h(Z®(t),1) = 1 the statement is trivial. So we
assume that h(Z®(t),1) = 0 and x; = 1 occur. Recall that h(Z®(t),1) = 0
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is equivalent to

1 . A . EAA5+1//3} — 0,
{Tr?é}%}?é?ﬁf( me(t) + Fime)

and x; = 1 is equivalent to

1 jzzm vim \/Wim < 4 =
{meﬂ%ﬁ{e[p]' el V1Y mel VWi mel < v/n/( 5)}

First we note that by definition, h(Z®(t),1) = 0 implies

E.5 i ZD () + fime) & AXHET,
(E.5) ng[g]rgéﬁ( me(t) + fime) &

Moreover, x; = 1 implies

Sfsh o

\/_(\/_sz€+ \/1 _Uy;mﬁ)_‘_ \/1 - Wsz
|sz€|+|}/;mf|+|‘/l/;m€|}
\/_/(45) (3/4)5~".

Therefore, when h(Z®(t),1) = 0 and x; = 1, (E.5) and (E.6) we have

|Zi,mf(t)|

(E.6)

VANVAN

(E.7) Min,, [N mane[p}(Zf;)Z(t) + TZ; i (t) + fime) & AAS+B

for all 7 € [0,1], since max,,e(n jep) | Zime(®)] < (3/4)871. In turn, by
definition (E.7) implies h(Z®(t),0) = 0.
Moreover, (E.7) and

—6 < G(Z9(t) +7Zi(t)) — min max(ZD(t) +7Z;(t) + [i)me < 6
mée[N] jE[p)

implies that G5(ZW(t) + 7Z;(t)) & AAS—6
Therefore by definition 70f g, Which implies 1 A5( < g(t) < 1s(t), if
' )

)
0
Therefore, if h(Z®(t),1) =0 and x; = 1 we have (E 4) O

PROOF OF THEOREM 11. Similar to the proof of Theorem 10 we define
= goGg, X=X- u, and Y=Y-— 1 where we can assume X and Y to
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be independent. Recall that |G5()Z') —T| < B~ 'log(Np) by Lemma 11 and
we can take g € C3(R) such that 14(¢) < g(t) < 143s(t). Therefore we have

P(T € A) <P(Gp(X) € AP 1oeVP)) < F[m(X)]

E[m(Y)] + E[m(X)] - E[m(Y)]

P(Gp(Y) € AP 1es(ND)+50) 4 Blm(X)] — E[m(Y))]
(TeAw Hes(ND+59) 1 Blm(X)] — E[m(Y)].

We will proceed to bound E[m(X)] — E[m(Y)]. Defining Z(t) = ViX +
V1 —tY we have

- ~ 1

E[m(X)]-E[m(Y)] = 92 Z (Efilﬁ,kﬂz)_Eéljl,/mjz))E[m/(/kvj)(z(t))]’
(k.7)€[NT>x[p]?

which follows from Stein’s identity (see Lemma 2 in Chernozhukov et al.

[30]). Therefore, we have

Em(X)] ~ Em(V))]| < 15X = Y B [ S ez ) (ZO)]]
< I S o (167 e - 431 )

where the last step follows by Lemma 12.
Since [|g"|loc < 672K and ||¢/[|c < 67! for some universal constant K,
and setting 8 = 6~ ! log(Np) we obtain

P(T € A) < P(T € A2 osNp)+30) L || 2X — 2Y|| {672+ 0718}
P

<
< P(T € A%) 4206725 — 2o log(Np).

APPENDIX F: TECHNICAL LEMMAS
LEMMA 10. Let the function Gg : RN*P — R be defined by Gg(W) =
_FB(_FB(W))‘ Then,
Gs(W) = Ga(W)| < [[W =Wl
— B ogp < m[m} ma[;](WkJ Gs(W) < B 'logN.
j€
PRrROOF. It is well know that ||V Fg(v)||1 < 1sothat ||Fg(W)— FB( Moo <
|W — W||s. Thus we have

Ga(W) = Ga(W)| = [Fp(—Fs(W)) = Fs(=Fs(W))|
< | Fs(W) = Fs(W)lloo
< W = Wlleo-
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Next note that

minke[N] max;ep] Wi = minke[m FB(Wk) — ﬁ_l log p

= —maxgen] —Fp(Wi) — 67" logp
> —F3(—Fs(Wy)) — B~ log p,

where we used that for a vector v € RP, max;ep v; < Fg(v) < maxjep, vj+
B~ og p. Similarly, we have

minke[N} max;ep| Wy < minke[ N] Fg(Wk)
— maxgen] —Fp(We)

< ~Fs(—Fy(Wy)) + 5" log N.

JE[p

O

Following similar notation in Chernozhukov et al. [28], we let 0,5 = 1{a =
b} and define

mi(v) = exp(Bur)/ 3. {exp(Bur)).

Wy ey (V) = (T, Okiy ke —%7%)( )
Qhrkoks = (Thy Ok ks Okika — Thy ThaOkiky — Thy Tho (Okiks + Okaks) + 27k Thy kg ) (V).

We also define

() = explBle; + )] Do fexp(( + )

w?lka (v) = (7 ukéjuz - ﬁikﬂ';;k)(v)

Hoke M Mk Bk B gk
45 5055 = (77 " 05153 0j1js — T Wi Ojje — 75" 75 s (Gjujs T 0jajs) + 275 Ty T )(v),

where those are tailored to the matrix structure.
”In what follows we denote 8ijm(X)m: m’(w)(X), 0xy,,, 0x, 5, M(X) =
m(kJ)(X), OXyy 5, 0y, 0% 5, UX) = m(kd)(X)
LEMMA 11.  Consider m(X) = go Gg(X). Then,
(1) for any (k,j) € [N] x [p],
mi (X) = ¢ (Gp(X))mi(—Fp(X))mf* (X
(2) for any (k,j) € [N]? x [p]?,

"

mi 3(X) = g"(Gp(X)) e, (—Fp(X))m; P52 (X ) a (—F3(X)) w1 (X,
=4 (G(X)) Bwy ks (— FB(X)) qu(sz) M (X,)
+¢'(Gp(X))mk, (—Fp(X ))5k1k2/8w]1]2(Xk1)
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(3) for any (k,j) € [N]? x [p]*,

m{! (X)) = g"(G(X) TTi=y mk (—Fp (X))mh (X,.)

—9"(Gp(X )ﬂwkm( Fa(X))mey (= Fa (X)) Ty 7 (X, )
) (X))(Skzk%ﬂw;;kjg(sz )7k (— Fﬁ(X)) P (Xy)
)Ty (— F(X)) Bwp, iy (—F3 (X)) [Ty M@(Xm)
)k (— F (X)) (X )k, (— Fﬂ( )0 ks B (X, )
)y (— (X)) Bwiy ks (—Fa (X)) TTp—y 75 (X,-)
B2 iy kates (—Fp (X)) TTo—y 5 (X
Bk, iy (= F (X)) kg B2, (X )i (X,
Bwi, ke, (—Fp(X)) 75, T (X, )5k1k3ﬂw51k]3 (Xk,-)
+9"(Gp( X))y (—Fp(X))mh (Xk3 )70y (—F5 (X)) Ok, ko Bwj, gy (X )
—g'(G5(X)) Bk, ky (— Fa (X )T (X )0k, kB L (Xiy)
+9'(Gp(X))m, (= F (X))5k1k2k3ﬁ2qmzjg(Xk1)

PRrROOF. The results follows from direct calculations. O

LEMMA 12.  For any 8> 0, g € C3(R) and m = g o Gg we have

S im0 < N9l
(k,5)€[N]x[p]
S ey @Ol < 19"l + 481 1
(k,j)€[N]2x[p]?
S mb X1 <19 lleo + 1689 oo + 248219 llsc-
(k,j)€[N]3x[p]3

PROOF. To prove the first result we will use that Zke ] mr(v) = 1 and
2jelp) ;L (w) = 1. Since 7 > 0 and F”k > 0 we have that

2o tkyeixtp Mg (O < M19lloo 2ok jyeny (o) (= Fﬁ(X)) i (X)
=g ||oozkem 3 jetp) (= Fa (X))
=119 lloo Cepn) k(= F5(X)) X jepp 75
= ngwoo Zke[N] (= Fp(X))
=119 |loo-

(Xk.)
(Xk.)

To show the second relation we will use that >, . ciny Wk g, (V)] < 2
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and Zj1,j2€[p] |w§‘1k7j2 (w)| < 2. Therefore we have

2k )elNgz xpl2 [T,y (X = Eklemzkze ]Zgle[pJZhe[m M0y 1 g (X))
<Ng"lloe D D0 D D> mh (—Fa(X))m) (X, )ma, (—F(X))w) (X, )

k1€[N] k2 €[N] j1€[p] j2€[p)

Higloe S D0 DTS Blwkyky (—Fs(X)) |75 (X )7 (Xi,.)

k1€[N] k2€[N] j1€[p] j2 €[]

Hole S0 30 303w (—Fa(X) ko Bl (X, )]

k1€[N] k2€[N] j1€lp] j2 €[p]

< N9 oo Y ma(=Fp(X) D moy (=F5(X)) Y 7= (Xiw) Y 7 (Xiy)

k2€[N] ki1€[N] j2€[p] J1€[p]
Higloo D Blwkars (~Fa(X))| > wht (Xny) Y 7 (Xi,.)
k1,ka€[N] J2€lp] J1€p]
Hlgllse Y T (- ) ST Bl (X,
k1€[N] J1,J2€[p]

< N9l + 4819 lloo-

Finally, the third result follows also using that ;. . rociny [@kikoks (V)] <
6and >, . icpl |q§fl’}2j3(v)| < 6. Indeed
> ImG X)) < Yo Ay X) e+ AR (X,
(k.5)EIN]3x[p]? (k.g)E[NTEx[p]?

where AT} j)( ) corresponds to the mth term in the expression of m’(’,;]) in

the statement of Lemma 11 part (3), m =1,...,12.
We proceed to bound each term Az’;; )( ), m =1,...,12. It is convenient

to note that }°; - - cp o, (XkL, ) = 1. We have that
Z(k,j)G[NF’X[ s Al ) (X) < llg" lloos

where we used the following relations »; - - cr [~ (Xke ) =1 and
2kt o ks lp) [T;_, 7k, (—F5(X)) = 1. For the second term, we have

Z(m)e[NPx 1 A (X

1) 19"l 2, k3€[p] |Whyks (—F (X))|Ekle[N} Ty (—F(X))
<@ 119" 1008 Xy ksefp] [Whaks (—F(X))]
S 6ﬁHg lloos

where (1) follows from 37 . - cr I, “k‘f (Xk,.) = 1, (2) follows from
St T (—F5(X)) = Loand. (3) from Sy, et ki (—Fs(X))] < 6.



70

The third term is bounded as

2 (Nl A,y (X) )

é(1) Hg”HOO Zkg,kge [N] sz(_Fﬁ (X))5k2k3 ng,jgg[p} 6|w5:j23 (Xk2)|
) 19" oo Zkzé[]\ﬂ s (—Fp(X)) ZjQ,jSG[p} mw;zka:a (X,

<@) 289" lloo 2okyen) Tho (—F(X))

= 28(19" lloo>

where (1) follows from >, . mg, (—Fs(X))m;) fiky (Xk,.) = 1, (2) by applying
Okoks = 1{ko = ks}, (3) from 3. . cp ]wZ?S(XkT)\ < 2, and the last line

from 3 c vy Tho (—Fp(X)) =
For the fourth term, we have

2 e peiNxip® Aley (X)

< 110"l 3o s T — (X)) By (— F (X)) T, 7 (X, )
=) 19" loo 2ok ko ks (N] Tha (—FB(X)) Blwkey ks (—F (X))

=2) 19" lloo 2o kzein BlWriks (—Fp(X)]|

<(3) 289" [l o>

where (1) follows from 7, . - cr
ZkgG[N] Ty (—F3(X)) =1, and (3
For the fifth term, we have

k. eivE <l Ak (X)

19" 1o Z(k,j)e[zv]3x[p]3 sz(_FB(X)) e (Xk )7k, (= Fp(X ))5k1k35|w5ffg (Xky-)|

(1) 2B119"loo 2oy koa ks €[N, ja ) Tha (= FB(X)) 042 (X )0y (= F (X)) 0k, by

@) 2619”00 2ok, kpeiny jaetp) The (= F3(X))m5, Mz (Xk2 )Ty (—Fp (X))

@) 2819”0 Xokaeiny aep) Tha (—FB (X)), s (sz )

) 2619" || oo

where (1) follows from 3, . cp ]w]m (Xky.)| <2, (2) by using that 0, ks =
k1 = ks}, (3) from 3oy e 7Tk1( F3(X)) =1, and (4) from

> sz(—FB(X))Wf:2(Xk2~)= > mr(—Fp(X)) Y 77% (Xks.) = 1.
]

k2€[N],j2€(p] ko€[N jo€[p]

[T2_, 7" (X)) = 1, (2) follows from
B from Zkl,kge (V] | Wiy ks (—F3(X))| < 2.

A A

For the sixth term, we have

X ke pl® A,y (X)

< 19" lloo Xt gyeimppxippe oo (—F (X)) Bl sy (= F, (O Ty 75 (Xi.)
=1) 19" oo X s o) Ths (—F3 (X)) Blwg, y (—Fp (X))

=<2> 19" lloe s kac i) Blwks ko (—F5(X))]

<(3) 26119" lloo>
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where (1) follows from 3> - - cr [, MW (Xk,.) = 1, (2) follows from
E%e[}?}f@(_Ff}(}f)) =1, a}?d ( ) from Ekl,kze[N] |wk1k2(_F5(X))| <2
or the seventh term, we have

2 (e Ny Al ) (X)

<9 lloe Xk yepvio wip)® B2k kakes (—Fp (X)) TT— Wukl (Xk,.)
=) ||9,||ooﬁ2 Zkl,kz,k3e[zv] |Qk1k2k3( FB(X))|

<(2) 662119 ll oo

where (1) follows from ;. . - cp I, = (sz ) =1, and (2) follows from

Ekhkz,k;gE[N |qk1k2k3( FB(X))| <6.
For the eighth term, we have

2 etV xpt Al ) (X)
< Hgl”oo Z(k,j YE[N]3x[p]3 5’wk1k2(_ ( ))lékzksﬁlw]”g, (sz )‘ﬂ- (Xkl )
=(1) /32“9/”00 Zkl,kz,kge[m ‘wklkz( (X))]ékaS ijg,e[ ] ’ ;ZZZS(szv)’
<(2) 2ﬁ2”g ”oo Zkl,kg ks€[N] ’wklkZ( (X))’(skzk‘s
=(3) 28°119'lloo Xk, ke [Whika (= F5(X)]
<(0) 482119 lsos

where (1) from 3 o7 31 (Xk1 )=1,(2) from >, il ;Z;?S(Xk?)\ <2,
(3) from Oppiy = 1{k‘2 = ks}, and (4) from Zlﬂ,kzé[N |wk1k2(—F5(X))| <2.
For the ninth term, we have

2 wyelntoxipps Ak, (X)
< Hgl”oo E(k,j YE[N]3x[p]3 5’wk1k2(_F5( ))’ﬂ-ukz (sz )5161/?3/8’7”]1]3()(/?1 )’
<(1) 2ﬁ2”g HOO Zk17k2,k3e [N] |wk1k2( FB( ))|5k1k3 E]ge[p] jo (sz )
=(2) 262019 lloo Xy o o] [Whaoo (= F3 (X)) 0k 1
=@3) 282019 lloo Xy ko) 1Whi ke (= F3 (X))
<) 48119l 0

where (1) from 3, - cp |w51kj;3(Xk1,)| <2, (2) from 3, e ukz( o)
(3) from Ok, ks = 1{k1 = k3}, and (4) from 37, 1\ ‘wklkz( 5(X))|
For the tenth term, we have

S

Z(k;)em* e Atk (X)

< 19" oo Xk gyeng g Ths (—Fs (VTS (X )i, (= Fp(X))0ks ks w05, 5 (X, )|
@) 289" o0 Sy ok Ths (—Fs (XN Tk, (—Fp (X)) 01k Xy T (Xs)
(2) 289" || oo Zkl ko ,k3€[N] 7Tk3( (X))ﬂ-kl( ( )) 0k ke

(
(4)

Il I/\

3) 269" ||O<>Zk1 ks€[N ]Wke( (X)), (—Fp(X))
) 2B119" oo
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where (1) from Zjl,jze[p} ’wjljz(Xky)‘ <2, ( ) from 2]36 ng (Xk?, ) =1,
(3) from gk, = 1{k1 = ko}, and (4) from

> T (—Fs(X))mk, (—Fp(X)) = > my (=Fp(X)) Y may (—Fp(X)) = 1.

k1,k3€[N] k1€[N] k1€[N]
For the eleventh term, we have
2 etV x a2 A (X) )
o Hi
<19l Z(k,g [N]3x[p]3 6|wk1k3( FB( ))|7T - (Xka )5k1k26|w]1]12 (Xl

<a 252H9 oo Zk17k‘2,k3e[N]7]36 | Wy kg (—F (X ))|7T * (Xs-) Oy ey
262119 oo Xoks kse[N] jsely) ’wklkS( Fp(X ))\WMB (Xks-)

)
=(2) )
=(3) 28 ||9,||oo Zkl,kge[m |wk1k3(—FB(X))|
<(a) 48719 lsos
where (1) from 231 Jselp | 51212(Xk1,)] <2, (2) from Ok, = 1{k1 = k2}, (3)
from 2]36 (st ) =1, and (4) from Zkl,kse[N] | Wiy ks (—F3(X))| < 2.

Finally, for the twelfth term, we have

Ykelvpxpr Atk X)
< 119" lloo 2ok jyernyaxple Tha (—Fp(X ))5k1k2k3/32’qﬁmg(Xklv)’
=1) B9 oo Xryern) T (“ (X)) X0 s o) [ Gr s (Kkr-)|
<) 662119 lloo Xk, ey Tha (—F(X))
=(3) 68?19/ [|so>
where relation (1) follows from g,k = 1{k1 = ko = k3}, (2) follows

from >, . iicpl \qﬁ'}lzjs(Xkl,)\ < 6, and (3) from >, c;n) ™k, (—Fp(X)) = 1.

Collecting all the twelve terms we have

S O < 19" s + 1681l9" loo + 248219 l|oo-
(k.d) NS x p)?

O

LEMMA 13. For any 8 > 0, g € C3(R), m = go Gg, and (k,j) €
[NT? x [p)?, define:

(F.1) Ut j) () = sup{|m{} ;s (x + )| : y € RN ||y[l < 57}
Then,

Yo Ukp(@) < e*{lg" lo +1681l9" oo + 24529 lloo}
(k)EINT % o)
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PROOF. As argued in page 1586 of Chernozhukov et al. [27], ||y[lco < 87!
implies 7 (z + y) < e?mp(z). Therefore,

> ke SUP|y o <p-L Th(T +y) <€
Dkt ke [N] SUPy o<1t [Why ko ()| < 26
bt o ks €[NV SUPylloo <81 [ @b o ks (T + )| < 6O

In turn, we have that

Yo Ukp(@) < e{llg" o + 168ll9" o + 24829 lloc
(k) EINT x p1?

where the factor e!? accounts for the potential product of six factors of €2,
i.e., one such factor for each index of the sum. O
References.

[1] M. Abramowitz and 1. A. Stegun. Handbook of Mathematical Functions with For-
mulas, Graphs, and Mathematical Tables. National Bureau of Standards. Applied
Mathematics Series, 1964.

[2] D. W. K. Andrews and P. Guggenberger. Validity of subsampling and plug-in asymp-
totic inference for parameters defined by moment inequalities. Fconometric Theory,
25(3):669-709, 2009.

[3] D. W. K. Andrews and P. Jia-Barwick. Inference for parameters defined by moment
inequalities: A recommended moment selection procedure. Econometrica, 80(6):2805—
2826, 2012.

[4] D. W. K. Andrews and X. Shi. Nonparametric inference based on conditional moment
inequalities. Journal of Econometrics, 179(1):31-45, 2014.

[5] D. W. K. Andrews and X. Shi. Inference based on many conditional moment inequal-
ities. Journal of Econometrics, 196(2):275-287, 2017.

[6] D. W. K. Andrews and Xiaoxia Shi. Inference based on conditional moment inequal-
ities. Econometrica, 81(2):609-666, 2013.

[7] D. W. K. Andrews and G. Soares. Inference for parameters defined by moment
inequalities using generalized moment selection. Econometrica, 78(1):119-157, 2010.

[8] D. W. K. Andrews, S. Berry, and P. Jia-Barwick. Confidence regions for parameters
in discrete games with multiple equilibria with an application to discount chain store
location. Mimeo: Yale University and M.I.T., May 2004.

[9] T.B. Armstrong. Weighted ks statistics for inference on conditional moment inequal-
ities. Journal of Econometrics, 181(2):92-116, 2014.

[10] T. B. Armstrong. Asymptotically exact inference in conditional moment inequality
models. Journal of Econometrics, 186(1):51-65, 2015.

[11] T. B. Armstrong. On the choice of test statistic for conditional moment inequalities.
Journal of Econometrics, 2018.

[12] T. B. Armstrong and H. P. Chan. Multiscale adaptive inference on conditional mo-
ment inequalities. Journal of Econometrics, 194(1):24-43, 2016.

[13] P. Bajari, C. L. Benkard, and J. Levin. Estimating dynamic models of imperfect
competition. Econometrica, 75(5):1331-1370, 2007.

[14] A. Belloni and V. Chernozhukov. ¢;-penalized quantile regression for high dimen-

sional sparse models. Annals of Statistics, 39(1):82-130, 2011.



74

(15]

A. Belloni, V. Chernozhukov, and K. Kato. Uniform post-selection inference for least
absolute deviation regression and other z-estimation problems. Biometrika, 102(1):
77-94, 2015.

Alexandre Belloni, Victor Chernozhukov, Denis Chetverikov, and Ying Wei. Uni-
formly valid post-regularization confidence regions for many functional parameters
in z-estimation framework. arXiv preprint arXiv:1512.07619, 2015.

A. Beresteanu, I. Molchanov, and F. Molinari. Sharp identification regions in models
with convex moment predictions. Econometrica, 79(6):1785-1821, 2011.

F. A. Bugni. Bootstrap inference in partially identified models defined by moment
inequalities: Coverage of the identified set. Econometrica, 78(2):735-753, March 2010.
F. A. Bugni. Comparison of inferential methods in partially identified models in
terms of error in coverage probability. Econometric Theory, 32(1):187-242, 2016.

F. A. Bugni, I. A. Canay, and X. Shi. Specification tests for partially identified models
defined by moment inequalities. Journal of Econometrics, 185(1):259-282, 2015.

F. A. Bugni, I. A. Canay, and X. Shi. Inference for subvectors and other functions of
partially identified parameters in moment inequality models. Quantitative Economics,
8(1):1-38, 2017.

I. A. Canay. EL inference for partially identified models: Large deviations optimality
and bootstrap validity. Journal of Econometrics, 156(2):408-425, 2010.

I. A. Canay and A. M. Shaikh. Practical and theoretical advances for inference in
partially identified models. In B. Honoré, A. Pakes, M. Piazzesi, and L. Samuel-
son, editors, Advances in Economics and Econometrics: Eleventh World Congress,
volume 2, chapter 9, pages 271-306. Cambridge University Press, 2017.

V. Chernozhukov, H. Hong, and E. Tamer. Estimation and confidence regions for
parameter sets in econometric models. Econometrica, 75(5):1243-1284, 2007.

V. Chernozhukov, D. Chetverikov, and K. Kato. Testing many moment inequalities.
arXiv preprint arXiv:1312.7614, 2013.

V. Chernozhukov, S. Lee, and A. M. Rosen. Intersection bounds: estimation and
inference. Econometrica, 81(2):667-737, 2013.

V. Chernozhukov, D. Chetverikov, and K. Kato. Gaussian approximation of suprema
of empirical processes. The Annals of Statistics, 42(4):1564-1597, 2014.

V. Chernozhukov, D. Chetverikov, and K. Kato. Central limit theorems and bootstrap
in high dimensions. arXiv preprint, 2014.

V. Chernozhukov, D. Chetverikov, and K. Kato. Anti-concentration and honest,
adaptive confidence bands. The Annals of Statistics, 42(5):1787-1818, 2014.

V. Chernozhukov, D. Chetverikov, and K. Kato. Comparison and anti-concentration
bounds for maxima of gaussian random vectors. Probability Theory and Related
Fields, 162:47-70, 2015.

V. Chernozhukov, D. Chetverikov, and K. Kato. Empirical and multiplier bootstraps
for supreme of empirical processes of increasing complexity, and related gaussian
couplings. arXiv preprint, 2015.

V. Chernozhukov, W. K. Newey, and A. Santos. Constrained conditional moment
restriction models. arXiv preprint arXiv:1509.06311, 2015.

A. Chesher and A. M. Rosen. Generalized instrumental variable models. Economet-
rica, 85(3):959-989, 2017.

A. Chesher, A. M. Rosen, and K. Smolinski. An instrumental variable model of
multiple discrete choice. Quantitative Economics, 4(2):157-196, 2013.

Denis Chetverikov. Adaptive tests of conditional moment inequalities. Econometric
Theory, 34(1):186-227, 2018.

F. Ciliberto and E. Tamer. Market structure and multiple equilibria in airline mar-



CONFIDENCE REGIONS PARTIALLY IDENTIFIED 75

kets. Econometrica, 77(6):1791-1828, 2009.

V. H. de la Penia, T. L. Lai, and Q.-M. Shao. Self-normalized processes. Probability
and its Applications (New York). Springer-Verlag, Berlin, 2009. ISBN 978-3-540-
85635-1. Limit theory and statistical applications.

R. M. Dudley. Uniform central limit theorems, volume 63 of Cambridge Studies in
Advanced Mathematics. Cambridge University Press, Cambridge, 1999. ISBN 0-521-
46102-2. . URL http://dx.doi.org/10.1017/CB09780511665622.

B. Gafarov. Inference on scalar parameters in set—identified affine models job market
paper. Mimeo: UC Davis, 2016.

A. Galichon and M. Henry. Set identification in models with multiple equilibria. The
Review of Economic Studies, 78(4):1264-1298, 2011.

K. Ho and A. M. Rosen. Partial identification in applied research: Benefits and
challenges. In B. Honoré, A. Pakes, M. Piazzesi, and L. Samuelson, editors, Advances
in Economics and Econometrics: Eleventh World Congress, volume 2, chapter 10,
pages 307-359. Cambridge University Press, 2017.

H. Kaido, F. Molinari, and J. Stoye. Confidence intervals for projections of partially
identified parameters. arXiv preprint arXiv:1601.00934, 2016.

K. Kim. Set estimation and inference with models characterized by conditional mo-
ment inequalities. Mimeo: Michigan State University, July 2008.

S. Lee, K. Song, and Y.-J. Whang. Testing functional inequalities. Journal of Econo-
metrics, 172(1):14-32, 2013.

K. Menzel. Consistent estimation with many moment inequalities. Journal of Econo-
metrics, 182(2):329-350, 2014.

A. Pakes and J. Porter. Moment inequalities for semiparametric multinomial choice
with fixed effects. Working paper, Harvard University, Cambridge, MA, 2013.

A. Pakes, J. Porter, K. Ho, and J. Ishii. Moment inequalities and their application.
Econometrica, 83(1):315-334, January 2015.

M. Ponomareva. Inference in models defined by conditional moment inequalities with
continuous covariates. Mimeo: Northern Illinois University, June 2010.

J. P. Romano and A. M. Shaikh. Inference for identifiable parameters in partially
identified econometric models. Journal of Statistical Planning and Inference, 138(9):
27862807, 2008.

J. P. Romano, A. M. Shaikh, and M. Wolf. A practical two-step method for testing
moment inequalities. Econometrica, 82(5):1979-2002, 2014.

A. M. Rosen. Confidence sets for partially identified parameters that satisfy a finite
number of moment inequalities. Journal of Econometrics, 146(1):107-117, 2008.

E. Tamer. Partial identification in econometrics. Annu. Rev. Econ., 2(1):167-195,
2010.

A. W. van der Vaart and J. A. Wellner. Weak Convergence and Empirical Processes.
Springer Series in Statistics, 1996.


http://dx.doi.org/10.1017/CBO9780511665622

	CEMMAP COVER
	1806.11466nox
	1 Introduction
	2 Setup and Test Statistics
	3 Overview of Main Results
	4 Critical Values and Theoretical Guarantees
	4.1 Bootstrap-based critical values
	4.1.1 Discard Resampling or DR Bootstrap
	4.1.2 Penalized Resampling or PR Bootstrap
	4.1.3 Minimum Resampling or MR Bootstrap

	4.2 Self-Normalization based Critical Values

	5 Anti-concentration and Data-driven estimates
	6 Coupling for MinMax Functional
	6.1 MinMax of Empirical Processes
	6.2 MinMax of High-dimensional Matrices

	A Example
	B Proofs of Section 4
	B.1 Proofs of Section 4.2

	C Proofs of Section 5
	D Proofs of Section 6.1
	E Proofs of Section 6.2
	F Technical Lemmas
	References




