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Abstract

Recent evidence highlights that commodity price changes exhibit a short-lived, yet ro-
bust contemporaneous effect on commodity currencies, which is mainly detectable in daily-
frequency data. We use MIDAS models in a Bayesian setting to include mixed-frequency
dynamics while accounting for time-variation in predictive ability. Using the random walk
Metropolis-Hastings technique as a new tool to estimate our class of MIDAS regressions, we
find that for most of the commodity currencies in our sample exploiting this short-lived re-
lationship yields to statistically more precise out-of-sample exchange rate point and density
forecasts relative to the no-change benchmark. Further, the usual low-frequency predictors,
such as money supplies and interest rates differentials, typically receive little support from
the data at monthly forecasting horizons. In contrast, models featuring daily commodity

prices are highly likely.
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1 Introduction

Exchange rate fluctuations constitute a major source of risk to several economic agents. Not
surprisingly, academics, market practitioners and policymakers have long been concerned about
the determinants of exchange rate movements. In their seminal paper, Meese and Rogoff (1983)
examine whether exchange rate fluctuations can be predicted using macroeconomic variables.
They show that forecasts based on standard models that relate exchange rates dynamics to
macroeconomic variables do not outperform forecasts based on a driftless random walk. Their
results triggered a large literature examining the weak predictive power of macroeconomic vari-
ables on exchange rates, and three decades later, Rossi (2013) notes that Meese and Rogoff’s
(1983) findings have not yet been overturned. As she points out, the main issue is that the pre-
dictive ability of macroeconomic fundamentals is ephemeral.! In other words, although some
fundamentals exhibit predictive content at short horizons and others at long horizons, none of
them have systematic forecasting power.

In a recent paper, however, Ferraro et al. (2015) suggest that the frequency of the data used
in the predictive regressions for exchange rates may be important in pinning down forecasting
ability. They argue that the most probable reason for the failure to uncover predictive power
in fundamentals such as commodity prices is the emphasis of the literature on data sampled at
low frequency. At this frequency, the predictive content of this sort of fundamental is transitory.
In fact, using monthly/quarterly data on oil price changes to predict fluctuations in exchange
rates at similar frequencies, Ferraro et al. (2015) hardly detect predictive content (see also
Chen et al., 2010 for congruent results). When instead they regress the contemporaneous daily
change in the exchange rate on the current daily fluctuation on oil prices, they find a significant
and consistent relationship. The relationship is short-lived, in the sense that it can mainly
be detected using high frequency data and it washes away quickly. Indeed, in a strict out-of-
sample exercise, where lagged rather than contemporaneous daily price changes are used to
predict future exchange rate movements, predictability is found to be time-varying and subject
to large instabilities.

In this paper we employ a systematic approach to exploit the short-lived effect of commodity

prices on exchange rates, in a pseudo out-of-sample context. In contrast with the existing

LA very limited list of other papers highlighting this conclusion includes Berge (2013), Fratzscher at al.
(2015), Giacomini and Rossi (2010), Ferraro et al. (2015), Rogoff and Stavrakeva (2008) and Sarno and Valente
(2009).



exchange rate studies, we allow the effect of daily fluctuations in commodity prices to carry on
to the end-of-month change in the exchange rate. Using the so-called MIxed DAta Sampling
(MIDAS) framework, each daily observation on price fluctuations can have a different weight or
impact on the end-of-month observation on the exchange rate change. The MIDAS regression
is a simple, parsimonious, and flexible modeling approach that allows the variables entering
a time series regression to be sampled at different frequencies (Ghysels, 2007). For instance,
fluctuations at the end of the month can have more predictive power than fluctuations further
back. With our approach we can attribute more importance to these observations that are
closer in time, while the literature typically would aggregate them to the lowest frequency with
equal weights.

Further, the empirical literature also suggests that the predictive content of either commod-
ity prices or the standard macroeconomic fundamentals is time-varying. Ferraro et al. (2015),
for example, find that lagged daily fluctuations in oil prices were better predictors of daily
changes in the Canadian/U.S. dollar exchange rate around 2006-2007, while at the monthly and
quarterly frequencies predictive ability is never found.? Hence, in our approach, we let each of
the high-frequency commodity prices we consider be potentially relevant at each point in time.
More specifically, our MIDAS predictive models allow for changing sets of high and/or low fre-
quency regressors at each period in time. In this setting, we make two additional contributions.
First, we use a likelihood-based approach to shed light on whether regressors sampled at high
frequency are more informative about monthly changes in exchange rates than predictors sam-
pled at low/same frequency. Second, we equally employ the likelihood information to account
for potential time-variation in the predictive content of our predictors (i.e., commodity prices
and standard macroeconomic fundamentals). Therefore, we forecast with the predictors with
the highest support from the data at each period in time. Alternatively, we compute the fore-
cast as a weighted average of each model’s forecast. In this methodical manner, we analyze if
accounting for the time-changing predictive ability improves forecast accuracy. More generally,
in our framework, we check whether the predictive content of fundamentals sampled at high
and low frequency should be regarded as complementary, rather than substitute of commodity
prices.

All our models are estimated with Bayesian methods, and we introduce the random walk

2See also an explanation for the time-variation in predictive content based on a scapegoat theory of exchange
rates of Bacchetta and van Wincoop (2004, 2013) or the empirical evidence in Fratzscher et al. (2015).



chain Metropolis-Hastings algorithm as a tool for estimating MIDAS regressions. Bayesian
methods are progressively being applied in MIDAS papers, owing to their advantage in terms
of providing a systematic framework to incorporate model and parameter uncertainty by focus-
ing on the full predictive density (see Pettenuzzo et al., 2015, for a recent application). These
methods also allow us to systematically achieve our goals of (i) examining the degree of infor-
mativeness of predictors sampled at different frequencies and (ii) accounting for time-variation
in forecasting performance.

We focus on commodity prices/currency pairs of three major commodity exporting coun-
tries: (a) Australia with emphasis on gold and copper prices; (b) Canada, concentrating on oil
and copper prices, and (¢) Norway with oil and gas prices. In addition, following the indication
in Chen et al. (2010) that commodity price movements may induce exchange rates fluctuations
for large commodity importers, we examine the case of Japan (focusing on oil prices and a com-
modity price index), as an example of this category of countries. Overall, while our left-hand
side variable is always sampled at monthly frequency, on the right-hand-side our regressions
allow for commodity prices sampled at daily or monthly frequency, or standard macroeconomic
predictors sampled at monthly frequency (e.g., interest rate differentials, money supply differ-
entials, and price differentials).

Using monthly and the corresponding daily data from September 1986 to March 2014 we
recursively forecast the 1-month ahead change in the exchange rate. Our forecasts are com-
pared to those of the driftless Random Walk, which according to Rossi (2013), is the toughest
benchmark in the exchange rate literature. To assess the forecasting performance of our meth-
ods we employ the root mean squared forecast error (RMSFE) for point forecasts and log-score
differentials for density forecasts. We examine the statistical significance of our forecasts using
the Clark and West (2006, 2007) test-statistic.

What we find is that exploiting the properties of daily commodity prices in a MIDAS set-
ting leads to forecast improvements. In terms of point forecasts for example, MIDAS regressions
with daily copper prices improve upon the RW benchmark for the Australian dollar and the
Canadian dollar. In contrast, and consistent with the existing evidence, standard regressions
with commodity prices sampled at low frequency hardly improve upon our benchmark. Regard-
ing density forecasts, our results suggest that once we account for the full forecast distribution,
the RW never forecasts better than the commodity or fundamentals-based regressions. As well,

when we account for time-variation in forecasting ability by combining the forecasts from our



MIDAS models and from regressions based on standard macroeconomic fundamentals we also
improve upon the RW. Inspection of the data-driven weights underlying our forecast combi-
nations approaches reveals that daily commodity prices are relatively more informative about
monthly changes in exchange rates than monthly commodity prices or the typical macroeco-
nomic variables.

The paper proceeds as follows. In Section 2 we use a small simulation example to illustrate
why a MIDAS setup might be appropriate to pin down the forecasting ability of daily commodity
prices. In Section 3 we detail our methodology, including our new contribution in terms of
estimation of MIDAS regression using the random walk Metropolis-Hastings algorithm. Section
4 describes the essential features of our empirical exercise. In Section 5 we report our main
forecasting results. Section 6 examines the empirical attributes underlying our Bayesian forecast

combination methods. Robustness checks are in Section 7, while Section 8 concludes.

2 A Small Simulation Example

To visualize the importance of considering our approach, Figure 1 shows a simulation exercise
based on the moments (mean and standard deviation) taken from the data we consider in
our empirical section. The econometric procedure underlying the simulation is detailed in the
methodological section.

In Panel A we assume a Data Generating Process (DGP) in which monthly fluctuations
in the exchange rate, As;, are driven by a daily-frequency variable, denoted x;4, where each

observation is allowed to have a different effect on As;. The simulated DGP is:3

Asy=—0.001 + 0.50 x [f(0y, 09) (%491 +Tta20+-.- + Ta1)|+er (1)

where ¢; is an i.i.d. error term with var(e;) = 0.11. The subscript d() attached to x; indicates the
occurrence of the daily observation in a month. Essentially, we consider 22 working days within a
month. Further, we assume that the previous 21 daily observations affect the value of As;. The
function, f(6#1,02), is a polynomial that allows us to smooth the past daily observations on the
basis of the two parameters. We set these parameters to 6;= 0.3 and #» = —0.1, implying that

for this DGP, observations close to the end of the month have higher impact on As; than those at

3The DGP is a MIDAS model based on the exponential Almon lag polynomial with the parameters that
determine the weights defined by 61and 02. A complete description of this type of model is given in Section 3.



the beginning of the month. Subsequently, we simulate 160 monthly data points corresponding
to 3520 daily observations and fit a MIDAS regression and a typical Linear regression. Note
that the latter regression imposes equal weights on the daily observations.

The panel illustrates how well we can fit the true DGP if we use the usual constant weighting
scheme, as opposed to the MIDAS approach. As depicted, imposing equal weights on the effects
of the daily variable results in a relatively poor fit. There are larger mismatches between the
true DGP and the line fitted with the constant weighting approach, especially in the high and
low spikes. In contrast, the line fitted with the MIDAS approach recovers reasonably well the
true DGP. Accordingly, the adjusted R-squared is 0.63 in the MIDAS setup, whereas in the
usual weighting scheme is 0.14.

In Panel B we consider a DGP in which the monthly fluctuations in the exchange rate
are driven by a daily-frequency variable where each observation has the same weight on As;.
Consistent with this assumption, we set ;= 0= 0 in Equation (1), and keep the remaining
features unchanged. In the panel we inspect how well we can fit the true DGP if we use
the MIDAS approach instead of the typical constant weighting scheme (Linear regression). The
graph shows that the MIDAS approach is as well suited as the same weighting scheme to recover
the true DGP; the two lines fitted to the data overlap, and the adjusted R-squared is 0.27 in
the two setups. As it will become clearer in the next section, the line fitted under the MIDAS
approach coincides with the one based on the Linear regression because the weights on the daily
observations are also estimated from the data. And in this case, under the MIDAS approach
the estimates of the parameters that determine these weights happened to be zero - consistent
with equal weighting scheme and hence the true DGP.

All in all, our simulation suggests that, at least in-sample, the MIDAS approach is well-
suited to capture the properties of the unknown true DGP. Whether the better in-sample fit
will translate into a better out-of-sample forecast depends on the existence of predictive content
of daily commodity prices on monthly exchange rates. Our first aim is to use the MIDAS
approach to examine if accounting for the properties of commodity prices at daily-frequency

yield better monthly out-of-sample exchange rate forecasts.



3 Methodology

3.1 Predictive MIDAS Model

In our empirical analysis, we are firstly interested in forecasting the h-month-ahead change in
the exchange rate, using a predictor sampled daily. The usual procedure would be to aggregate
the data on the daily-frequency variable to match the frequency of the low-sampled one. As
shown in Section 2, this aggregation might result in a poor fit, as well as loss of the properties
of the data, and econometric estimation issues related to inconsistent estimators (see Andreou
et al., 2010). To potentially avoid these issues, a MIDAS regression allows mixing variables

sampled at different frequencies. A simple MIDAS regression for our forecasting problem is:

Asiyn = Bo + BiBULY™00)x™ + erpn;  eryn ~ N(0,07), 2)
where
K-1
B1B1(L™;01) = B(LY™;0) = > B(k; )L™, (3)
k=0

fort=1,..,T — h, and h = 1 (a similar model is used by Pettenuzzo et al., 2015).

In Equation (2), As;1p, is the period-ahead change in the exchange rate at monthly frequency.
(m)

Our daily regressor, denoted x; ", is sampled m times between t and ¢t+1, and m = 22 assuming

that there are always 22 observations within a month.* The key ingredient in the MIDAS model
(m)

is the polynomial function, B(L'/™;#), which allows to smooth K past observations of x;  on

the basis of a few number of parameters § = (6p, 01, ..., 0,), where p+1 << K. In this function,

L¥/™ is a lag operator such that L'/ m:zzgm) = xir_ni Jm i.e., we denote lags of a:,gm) by xir_nj) Jm
(m)

Once the parameters of this function are obtained, the effect of past values of z; " on As;yp, is
captured by fi.

To gain insights on these concepts, consider for instance that a time ¢ monthly change
in the exchange rate is affected by the previous 21 daily observations of xgm). Without using

a smoothing function or restricting the parameters in B(Ll/ ™:0), we would have to include

K = 21 daily lags in Equation (2) and estimate 21 4+ 2 parameters. Instead, in a MIDAS

4To create balanced monthly observations we assume the following. First, for months with less than 22
observations, we consider that the observation in the last working day of the previous month extends to one day
before the first working day of the current month. If this does not complete 22 days, we further posit that the
last observation of the current month is valid for one extra day. Second, for months with more than 22 days,
typically 23, we average the first two daily observations.



regression the smoothing function, B(L'/™; ), uses fewer parameters (two in our application).
We can extend the model in (2) to include n other regressors, z; = (21¢, ..., 2nt)’, sampled at

the same frequency as Asgip:
Asin = Bo + BiBILY™;00)a(™ + 8'24 + 44, (4)

where ¢ is a vector of n coefficients associated with z;. The model in (4) nests two specifications
that we consider in our empirical work: (i) a MIDAS model if we exclude the predictors in z,
and (ii) a typical Linear regression, if we exclude the daily (xgm)) variables and forecast the
monthly change in the exchange only with commodity prices or macroeconomic fundamentals
sampled at the same frequency as As;ip,.

To complete the specification of the MIDAS regression we need to define the functional
form of the polynomial B(L'/™;0). While several alternatives exist, and the adoption of any
particular depends on the application at hand, we employ the exponential Almon lag polynomial

following Ghysels et al. (2007):

6(91 k405 k‘2)

B(k‘§0) = W, (5)

with 6 = (61,62). This polynomial is flexible enough to take various shapes for different values
of its parameters, (61,62), and Ghysels et al. (2005) have found it to work well in practice.
If we consider that only the past 21 trading days affect the value of As;yp, then under this

polynomial Equation (2) is a compact representation of:

e(01x1+62x1?) e(01x2+62x22) e(01x21+02%217)
Asprn = Pot+81 | 75 %td21 + g5 Ttd20 + - + —F————5 Ttdl | +E¢4n
+ SK ebrittoi K | efhithai? S etritbai®

(6)

This MIDAS regression is non-linear, requiring non-linear methods for estimation. We focus on

an appropriate algorithm to implement in the next subsection.

5In our empirical exercise we also experimented with the unrestricted MIDAS approach of Foroni et al.
(2013). In unreported results we find that forecasts based on this approach were generally less precise than the
RW benchmark. A possible explanation for this weak performance might be the loss of precision in parameter
estimates, since in this approach and given our daily-frequency predictors, a relatively large number of parameters
have to be estimated.



3.2 Bayesian Estimation and Forecasting

We use Bayesian methods to estimate the parameters of our regressions. These methods are
increasingly being applied in MIDAS studies (see, e.g., Pettenuzzo et al., 2015 and references
there in). The major advantage of Bayesian techniques over the typical frequentist methods is to
account for model and parameter uncertainty. This is achieved by obtaining the full predictive
density, rather than solely a point forecast underlying the frequentist approach. As we elaborate
next, in a Bayesian setup we can also combine forecasts in a more methodical fashion.

To describe the mechanics of our novel MIDAS estimation techniques with a simple notation,

first express Equation (6) in the following functional form:
1 1,
S:f(X,’}/)—I—?:, €NN(O,%), and 5:0 ; (7)

where we have suppressed, for notational simplicity, the dependence on the forecast horizon h
and time t. Moreover, f(.) indicates that our function of interest depends on the data (X) and
parameters in 7, where X contains our daily predictors (z4), and v includes the parameters
Bo, B, b1, 0.

Bayesian estimation involves the definition of prior distributions, the likelihood function,
and the posterior distribution. We use independent Normal-Gamma priors. As such, the prior

for 7 is independent of the prior for n and is defined as:

7~ N, V). (8)
For the error precision, 7, the prior is:

n~G(s2 ). (9)

We set v = (0,0,0,0)', V.= 0.35I, v =1, and s~2 is based on OLS estimate of Equation (2)
assuming that the data is aggregated to the monthly frequency under the constant weighting
scheme. All these choice of priors are sensible but relatively diffuse. For instance, the elements
of the prior mean in v incorporate the view that the driftless Random Walk model provides
better exchange rate forecasts. At the same time, the prior variance, V, allows the coefficients
estimates to wander in the region [—1.2,1.2] with 95% prior probability assuming normality.

We further note that only data available up to the beginning of our first forecast are used to



estimate any data-based quantity such as s—2.

If we combine these priors with the likelihood we obtain the following conditional posterior

for n (see Appendix A for details):

p(U’Sa’Y) ~ G(§727§)7 (10)

where 52 = [S_f(X’W)]/[Sy_f(X’W)HﬁQ and 7 = v+ T. As shown in Koop (2003, Ch. 5), the

conditional posterior distribution of = is:

p(IS.m) e exp [~ {8 = FXAYLS = F(X, )]} (11)

e |30V )|

This latter conditional posterior (p(y|S,n)) does not suggest any density from which to directly
sample from. We propose the random walk chain Metropolis-Hasting (RW-MH) posterior sim-
ulator to sequentially draw parameters from a suitable candidate generating density, in the
spirit of Koop (2003, Ch. 5). Essentially, candidate draws of 7, denoted by ~*, are generated
according to a random walk. Following a typical procedure, we choose the multivariate Normal

distribution as the candidate generating density:

g, 9) ~ IN( Y, D), (12)

where fy(drfl) denotes the last accepted draw of +, and X is a pre-selected covariance matrix
which guarantees that the acceptance probability is within a reasonable range, typically [0.2, 0.5].
Using data available up to the beginning of our first forecast we set this covariance matrix to
the maximum likelihood variance estimate, ¥ = var(q)sr). The acceptance probability of the

candidate draw is calculated as:

p(y =7*1S,n)
p(y =~Wr=1|S,n)’

a(y\ %= 4*) = min 1]. (13)

with p() at the current and previous draw evaluated using Equation (11).
The RW-MH algorithm simulates draws for p(v|S,n), but we also require draws from
p(n|Syy). Since we know the form of this density (see Equation (10)), we can easily com-

bine the RW-MH step with the Gibbs sampler. Such Metropolis-within-Gibbs algorithm allows



us to sequentially draw 7 conditional on 7. Refer to Appendix A for further details and exact
steps.

To forecast with our model we need the predictive density. This is given by:

p(S*18,7) = t(S*[ f(X*,7),5° I, T), (14)

where 52 = (S—f)/(S— f)/T. Using the Gibbs sampler we can obtain draws from this predictive
density, from which we can compute point and density forecasts. In our empirical exercise, we
generate 31000 draws from which we discard the first 1000 and keep every third draw for

inference. Details about the convergence measures are relegated to Appendix C.5

3.3 Bayesian Model Averaging or Selection and Optimal Predictive Pool

So far we have focused on estimating and forecasting with a model defined according to the
predictors it includes. Since we estimate and obtain predictive densities for several alternative
models at each point in time, we can optimally exploit the predictive content of each predictor.
For example, we compute forecast combinations based on each model’s relative importance over
time. Alternatively, we forecast with the model that yields the highest weight (i.e., probability)
at each point in time or compute the optimal predictive pool of Geweke and Amisano (2011).
The first two approaches assume that the true model is in the model set and the selection
or combination converges asymptotically to it. The optimal predictive pool, on the contrary,
allows for model incompleteness, meaning the true model might not be present in the model set,
see Mitchell and Hall (2007) and Geweke and Amisano (2011). Moreover, apart from allowing
to account for instabilities in the model’s forecasting performance, the weights permit to make
inference about which predictors are more informative about exchange rate fluctuations.

To visualize these weighting and forecasting schemes, let M; identify a specific model from
the set of M models, such that the predictive density in (14) is now also model-specific,
p(S*|S,~v,M;). Bayesian Model Selection (BMS) uses weights derived from the realized likelihood
of the model’s prediction to select a single model. Bayesian Model Averaging (BMA) employs
the weights to average results over all models.

The starting point is to assign prior probabilities to each model, and subsequently obtaining

SWe checked the convergence and adequacy of the number of draws using standard procedures, such as
Geweke’s (1992) numerical standard errors (NSE) and acceptance rates in the RW-MH algorithm. Overall
results indicate an acceptable degree of efficiency of the algorithm.

10



posterior probabilities (weights) based on the model’s realized likelihood. We assume a priori
that each model has the same chance of becoming probable, hence, the prior is: Pr(M;) = 1/MY,

The posterior probability of model i, defined by Pr(M;|D?), is given by:

S Pr(D!|M;) Pr(M;)

Pr(M;|D) = (15)
where Pr(D!|M;) is the marginal likelihood of the i model. We compute this likelihood using
the method of Gelfand and Dey (1994), see Appendix A for details. Note that the posterior
model probability also allows us to infer about which predictor receive more support from the
data.

The forecasts from BMA are computed by weighting each model’s forecast by the model’s
posterior probability:

MN
p(S*1S,7) = Y Pr(M;|D")p(5*(S,,M;). (16)

=1

In BMS, instead, the forecasts are based on the model with the highest posterior probability.
Finally, the optimal predictive pool combines the forecasts of the M models according to

weights related to the model’s past predictive performance:

MN
p(S*IS,7) = D wi(S¥]S, 7, My), (17)
=1

with w! denoting an (M N x 1) vector of weights obtained by solving a maximization problem

conditional on information available at the time the forecast is made:

MN
w, = arg max log Zw: x exp(LS;) | . (18)
w
i=1
where w}€ [0,1] and LS; is the log score for model ¢ computed using information available up

to time ¢. In the next section we describe our predictors, and hence the set of models contained

in MV,

11



4 Forecasting Exercise

4.1 Choice of Regressors

While our left-hand side variable is always sampled at monthly frequency, on the right-hand-side
our regressions allow for commodity prices sampled at daily or monthly frequency, or standard
macroeconomic predictors at monthly frequency. The menu of commodity-related regressors
includes changes in prices of oil, gold, gas, and copper and a commodity price index. These
choices reflect the main commodities exported by the countries we focus upon and are in line
with recent studies on the commodity price - exchange rate relationship, such as Chen et al.
(2010) and Ferraro et al. (2015).

The selection of the macroeconomic variables is guided by the standard models of exchange
rate determination (see, among others, Engel and West (2005), Molodtsova and Papell (2009),
and Rossi (2013)). In addition to commodity prices changes at monthly frequency, in z; we

equally include predictors derived from:

e The Monetary Model (MM):

Zy, MM = (mt - m?{) - (yt - yf) — St, (19)

where m; is the log of money supply, y: is the log of income, and asterisks denote foreign

country variables;’

e Purchasing Power Parity (PPP) condition:

Zy,pPP = Pt — PZF — St, (20)

where p; is the log of price level;

e Uncovered Interest Rate Parity (UIP) condition:

Zt,UIP = it — Z:, (21)

with 7; denoting the short-term nominal interest rate;

"Note that we have assumed an income elasticity of one in the monetary model (z¢arar), following Mark
(1995) and Engel and West (2005).
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e A symmetric and an asymmetric Taylor rule (TRsy and TRasy, respectively):

ZiTRsy = 1.5(m — 77) + 0.5(7, — ;), (22)

Zt TRasy = 1‘5(7['75 - 71—:) + 01(@t - y:) + 0'1(875 +p; _p)7 (23)

where 7; is the inflation rate, and 7, the output gap.®

4.2 Data and Forecasting Mechanics

The data consists of exchange rates of the following (home) countries relative to the U.S. dollar:
Australia (AUD), Canada (CAD), Norway (NOK) and Japan (YEN). The first three countries
can be currently categorized as net commodity exporters, while Japan is a net oil importer.
We include the latter to examine the hypothesis in Chen et al. (2010) that commodity price
movements may induce exchange rates fluctuations for large commodity importers. The ex-
change rate is the end-of-month value of the national currency per U.S. dollar. Our effective
sample period runs from 1986M9 to 2014M3 for all countries, except Norway. Due to un-
availability of data on daily gas prices fluctuations, the sample period for Norway comprises
1997M1 - 2014M3. Further details on exact data sources, definitions, and descriptive statistics
are provided in Appendix (B).

We employ a recursive forecasting scheme, while generating direct forecasts at 1-month
horizon.? In Diagram 1 we exemplify the mechanics of our forecasting procedure with our
MIDAS regression. We use data from 1986:M9:D22 to 1998:M9:D22 to estimate parameters of
our MIDAS regression (as in Equation (2)). Data from 1998:M10:D1 to 1998:M10:D21 is used
to forecast the period ahead change in the exchange rate (s1998.3712 — S1998:a711)- In this sense,
we use information up to one day before the end-of-the month to generate the forecast. We then
add one month worth of daily data and repeat, until the end of the sample. This procedure
provide us with a long series of P out-of-sample forecasts, where P = 167 for all currencies

except for the Norwegian Kroner, whose P = 102.

8The proxy for the output is monthly industrial production (IP). In line with the standard practice in exchange
rate economics, the output gap is obtained by applying the Hodrick and Prescott (1997) filter recursively to the
output series. We also use the conventional smoothing parameter for monthly data - 14400. To correct for the
uncertainty about these estimates at the recursive sample end-points, we follow Watson’s (2007) method. We
estimate bivariate VAR(¢) regressions on the first difference of inflation and the change in the log IP, with the
lag length in the VAR determined by AIC. These regressions are then used to forecast and backcast three years
worth of monthly data on IP, and the filter is applied to the resulting extended series.

9The MIDAS approach is a direct forecasting tool. Marcellino et al. (2006) compare direct and iterated fore-
casting approaches and according to Wright (2008), direct and iterated forecasting approaches yield qualitatively
similar conclusions.

13



Diagram 1: Example of Data Timing Scheme in the Forecasting Regression, h = 1

T T T T T T T T T
1998:M9:D22  1998:M10:D1  1998:M10:D2 ... 1998:M10:D21  1998:M10:D22 ... 1998:M11:D22
T T T T
1998:M10 1998:M11 1998:M12

4.3 Measures of Forecasting Performance

We employ the root mean squared forecast error (RMSFE) as a statistical measure of out-of-
sample point forecast accuracy. The benchmark model is the driftless random walk (RW).!°
To be precise, we compute the ratio of the RMSFE of our commodity or fundamentals-based

models relative to the RMSFE of the RW:

£/ L Zf_ fez,
Relative RMSFE = V.2 —7~1° 7 (24)

1 P 2 ’
\/F Zﬁ:l feRW,ﬁ

where P is the number of out-of-sample forecasts, fe% and fe%W are the squared forecast
errors of our model ¢ and the RW, respectively. Values of the relative RMSFE below one are
consistent with a more accurate point forecast of model ¢ against the RW. To evaluate whether
the differences in the RMSFE between our models and the RW are significant we use the Clark
and West (2006, 2007) test, hereafter CW-test. To examine the forecasting performance of our
models over time in terms of point forecast, we compute the relative RMSFE recursively over
the out-of-sample period.

Our use of Bayesian methods allow us to fully exploit the information in the predictive
density, rather than focusing only on point forecast. In this regard, we first compute the mean
log-score differentials (MLSD):

MLSD = P~ (LS;5 — LSrwp), (25)

M~

1

|
[

where LS;; and LSrw;p are the log-scores of our model ¢ and the RW, respectively. Positive
values of MLSD are consistent with more accurate density forecasts of model ¢ relative to
the RW. Finally, we calculate the cumulative log-score differentials (CLSD) of our regressions
relative to those of the RW over the out-of-sample period. Positive values of the CLSD indicate
that our commodity or fundamentals-based regressions produce more accurate density forecasts

than the RW benchmark.

10 According to Rossi (2013), the forecasts from this naive benchmark are the hardest to improve upon.
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5 Forecasting Performance: Empirical Results

5.1 Single Predictor Models

In Table 1 we assess the forecasting performance of models conditioned on each of the regressors
we consider. While in the left panel we focus on the relative RMSFE to examine performance
in terms of point forecast, in the right panel we look at log-score differentials to inspect density
forecast improvements. Focusing on point forecasts, models conditioned on daily regressors,
i.e. the MIDAS models, yield a lower RMSFE than the RW benchmark for some commodity-
currency pairs. This is the case for the Australian and Canadian dollar MIDAS regressions
with copper prices. For instance, for the Australian dollar and changes in copper prices the
MIDAS regression reduces the RMSFE by 1.1% relative to the benchmark. An improvement of
the same magnitude is also patent in the non-commodity currency we examine - the Japanese
Yen. While these reductions in the RMSFE are seemingly low, our tests of equal predictive
ability suggest that the differences in the RMSFE we detect are statistically significant. Later,
we will examine other metrics to gain more insights on the consistence of these gains over the
out-of-sample period.

Also using the RMSFE metric, regressions with monthly commodity prices fail to forecast
better than the RW benchmark, as in these cases the relative RMSFE are all above one. Hence,
in line with Ferraro et al. (2015) and Chen et al. (2010), we affirm the lack of predictive content
of commodity prices sampled at low frequency for monthly variations in exchange rates. As
well, our results support the prevalent view in the literature regarding the predictive ability of
fundamentals derived from Taylor rules. See, for instance, Molodtsova and Papell (2009) and
Rossi (2013). As shown in the table, among the standard macroeconomic fundamentals we use,
only those from the Taylor rule display a significant predictive content for at least one currency
- the Canadian dollar. In contrast, fundamentals from the Monetary Model (MM), PPP, and
UIP yield a relative RMSFE above one, with MM exhibiting the weakest performance for most
currency pairs.

Turning to density forecasts in the right panel, results reveal that once we account for the
entire forecast distribution, the RW never outperforms our commodity or fundamentals-based
regressions. In all cases, the log-score differentials are significantly positive, with MIDAS models
on certain commodity-currency pairs exhibiting the largest values. For example, the MIDAS

model with daily gold prices changes displays the largest log-score differentials among all the
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forecasting models for the Australian dollar. A similar assertion holds for daily copper prices
and the Canadian dollar, as well as daily oil prices and the Norwegian Kroner.

On balance, we find that when we exploit the full predictive density, all the commodity
or fundamentals-based models provide more accurate forecasts than the RW benchmark. In
terms of point forecasts, daily commodity prices and Taylor rule fundamentals improve forecast

accuracy relative to the RW benchmark in several cases.!!

5.2 Forecast Combinations

The results in the previous section are based on individual model performance and therefore
do not exploit the possibility that one regressor might have forecasted well in parts of the
out-of-sample period and poorly in other parts. To exploit this possibility and account for
time-variation in forecasting performance, we now turn to forecast combinations methods.

Table 2 reports results for forecast combinations under BMA, BMS, the optimal predictive
pool, and a simple average of all individual model’s forecasts. This latter case is equivalent
to assigning constant weights of 1/M* to each model’s forecast. We notice immediately the
benefits of forecast combinations, since in most cases we improve upon the benchmark. In the
case of the Australian dollar, for instance, either combining forecasts from daily regressors or,
both, daily and monthly predictors leads to better performance with all Bayesian combination
methods. For the Yen, instead, combining only daily regressors produces the best outcomes,
while for the Australian dollar the best results are achieved with monthly commodity prices
and macroeconomic fundamentals. In the case of the Norwegian Kroner/USD exchange rate,
we note the inability of either method to improve upon the RW, consistent with results from
the single predictor forecast evaluation.

Whilst the results show that combination methods based on time-varying weights are supe-
rior to the constant weighting scheme, among the former methods there is no clear ranking in
terms of the overall best method across currencies. When the forecasts from monthly regressors
are combined, the optimal predictive pool delivers the largest reduction in the relative RMSFE
for the Canadian dollar. But for Australian dollar and combination of daily regressors, BMS
achieves the best performance. In some instances, such as for the Yen with daily regressors,

both BMA and BMS perform equally well.

11 Appendix D we experiment with a 3-months forecasting horizon. Results are less favorable to either daily
or monthly commodity prices in terms of point forecasts. Results for density forecasts are comparable to those
we find for 1-month horizon.
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5.3 Forecasting Performance Over Time

All our results so far are based on measures of global performance since they are based on
averages over the out-of-sample (OOS) period. These metrics leave open the question of whether
they are influenced by a few data-points in the OOS period and if the performance we obtain
is consistent over the entire OOS period. To shed light on these questions, we next examine
metrics of local relative performance, namely the recursive relative RMSFE and the cumulative
log-score differentials.

Figure 2 depicts the recursive relative RMSFE for a representative selection of single-
predictor regressions. In general, the figure suggests that the improvements we obtain are
consistent for the most part of the OOS period. In the case of the Australian dollar and copper
prices for example, the relative RMSFE is below one for the most part of the forecast win-
dow except around the 2008 financial crisis. A similar pattern holds for the recursive relative
RMSFE of the Canadian dollar and copper prices, excluding the period between 2003 and 2007.
As anticipated, the consistency is stronger with forecast combination methods, particularly the
Bayesian Model Selection (BMS). We further note that the poor forecasting performance of our
regressions for the Norwegian Kroner is essentially a phenomenon of the entire OOS forecast
window.

Figure 3 shows cumulative log-score differentials from regressions with individual predictors.
A key observation from the graphs is that all the commodity or fundamentals-based models im-
prove upon the RW over the OOS period. However, among them, there are generally variations
over time in terms of the model with the best forecasting performance. Looking at the Aus-
tralian dollar case, regressions with fundamentals from MM provided the best density forecasts
up to 2010 and among all the regressions considered. From this period onwards, MIDAS mod-
els based on gold price changes turned to be the best. An analogous shift occurred between
models with MM fundamentals and daily oil prices for Norway. Overall, our metrics of local
relative performance indicate that our results are not influenced by a few data-points in the
OOS. Rather, they prevail over the entire path of the forecasting period. In the following section

we take a closer look at some of the characteristics of the Bayesian combination methods.
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6 Looking Inside the Bayesian Forecast Combination

The previous results hint at the usefulness of the MIDAS regression in forecasting commodity
currencies. But mostly, they reveal the benefits of Bayesian approaches to forecast combinations.
Since the forecasts from our Bayesian methods emanate from a combination of several individual
models, here we study some of their embedded characteristics, in an effort to pin down the degree

of informativeness of predictors sampled at the different frequencies.

6.1 Predictors’ Weights in the BMA and Optimal Predictive Pool

The forecasts from the BMA method in Table 2 are generated by weighting each model’s forecast
by the model’s posterior probability. Therefore, the larger is the model posterior probability,
the greater is the weight attached to the model’s forecast in the BMA method. Figure 4 plots
the posterior probabilities associated with each model, defined according to the predictor it
includes. At a glance, MIDAS models with daily commodity prices exhibit the largest posterior
probabilities regardless of their ability to improve upon the RW. In the case of Norway for
example, the model with daily oil prices displays large weights for the most part of the OOS
period, but the BMA method failed to improve upon the RW benchmark for the NOK. This
suggests that although daily oil prices are highly likely to determine the current change in
the NOK exchange rate, they do not help in terms of predicting future changes. For the
other currencies on the other hand, daily commodity prices attract high weights while BMA
outforecasts the RW. This is the case for MIDAS regressions for (i) Australia with daily prices
of copper and gold, (ii) Canada and daily copper prices, and (iii) Japan with daily oil prices. In
contrast, models based on low frequency predictors typically exhibit low posterior probabilities.

In Figure 6 we look at similar features for the optimal predictive pool. With the exception
of the Australian case, where daily prices of gold and copper attract large weights in extended
parts of the OOS, regressions based on low-frequency predictors exhibit high weights in most
parts of the OOS period. For instance, the weight placed on the monetary model for Canada is
above 0.6 over the entire OOS period and 0.4 for Norway in a large portion of this OOS period.
By contrast, the weight to daily prices of copper (Canada) and oil (Norway) never exceeds 0.4.
Note thought that the forecasting performance of the optimal predictive pool among daily and
monthly regressors is poor for the Nok and the Yen, whereas in the Australian dollar case, it

exhibited the greatest improvement over the RW benchmark.
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6.2 Predictors with the Largest Weights in the BMS Method

Contrary to the BMA method, where forecasts from all models are averaged, in the BMS
method only forecasts from the model with the highest posterior probability are considered.
Figure 5 shows which model exhibits the highest posterior probability over the OOS period. As
shown, the pattern is mixed for Canada and Norway with models featuring commodity prices
and macro variables having the largest posterior probability in parts of the OOS period. In the
case of Japan, the switches occur between models with daily oil prices and monthly oil prices.
For the Australian dollar, the MIDAS model with copper prices displays the highest posterior
probability. And we recall that BMS produced the largest reduction in the relative RMSFE for
this currency (1.3%).

Overall, given that the weights in the Bayesian combination methods are computed from
the model’s realized likelihood, our results suggest that daily commodity prices are relatively
more informative about monthly changes in exchange rates. In contrast, monthly commodity
prices and traditional macroeconomic fundamentals, such as those from the Taylor rules, MM,
PPP, and UIP are less likely at this horizon. Our findings regarding the predictive content of

daily commodity prices are novel and open up new venue for improving exchange rate forecasts.

7 Robustness Checks

We verify the robustness of our findings to two situations. First, to the choice of priors in
our Bayesian estimation methods. Second, we inspect if our results thus far are driven by our
particular selection of the polynomial function in the MIDAS models. In essence, our previous

results hold up strongly.

7.1 Sensitivity to Change in Priors

Our baseline priors are sensible but relatively diffuse. One may question the role of these priors
in driving the results we obtain. To address this potential concern, we focus on a setting that
assigns equal weights to the prior and the data in the posterior covariance matrix. In particular,

we redefine the prior for the coefficients vector () to conform with a g-prior type:

y~N (O(nxl)vn [gX'X] _1) . (26)
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Consistent with our objective we set g = 1 (see Koop, 2003, Ch. 11). Point forecast results from
models estimated with this prior setting are presented in the left panel of Table 3. If anything,
the baseline line results for the MIDAS models are stronger. We detect statistically significant
improvements over the RW for the Australian and Canadian dollars with daily copper prices;
and for the Japanese Yen with daily oil prices. As before, when we combine both, daily and
monthly regressors, our results highlight the gains from such combinations in terms of relative

forecast accuracy improvements.

7.2 Sensitivity to the Choice of the Polynomial Function

The MIDAS regressions that generated our main results employ the exponential Almon lag
polynomial. To examine whether the results are sensitive to this choice we experimented with

the non-normalized Almon lag polynomial (with three degrees):

p
- Z 0,k (27)
1=0

Using this polynomial, we can rewrite (2) as:

K-1 p
Asiin=Fo+ > O Gk L™ yepy, (28)
k=0 =0

H

and estimate the model via a two-blocks Gibbs Sampling as in Pettenuzzo et al. (2015). We use
the same g-type prior as in the previous robustness check. As shown in the right panel of Table
3, our conclusion that MIDAS models with daily commodity prices help in forecast accuracy

remain largely unaffected.

8 Conclusions

In this paper we exploit the properties of daily commodity price changes to predict commodity
currencies. Using MIDAS models in a Bayesian setting, we regress monthly changes in exchange
rates on daily fluctuations of commodity prices. Essentially, we use a smoothing function that
allows for each daily fluctuation to affect the end-of-month exchange rate change with a possibly
different weight. We put forward the random walk Metropolis-Hasting algorithm, as a new
technique to estimate MIDAS models with the particular smoothing function we employ - the

exponential Almon lag polynomial. Our use of Bayesian methods also allow us to account for
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potential instabilities in forecasting performance and examine the degree of informativeness of
the daily commodity price changes, as opposed to the monthly commodity prices and standard
macroeconomic fundamentals.

Focusing on data for Australia, Canada, Norway, and Japan we first find evidence favouring
daily commodity prices fluctuations in terms of providing more accurate forecasts than the naive
no-change benchmark. In particular, daily changes in copper prices yield point forecast improve-
ments for the Australian and Canadian dollar at the 1-month horizon we consider. In addition,
we detect significant predictive content of daily oil prices changes for the non-commodity cur-
rency we examine, the Japanese Yen. In contrast and as reported in other studies, we identify
rare instances in which monthly commodity prices changes lead to systematic point forecast
improvements. However, consistent with the existing evidence, macroeconomic fundamentals
derived from Taylor rules do exhibit predictive power for some commodity currencies.

We then proceed and combine forecasts from regressions based on daily and monthly com-
modity prices and monthly traditional macroeconomic fundamentals, in an effort to account
for time-variation in forecasting ability of our predictors. Here our empirical findings reveal
the usefulness of such combinations in terms of forecast accuracy improvements relative to our
benchmark. Our results also hint at the importance of accounting for the full forecast distribu-
tion, since in terms of density forecasts, our predictions are always better than those from the
RW. Finally, when we inspect the weights underlying our forecast combinations approaches we
find that daily commodity prices are relatively more informative about 1-month changes in the
exchange rate than monthly commodity prices or the typical macroeconomic variables.

Overall, we interpret our results as endorsing the view that the key to establishing predictive
content of daily commodity prices for exchange rates, hinges upon exploiting their short-lived

content in a MIDAS setup.
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Table 1: Relative RMSFE and Log-score Differentials for Models with Single Predictor, h =1

Relative RMSFE Log-score differentials
AUD CAD NOK YEN AUD CAD NOK YEN

Daily regressors (MIDAS model)

AQOil_Dp - 1.006 1.021  0.989** - 2.11%** 2. 66***  2,23%**
Agold_Dp 1.026 - - - 2.93%** - -
Acopper_Dp 0.989* 0.993 - - 2.6T*** 2 8FF*k* -
Agas_Dp - - 1.003 - - - 1.73%**
ADP_index - - - 1.000 - - - 1.51%**

Monthly regressors

Aoil_Mp - 1.004 1.008 1.011 - 2.10%%* ] 7¥*x  Q TgHR**K
Agold_Mp 1.005 - - - 2.20%** - -
Acopper_Mp 1.001 1.000 - - 2.27***  2.33%¥* -
Agas_Mp - - 1.003 - - - 1.61%**  _
AMP _index - - - 1.013 - - - 1.90%**

Monthly regressors

TRsy 1.000 0.987** 1.009 1.016 1.92%** 2 5Q*** ] Q7kkk ] 5RFKE
TRasy 1.002 0.988**  1.000 1.003 2.72%%% 2 7E¥*X ] ygRKk 9 kX
MM 1.015 1.008 1.018 1.008 2.40%%*  2,84%**  7¥kk ] ggHH*
pPPP 1.007 1.001 1.005 1.008 2.05%***  1,49%%* 2 GR¥¥* 2 7QH**
UIP 1.005 1.003 1.022 1.004 2.06%**  1,.83%** 1.70%**  3.07***

Notes: The Table reports forecasting performance of single preditor models. The left panel shows the Root
Mean Squared Forecast Error (RMSFE) of the commodity or fundamental-based forecasting model relative to the
RMSFE of the driftless Random Walk (RW). Values less than 1 (one) indicate that the commodity or fundamental-
based model generates a lower RMSFE than the RW, hence, it forecasts better than the RW. The righ panel
presents the average log-score differentials between the same models relative to the RW. Positive values indicate
that the commodity or fundamental-based model improves upon the RW in terms of density forecasts. The Table
also reports the CW-test with asterisks (10%, **5%, ***1%) denoting the level of significance at which the null
hypothesis of equal RMSFE (LS) is rejected, favouring the alternative that the commodity or fundamental-based
model provides more accurate point (density) forecasts. The commodity or fundamentals-based forecasting model
uses the relevant country-commodity or fundamental listed in the first column and grouped in terms of daily
and monthly regressors. In all models, the forecasts are generated recursively for h-month(s)-ahead change in
the exchange rate. When only daily regressors are used, the forecasts are from the MIDAS model. The list of
daily regressors include, change in daily prices (Dp) of oil, gold, copper, gas, and a daily commodity price index
(AMP_index). In the monthly regressors group we have a similar set of commodities, but also fundamentals from
the symmetric Taylor rule - TRsy, the asymmetric Taylor rule - TRasy, the Monetary Model - MM, Purchasing
Power Parity - PPP, and Uncovered Interest Rate Parity - UIP. The currency codes in the first row denote the
Australian dollar (AUD), the Canadian dollar (CAD), the Norwegian Kroner (NOK), and the Japanese YEN.
The forecast evaluation period is 1998M11+h to 2014M3 for all currencies, except the NOK (2005M7 +h to
2014M3).
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Table 2: Relative RMSFE and CW-test for Forecast Combinations, h = 1

Daily  regressors - Monthly regressors (Cmd- Daily and monthly regres-
Commodity Prices tyP and macro fundamen- sors (CmdtyP and macro
(CmdtyP) tals) fundamentals)
BMA BMS BMA BMS BMA BMS

AUD 0.992 0.987* 1.002 1.000 0.993 0.987*

CAD 1.000 0.999 0.991** 0.995* 0.996 0.998

NOK 1.014 1.016 1.009 1.005 1.019 1.017

YEN 0.989** 0.989%** 1.004 1.003 0.998 0.999
OptPool EqWeights OptPool EqWeights OptPool EqWeights

AUD 0.990* 1.000 1.013 1.002 0.990* 1.000

CAD 1.002 1.002 0.990%** 0.997 0.996 0.997

NOK 1.019 1.007 1.029 1.008 1.036 1.007

YEN 0.990** 0.995* 1.011 1.003 1.009 1.001

Notes: The table reports the Root Mean Squared Forecast Error (RMSFE) for forecast combination methods
relative to the RMSFE of the driftless Random Walk (RW). The methods include, Bayesian Model Averaging
(BMA), Bayesian Model Selection, (BMS), the Optimal Predictive Pool (OptPool) of Geweke and Amisano
(2011), and a simple equal-weighting scheme (EqWeights). Values less than 1 (one) indicate that the combination
method generates a lower RMSFE than the RW, hence, it forecasts better than the RW. The table also reports
the CW-test with asterisks (10%, **5%, ***1%) denoting the level of significance at which the null hypothesis
of equal RMSFE is rejected, favouring the alternative that the combination method has a lower RMSFE. The
forecast combinations are based on the relevant commodity-currency and standard macroeconomic fundamentals.
For the Australian dollar (AUD) the relevant commodities are gold and copper; for the Canadian dollar (CAD)
- oil and copper; and for the Norwegian Kroner (NOK) these include oil and gas. When only daily regressors are
used the combination is based on forecasts from the MIDAS models - reported in columns [2-3]. In columns [4-5]
the combination is based on forecasts from monthly regressors, while the last two columns report results from
combining daily and monthly regressors. In all cases, the forecasts are generated recursively for h-month(s)-ahead
change in the exchange rate. In the group of monthly regressors we have a set of commodity pairs similar to the
daily group, but also fundamentals from the symmetric Taylor rule - TRsy, the asymmetric Taylor rule - TRasy,
the Monetary Model - MM, Purchasing Power Parity - PPP, and Uncovered Interest Rate Parity - UIP. The
forecast evaluation period is 1998M11+h to 2014Ms3 for all currencies, except the NOK (2005M7 +h to 2014M3).
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Table 3: Forecast Evaluation Sensitivity Analysis, h = 1

Relative RMSFE and CW-test

Sensitivity to change in priors Sensitivity to the choice of the polynomial
AUD CAD NOK YEN AUD CAD NOK YEN

Daily regressors (MIDAS model)

AOil_Dp - 1.011 1.026 0.983** - 1.005 1.012 0.991%*
AGold_Dp 1.007 - - - 1.022 - - -
ACopper_Dp 0.987*  0.988%* - - 0.994 0.993 - -
AGas_Dp - - 1.002 - - - 0.995 -
ADP _index - - - 1.003 - - - 0.994%*

Monthly regressors

AQOil_Mp - 1.001 1.002  1.002 - 1.001 1.004 1.002
Agold_Mp 1.003 - - - 1.004 - - -
ACopper_Mp 1.001 0.999 . . 1.000  0.999 . -
AGas_Mp - - 1.003 - - - 1.001 -
AMP _index - - - 1.002 - - - 1.001

Monthly regressors

TRsy 1.000 0.993*%*  1.007  1.006 0.998 0.991** 1.005 1.007
TRasy 0.999 0.993**  1.000 1.001 0.999 0.992**  1.001 0.997
MM 1.005 1.003 1.006  1.003 1.007 1.003 1.009 1.000
PPP 1.004 1.001 1.001  1.000 1.003 1.001 1.002 1.001
UIP 1.001 1.003 1.012 0.998 1.003 1.002 1.011 1.002

Forecast combination (daily and monthly regressors)

BMA 0.991 0.993 1.015  0.991** 0.992 0.996 1.019 0.994
BMS 0.989*% 0.994 1.013  0.991** 0.990 0.996 1.017 0.994
OptPool 0.986*  0.990* 1.030  0.992** 0.994 0.993 1.012 0.992
EqWeights 0.998 0.998 1.005  1.000 1.000 0.998 1.003 1.000

Notes: The table presents results for forecasting performance based on the relative RMSFE for two robustness
checks. In the left panel we use a g-type prior for the coefficients vector in our Bayesian estimation method.
In the right panel, models with daily commodity prices (MIDAS models) are estimated with the Almon lag
polynomial. The last four rows show results for forecast combination methods. In all cases, values less than 1
(one) indicate that the commodity or fundamental-based model generates a lower RMSFE than the RW, hence,
it forecasts better than the RW. The table also reports the CW-test with asterisks (10%, **5%, ***1%) denoting
the level of significance at which the null hypothesis of equal RMSFE is rejected, favouring the alternative that
the commodity or fundamental-based model has a lower RMSFE. In all models, the forecasts are generated
recursively for h-month(s)-ahead change in the exchange rate. The list of daily regressors include, change in
daily prices (Dp) of oil, gold, copper, gas, and a daily commodity price index (AMP_index). In the monthly
regressors group we have a similar set of commodities, but also fundamentals from the symmetric Taylor rule
- TRsy, the asymmetric Taylor rule - TRasy, the Monetary Model - MM, Purchasing Power Parity - PPP, and
Uncovered Interest Rate Parity - UIP. The currency codes in the first row denote the Australian dollar (AUD),
the Canadian dollar (CAD), the Norwegian Kroner (NOK), and the Japanese YEN. The forecast evaluation
period is 1998M11+h to 2014M3 for all currencies, except the NOK (20056M7 +h to 2014M3).
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Figure 1: Fitting a MIDAS and a Typical OLS Regression to Daiy-frequency Variables

A: DGP under different weight on the daily-frequency variable B: DGP under same weight on the daily—frequency variable
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Notes: The figure shows to what extent we can recover a simulated Data Generating Process (DGP) using a
MIDAS model as opposed to a typical Linear regression. In Panel A data are generated attributing different
weights to each daily observation. In Panel B data are generated with equal weights to each daily observation.
Further details on the DGPs are in the text.
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Figure 2: Recursive relative RMSFE for Selected Predictors and Forecast Combination Methods

Australia (AUD) Canada (CAD)
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Notes: The figure shows the recursive relative Root Mean Squared Forecast Error (RMSFE) for selected commod-
ity or fundamental-based models and forecast combinations methods. In all cases the benchmark is the driftless
Random Walk (RW), so that values less than 1 (one) mean that the commodity/fundamental-based model or
the combination method improves upon the RW at that point in time. The numbers in each plot’s legend (in
brackets) are the relative RMSFE at the last recursion, which coincide with the relative RMSFE reported in
Tables 1 and 2 for the respective regressor-currency pair and method. In the legend, the suffix Dp attached
to the commodity prices denote daily and monthly prices respectively. The other monthly regressors include
fundamentals from the symmetric (TRsy) and asymmetric Taylor rules (TRasy). When the regressor is sampled
daily, the recursive relative RMSFE is generated from the MIDAS model. The forecast combinations methods,
namely the Optimal Predictive Pool (OptPool), Bayesian Model Averaging (BMA) or Selection (BMS), are based
on regressors sampled daily and monthly.
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Figure 3: Statistical Evaluation based on Cumulative Log-Scores for Models with Single Predictor
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Notes: The figure presents the cumulative sum of log predictive scores of the commodity or fundamental-based
forecasting model, computed relative to cumulative sum of log predictive scores of the Random Walk. Positive
values indicate that the commodity/fundamental-based model outperforms the RW at that point in time, while
negative values suggest the opposite. In the plot’s legend, the suffixes Dp and Mp attached to the commodity
prices denote daily and monthly prices respectively. The other monthly regressors include fundamentals from the
symmetric (TRsy) and asymmetric Taylor rules (TRasy), the Monetary Model - MM, Purchasing Power Parity
- PPP, and Uncovered Interest Rate Parity - UIP. When the regressor corresponds to a daily commodity price,

the recursive cumulative log-scores differentials are generated from MIDAS models.
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Figure 4: Weights Associated with Each Predictor in the BMA with Daily and Monthly Predictors
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Notes: The figure presents the weights associated with each predictor in the Bayesian Model Averaging (BMA)
method with daily and monthly regressors. In the plot’s legend, the suffixes Dp and Mp attached to the commodity
prices denote daily and monthly prices respectively. The other monthly regressors include fundamentals from the
symmetric (TRsy) and asymmetric Taylor rules (TRasy), the Monetary Model - MM, Purchasing Power Parity -
PPP, and Uncovered Interest Rate Parity - UIP. When the regressor corresponds to a daily commodity price, the
posterior probability corresponds to the MIDAS model based on that specific commodity. In each plot’s heading,
we indicate the relative RMSFE corresponding to the entire-out-of sample period obtained from the BMA with

all predictors.
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Figure 5: Predictors with the Highest Weight in the BMS method (Among Daily and Monthly)
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Notes: The figure shows the models (defined according to the predictor they include) with the largest posterior
probability at each point in time in the Bayesian Model Selection (BMS) method. In the graph’s vertical axis, the
suffixes Dp and Mp attached to the commodity prices denote daily and monthly prices respectively. The other
monthly regressors include fundamentals from the symmetric (TRsy) and asymmetric Taylor rules (TRasy), the
Monetary Model - MM, Purchasing Power Parity - PPP, and Uncovered Interest Rate Parity - UIP. When the
regressor corresponds to a daily commodity price, the model with the largest posterior probability corresponds to
a MIDAS regression. In each plot’s heading, we indicate the relative RMSFE corresponding to the entire-out-of
sample period obtained from the BMS among all predictors.
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Figure 6: Weights Associated with Each Predictor in the Optimal Predictive Pool
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Notes: The figure presents the weights associated with each predictor in the Optimal Predictive Pool. In the plot’s
legend, the suffixes Dp and Mp attached to the commodity prices denote daily and monthly prices respectively.
The other monthly regressors include fundamentals from the symmetric (TRsy) and asymmetric Taylor rules
(TRasy), the Monetary Model - MM, Purchasing Power Parity - PPP, and Uncovered Interest Rate Parity -
UIP. When the regressor corresponds to a daily commodity price, the weights corresponds to the MIDAS model
based on that specific commodity. In each plot’s heading, we indicate the relative RMSFE corresponding to the

entire-out-of sample period obtained from the Optimal Predictive Pool.
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A MIDAS Model: Bayesian Estimation and Forecasting

A.1 MIDAS model

In this Appendix we provide further details of the Bayesian approach we pursue to estimate
and forecast with our MIDAS models.!?

We begin by transcribing the MIDAS model we consider in the main text:
Aspin = Bo+ BiBLY™00)2™ + e, errn~ N(0,0%); (29)

where we use the exponential Almon polynomial to characterize the weight of each high fre-

quency (daily) observation. This polynomial has the following form:

6(91 k+92 k2)

B(k;0) = —Zfil o

(30)

If we consider, for example, that only the past 21 trading days affect the value of As;yp, then

Equation (29) is a compact representation of:

e(01x1+62x1?) e(01x2+62x22) e(01x21+62x21?)

A8t+h = 50—’_/61 ———— 5 Ttdo1 + 7 a5 Ttd20 + ot = Ttd1 +5t+h-
Zfil 0140272 szil 0140212 Zfil ef1i4-02i2

(31)

where [y is the coefficient associated with the constant, §; captures the overall impact of all
past values of daily observations on As;ys, and 6 and 6 are the polynomials’ parameters.
Equation (31) is a non-linear regression equation in the following unknown parameters to be

estimated: (/BO;B1791702702)’

A.2 Estimation

To estimate the model we use the random walk chain Metropolis—Hastings within Gibbs algo-

rithm. To simplify notation we express Equation (31) in the following functional form:

1 1
S = f(X,7)+e, e~ N(0, %), and — =02 (32)

12(See also Koop, 2003 Ch. 5 and Ch. 11)
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where f(.) indicates that our function of interest depends on the data X (containing x:4) and
the parameters v, which include Sy, 81, 61, 0.

In a Bayesian setup, estimation involves definition of prior distributions, the likelihood
function, and the posterior distributions. We use independent Normal-Gamma priors. Thus,

the prior for v is independent of the prior for 7 and is defined as:

v~ N(7, V). (33)

We set v = (0,0,0, 0) and V. = 0.35I. For n the prior is:

n~ G(§72>Z)7 (34)

where v = 1 and s72 is based on OLS estimate under equal weighting assumption.
Using the definition of the multivariate Normal density, the likelihood function has the
following form (see Koop 2003, Ch. 5):

r
2

n

™

p(Shom) = T {exp [ <5 (S = XY (S~ F(X. )] |- (35)

Combining the prior with this likelihood yields the following conditional posterior for #:

p(nSyy) ~ G(E2p), (36)
2 _ [S- /X ’7)]'[SV— fX, 7)]+ﬁ27 (37)
v=v+T; (38)

while the conditional posterior distribution of + is:

p(1S,m) e exp =3 {8 = F(X. VLS = F(X, )} (39)
1 _
e [(-50-02 " 0-7)]
The form of this conditional density p(vy|S,n) does not suggest any density from which to draw
upon. Therefore, we employ the random walk chain Metropolis—Hastings (RW-MH) within

Gibbs algorithm to sequentially draw n conditional on v. The RW-MH algorithm consists of

the following steps:
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1. Choose starting values for n and ~(©:

We use data available up to the beginning of our first forecast to fix these values. Precisely,
we set n = 1/s2, where s? is based on OLS estimates assuming that §; = 6, = 0. Using
the same data, we maximize the likelihood function in (35) and set 4O = Fyps dee., to

maximum likelihood estimates under #; = 65 = 0;
2. Draw 7 from its conditional posterior as given by Expression (36);

3. Conditional on 7 take a candidate draw, v(*), from the candidate candidate generating

density:

where ¥ = var(qasr) is the covariance matrix of the maximum likelihood estimator ob-

tained in step 1;

4. Calculate acceptance probability:

a(y@r=1 ()} = min p(y=78) 1]7

p(y=rr=1[S)’

where p() is evaluated at the current, 4*), and previous, (¥ =1 draw using (39);
5. Set v(@) = 4(*) with probability a/(y(# =1, ~)) else (@) = (dr=1),

6. Repeat above steps many times (e.g. 31000) and after discarding the first draws (e.g.
1000), keep every third draw. Point estimates of the parameters are obtained as average

of the retained draws.

A.3 Prediction

Prediction is based on the predictive density (Koop 2003, Ch. 5):

P(S¥1S,7) = H(S* | F(X*,7), 2L, T), where 5 = (S — £)/(S — f)/T.

Given M models defined by the predictors included, we first assign (diffuse) prior proba-
bilities to each: Pr(M;) = 1/M”. Based on the model’s realized likelihood we obtain posterior

probabilities:

Pr(M;|D") = N ;
S Pr(D!M;) Pr(M;)

(40)

where Pr(D!|M;) is the marginal likelihood of the i model. We use the Gelfand and Dey

(1994) method for marginal likelihood calculation. The method requires careful selection of the
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probability density function from which to simulate draws. We follow the usual practice and

use a multivariate Normal density truncated to the region o:

— 1

O={y:F-ar(y) -7 <xi_(dof)} (41)

where X%fp(do f) is the (1-p) percentile of the Chi-squared distribution with degrees of freedom
(dof) determined by the number of parameters in . Thus, our truncated multivariate Normal

density function is:

R § 1 -

f) = warO)| oo | <3G -yt G- 16 € 8) (42)

|
p(2m)zd!

with 1() denoting the indicator function.
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Table B.3: Exchange Rates and Economic Fundamentals Data - Descriptive Statistics

As TRsy TRasy MM PPP UIP
AUD Mean -0,001 0,001 0,033 -2,629 -0,319 0,031
Std 0,032 0,035 0,037 0,498 0,192 0,025
Skew 0,766 -1,373 -0,485 -0,197 0,036 0,917
Kurt 5,718 7,092 4,385 1,974 2,731 3,983
CAD Mean -0,001 -0,001 0,015 -1,713 -0,165 0,008
Std 0,022 0,037 0,039 0,335 0,133 0,015
Skew 0,688 4,002 3,364 0,297 -0,350 0,568
Kurt 9,359 20,236 16,326 1,761 1,919 3,638
NOK Mean -0,001 -0,005 0,185 -2,549 -1,870 0,029
Std 0,031 0,031 0,031 0,447 0,119 0,024
Skew 0,471 1,467 0,999 0,504 -0,872 0,848
Kurt 4,277 6,579 4,583 1,780 3,447 3,431
YEN Mean -0,001 -0,007 0,442 0,586 4,478 -0,023
Std 0,031 0,153 0,155 0,548 0,137 0,023
Skew -0,231 5,075 5,032 -0,340 0,390 0,012
Kurt 4,556 27,197 26,950 1,513 3,010 1,704

Notes: Descriptive statistics for monthly economic fundamentals and monthly changes in the log exchange rate
(As). Monthly fundamentals include those from the symmetric Taylor rule - TRsy, the asymmetric Taylor rule -
TRasy, the Monetary Model - MM, Purchasing Power Parity - PPP, and Uncovered Interest Rate Parity - UIP.
The currency codes in the first column denote the Australian dollar (AUD), the Canadian dollar (CAD), the
Norwegian Kroner (NOK), and the Japanese YEN.

Table B.4: Commodity Average Exports as a Percentage of Total Merchandise Exports

Australia (1988-2014) Canada (1997-2014) Norway (1997-2014)
Gold Copper Oil Copper Oil Gas
6 17 6 1 39 16

Notes: Commodity Export Share in the Country’s Total Merchandise Export. Compiled by the authors based
on countries’ official statistics as publised by (i) the Australian Bureau of Statistics (Table on International Trade
in Goods and Services, Australia, May 2015); (ii) Statistics Canada (Table on Merchandise imports and exports
between Canada and World, by Harmonized System section, customs basis, May 2015); and (iii) Statistics Norway
(STATBANK, Table on External Trade in Goods).
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C Convergence Assessment

Our forecasting models are estimated using algorithms pertaining to Markov Chain Monte
Carlo Methods (MCMC), which rely on drawing samples from candidate generating densities.
We recall that we generated 31000 draws from which we discarded the first 1000 and used every
third draw in the estimates. In this Appendix we evaluate the convergence of our algorithms.

In Table C.1 we report the average acceptance probability in the random walk Metropolis-
Hastings (RW-MH) component of the algorithm. Values in the region 0.2 to 0.5 are regarded as
satisfactory. The averages are computed over estimates across all data points in the recursive
estimations.

In Table C.2 we look at the convergence of the overall RW-MH within Gibbs algorithm. In
particular, we focus on Geweke’s (1992) measure of numerical standard error (NSE). Smaller
values of NSE relative to the posterior standard deviations convey an acceptable degree of
approximation error. The NSE is based on 4% tapered window in the estimate of the spectral
density at zero frequency. To manage space, we also average the estimates obtained over all data
points in our recursive estimations. Overall, results indicate an acceptable degree of efficiency
of our algorithms.

Table C.1: Mean Acceptance Rates in the RW-MH Algorithm

AUD CAD NOK YEN AUD CAD NOK YEN
h=1 h=3
AOQil_Dp - 0.2 0.3 0.3 - 0.3 0.2 0.3
AGold_Dp 0.3 - - - 0.2 - - -
ACopper_Dp 0.3 0.3 - - 0.3 0.3 - -
AGas_Dp - - 0.3 - - - 0.2 -
ADP_index - - - 0.1 - - - 0.1

Notes: The table reports the average acceptance probability in the random walk Metropolis-Hastings algorithm.
The averages are computed over estimates across all data points in the recursive estimations. Values in the region
0.2 to 0.5 are regarded as satisfactory.
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Table C.2: Convergence Diagnostics for the RW-MH within Gibbs Algorithm

h=1 h=3
postMean postStdv NSE postMean postStdv NSE
Australia (AUD) MIDAS with AGold_Dp
Bo 0.000 0.002 0.000 0.001 0.003 0.000
B1 -0.907 0.348 0.016 -0.621 0.357 0.009
01 0.210 0.474 0.036 0.016 0.500 0.027
02 0.034 0.033 0.005 0.360 0.048 0.008
n 0.001 0.000 0.000 0.003 0.000 0.000
MIDAS with ACopper _Dp
Bo 0.000 0.002 0.000 0.001 0.003 0.000
B1 -1.430 0.339 0.019 -0.593 0.286 0.012
01 0.168 0.400 0.024 0.037 0.489 0.034
02 0.039 0.019 0.002 -0.048 0.041 0.007
n 0.001 0.000 0.000 0.003 0.000 0.000
Canada (CAD) MIDAS with AQOil.Dp
Bo 0.000 0.001 0.000 0.000 0.002 0.000
B1 -0.368 0.162 0.012 -0.319 0.226 0.019
01 0.207 0.409 0.012 0.092 0.491 0.018
0 0.060 0.061 0.011 -0.153 0.115 0.022
n 0.000 0.000 0.000 0.001 0.000 0.000
MIDAS with ACopper _Dp
Bo 0.000 0.001 0.000 0.000 0.002 0.000
B1 -0.745 0.250 0.017 -0.320 0.175 0.007
01 0.150 0.381 0.012 -0.046 0.485 0.017
0 0.022 0.039 0.006 -0.300 0.078 0.015
n 0.000 0.000 0.000 0.001 0.000 0.000
Norway (NOK) MIDAS with AOil_-Dp
Bo -0.001 0.003 0.000 -0.004 0.005 0.000
B1 -0.802 0.293 0.012 -0.405 0.288 0.014
01 0.261 0.388 0.013 -0.020 0.485 0.013
02 0.015 0.059 0.010 -0.289 0.249 0.046
n 0.001 0.000 0.000 0.003 0.000 0.000
MIDAS with AGas_Dp
Bo -0.001 0.003 0.000 -0.004 0.005 0.000
B1 -0.071 0.128 0.011 0.053 0.181 0.010
01 0.072 0.495 0.018 0.051 0.503 0.013
02 -0.202 0.108 0.020 0.048 0.304 0.057
n 0.001 0.000 0.000 0.003 0.000 0.000
Japan (YEN) MIDAS with AOil_Dp
Bo -0.001 0.002 0.000 -0.002 0.004 0.000
b1 -0.267 0.191 0.011 -0.340 0.258 0.010
01 0.105 0.472 0.036 -0.048 0.489 0.027
02 -0.269 0.086 0.016 -0.293 0.077 0.014
n 0.001 0.000 0.000 0.004 0.000 0.000
MIDAS with ADP _index
Bo -0.001 0.002 0.000 -0.003 0.004 0.000
51 0.056 0.472 0.028 0.095 0.528 0.015
01 0.006 0.500 0.013 -0.002 0.498 0.014
02 -0.021 0.436 0.078 -0.025 0.240 0.046
n 0.001 0.000 0.000 0.004 0.000 0.000

Notes: The table presents convergence diagnostics for the RW-MH within Gibbs algorithm, namely the average
numerical standard error (NSE). These are averages from the estimates obtained over all data points in the
recursive estimations of the forecasting procedure. Smaller values of NSE relative to the posterior standard
deviations (postStdv) convey an acceptable degree of approximation error. The NSE are based on 4% tapered
window in the estimate of the spectral density at zero frequency.
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D Further Results Appendix
This Appendix reports further empirical results, including:

e Forecast assessment for single predictor models at 3-months horizon, in Table D.3;

e Forecast assessment for combination methods at 3-months horizon, in Table D.4.

The key findings are as follows. First, point forecasts based on daily commodity price
fluctuations are generally less precise than forecasts from the driftless Random Walk (RW) at
3-months forecasting horizon. This result is contrary to our findings at 1-month forecasting
horizon in the main text. Second, like our results at 1-month horizon, when we exploit density
forecasts we always find improvement over the RW at 3-months horizon. As shown in the right
panel of Table D.3, the log-score differentials are significantly positive in all cases. As well,

forecast combinations methods lead to more accurate forecasts than our benchmark.
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Table D.3: Relative RMSFE and Log-score Differentials for Models with Single Predictor, h = 3

Relative RMSFE Log-score differentials
AUD CAD NOK YEN AUD CAD NOK YEN

Daily regressors (MIDAS model)

AOil_Dp - 1.013 1.003 1.003 - 2.42%%* 2.71%** 2.45%**
AGold_Dp 1.022 - - - 2.44%** - - -
ACopper_Dp 0.995 1.016 - - 2.69*** 2 7R¥** -
AGas_Dp - - 1.020 - - - 2.59%**
ADP_index - - - 1.008 - - - 1.88%**

Monthly regressors

AQOil_Mp - 1.004 1.009 1.010 - 2.46%** 2.64%** 2.45%**
AGold_Mp 1.014 - - - 2.00%**  _ - -
ACopper_Mp 1.004 1.003 - - 2. 18%*¥* 2 7 ¥*¥k -
AGas_Mp - - 1.017 - - - 2.51%**
AMP _index - - - 1.021 - - - 2.28%**

Monthly regressors

TRsy 1.001 0.969**  1.027 1.018 2.68***  2.81***  2,60***  ]1.94%**
TRasy 0.997  0.968**  1.003 1.005  3.22%**  3,08%** 2. 7Q¥** 2 7R¥H*
MM 1.042 1.041 1.058  1.029  2.78%** 3. e1***  2.27Fk* 2 .60%**
PPP 1.017 1.007 1.023  1.022  2.93%¥*  2.44%**  2,67¥**k 3 29%**
UIP 1.015 1.014 1.046  1.014  2.25%*%*  2.g5%** 2. 71¥*k* 3 g5Fx*

Notes: The Table reports forecasting performance of single preditor models. The left panel shows the Root
Mean Squared Forecast Error (RMSFE) of the commodity or fundamental-based forecasting model relative to
the RMSFE of the driftless Random Walk (RW). Values less than 1 (one) indicate that the commodity or
fundamental-based model generates a lower RMSFE than the RW, hence, it forecasts better than the RW. The
righ panel presents the average log-score differentials between the same models relative to the RW. Positive values
indicate that the commodity or fundamental-based model improves upon the RW in terms of density forecasts.
The Table also reports the CW-test with asterisks (10%, **5%, ***1%) denoting the level of significance at
which the null hypothesis of equal RMSFE (LS) is rejected, favouring the alternative that the commodity or
fundamental-based model provides more accurate point (density) forecasts. The commodity or fundamentals-
based forecasting model uses the relevant country-commodity or fundamental listed in the first column and
grouped in terms of daily and monthly regressors. In all models, the forecasts are generated recursively for
h-month(s)-ahead change in the exchange rate. When only daily regressors are used, the forecasts are from the
MIDAS model. The list of daily regressors include, change in daily prices (Dp) of oil, gold, copper, gas, and a
daily commodity price index (AMP _index). In the monthly regressors group we have a similar set of commodities,
but also fundamentals from the symmetric Taylor rule - TRsy, the asymmetric Taylor rule - TRasy, the Monetary
Model - MM, Purchasing Power Parity - PPP, and Uncovered Interest Rate Parity - UIP. The currency codes
denote the Australian dollar (AUD), the Canadian dollar (CAD), the Norwegian Kroner (NOK) and the Japanese
YEN. The forecast evaluation period is 1998M11+h to 2014M3 for all currencies, except the NOK (2005M7 +h
to 2014M3).
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Table D.4: Relative RMSFE and CW-test for Forecast Combinations, h = 3

Daily  regressors - Monthly regressors (Cmd- Daily and monthly regres-
Commodity Prices tyP and macro fundamen- sors (CmdtyP and macro
(CmdtyP) tals) fundamentals)
BMA BMS BMA BMS BMA BMS

AUD 0.998 0.996 0.999 0.998 0.997 0.997

CAD 0.995 0.995 0.975**  (0.987** 0.975**  0.980**

NOK  1.007 1.001 1.025 1.013 1.021 1.006

YEN 0.996 0.994 1.014 1.018 1.012 1.016
OptPool EqWeights OptPool EqWeights OptPool EqWeights

AUD 0.998 1.004 1.026 1.009 1.024 1.008

CAD 0.991 0.996 0.980* 0.995 0.976**  0.998

NOK 1.005 1.008 1.042 1.022 1.040 1.019

YEN 0.999 1.001 1.041 1.004 1.047 1.003

Notes: The table reports the Root Mean Squared Forecast Error (RMSFE) for forecast combination methods
relative to the RMSFE of the driftless Random Walk (RW). The methods include, Bayesian Model Averaging
(BMA), Bayesian Model Selection, (BMS), the Optimal Predictive Pool (OptPool) of Geweke and Amisano
(2011), and a simple equal-weighting scheme (EqWeights). Values less than 1 (one) indicate that the combination
method generates a lower RMSFE than the RW, hence, it forecasts better than the RW. The table also reports
the CW-test with asterisks (10%, **5%, ***1%) denoting the level of significance at which the null hypothesis
of equal RMSFE is rejected, favouring the alternative that the combination method has a lower RMSFE. The
forecast combinations are based on the relevant commodity-currency and standard macroeconomic fundamentals.
For the Australian dollar (AUD) the relevant commodities are gold and copper; for the Canadian dollar (CAD)
- oil and copper; and for the Norwegian Kroner (NOK) these include oil and gas. When only daily regressors are
used the combination is based on forecasts from the MIDAS models - reported in columns [2-3]. In columns [4-5]
the combination is based on forecasts from monthly regressors, while the last two columns report results from
combining daily and monthly regressors. In all cases, the forecasts are generated recursively for h-month(s)-ahead
change in the exchange rate. In the group of monthly regressors we have a set of commodity pairs similar to the
daily group, but also fundamentals from the symmetric Taylor rule - TRsy, the asymmetric Taylor rule - TRasy,
the Monetary Model - MM, Purchasing Power Parity - PPP, and Uncovered Interest Rate Parity - UIP. The
forecast evaluation period is 1998M11+h to 2014M3 for all currencies, except the NOK (2005M7 +h to 2014M3).
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