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Investigation of Scheduling Techniques for
Uncertain Conditions

Taiba Zahid, Mathias Kiihn, Michael Volker and Thorsten Schmidt

The traditional methods and techniques employed in operational management
seem unable to provide solutions that can be actually practiced. This insufficiency is
caused by the uncertainties and delays which are faced in practice. The potential
causes of these uncertainties are usually internal (inadequate resources, faults and
breakdowns) and external (material shortfall or low quality) environment. These re-
alizations have forced researchers in the past decade to find stable solutions which
have ability to remain insensitive to these disturbances and provide solutions which
can be practiced.

The present study investigates the methods adopted to provide such flexible and ro-
bust solutions. The aim is to identify and categorize the methodologies in this non-
deterministic field and compare their performance with the static ones. In addition
to that, a detail analysis of techniques proposed in the literature is delivered, which
implies their limitations, assumptions and applications areas in scheduling.

Keywords:  Scheduling, Uncertainty, Robustness, Stochastic
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1. Introduction

The global trend towards product customization and diversification led to
new requirements in production planning and control. With the conse-
guent increasing of product complexity and variety, combined with shorter
product life cycles, the uncertainty of the planning data and the frequency
of disturbances increases. These fluctuations further complicate the sched-
uling problem which is already categorized as a NP-hard problem (Lee,
2003). Another consequence of individualization is higher product cost. To
offer these products at no extra cost for the customer, improvement in
planning and control is necessary. According to a recent study reported by
Pekny (2005) an effective planning and scheduling system leads to a de-
crease in process costs as well as an increase in process throughout, imply-
ing an improvement of about 5% to 15%.

Due to increased uncertainties and disruptions along with a rise of produc-
tion costs, the interest of methods for effective scheduling methods in-
creases. In order to make the plans effective and applicable, these fluctua-
tions at various levels of operations management need consideration at in-
itial decision phases.

In the past decade, various researches have been conducted focusing on
non-deterministic strategic analysis. We do not claim to provide an all-in-
clusive literature on this rapidly expanding research area, but the focus is
to equip reader with a methodological investigation. This investigation
summarizes the taxonomy of modelling strategies proposed in scheduling
and operations management in the context of various types of fluctuations.



Investigation of Scheduling Techniques 173

2. Classification of Uncertainty

The conviction of uncertainty about future is the notion known with cer-
tainty. As Hurley (1996) argued “Why is that such a vast amount of research
is being conducted and financial and intellectual resources being wasted
generating useless solutions to unrealistic problems?” There can be multi-
ple causes of a disturbance with various effects resulting in the direct or
indirect addition of non-value quantities. The structure of decision making
typically observed in operations management (as described follows) repre-
sents a hierarchical structure characterized by distinct management re-
quirements and thus, may exhibit peculiar reasons of disturbances.
Strategic Level: This level comprises of decisions at the earliest stage,
meant for longer time horizons at managerial level. The decisions made at
this level are mainly concerned with business planning. The examples can
be selection of factory site, suppliers, client handlings and order collection
etc.

Tactical Level: This level aims for long to midterm planning decisions. Pro-
cesses are actually defined at this level and guidelines are composed. The
example decisions at this stage can be budget allocation, inventory and re-
source distribution etc.

Operational Level: Detailed management of activities and resource alloca-
tion at production floor level is the target of operational level. This involves
daily and weekly planning and management of processes.

Naturally, cause and effects of disturbances at each decision level will vary.
The differentiation among these uncertainties regarding hierarchy of such
decision levels helps decision makers to concentrate on specific disturb-
ances and to model uncertainties at each specific level. Landegham and
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Vanmaele (2002) summarized sources of fluctuations and their influence at
each decision level in the context of demand chain planning. The final ef-
fect of disturbances although is the same i.e. a negative addition in the
overall objective value of the company. However various the causes of
these disturbances should be considered separately at each decision level.
For example, the cause of an activity delay at operational level can be ma-
chine breakdown but the same effect of activity delay can happen due to
delay in material supply at tactical level. Thus, while scheduling at opera-
tional level, decision makers need to be concerned more with the scenario
of machine break down. Table 1 summarizes possible sources of uncer-
tainty of a disturbance and their influence on various decision making lev-
els. For example, the source of an activity delay can be caused by a delay in
material supply. Although, this will affect the whole project to be delayed
and will effect activities at all decision levels, but it will influence the deci-
sion making process at tactical level the most since as previously ex-
plained, this level is concerned with resource and inventory allocation de-
cisions.



Investigation of Scheduling Techniques 175
Table 1 Influence of plausible sources of disturbances on various deci-
sion making levels
. Plausible ) . .
Disturbance Operational Tactical  Strategic
Sources
Machine Break- . )
High Medium  Zero
down
Resource una- .
— High Low Zero
vailability
Activity .
Delay in mate- ) )
Delay . Zero High Medium
rial supply
Labor strike Low Low High
Limited Re- ] ]
Medium High Zero
sources
Supply mate-
. PPy Zero Medium  High
rial error
Low Quality Production ]
) High Low Zero
Product negligence
Process ineffi- ) )
Zero High Medium

ciency
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. Plausible . ) )
Disturbance Operational Tactical  Strategic
Sources

Inflation in ma-

. Zero Null High
terial rates
Cost Over-
Resource cost )
shoot ] Zero High Low
Inflation
Order delay High High Zero
Demand Customer Re- ] ]
. . Zero Medium  High
Fluctuation quirements

Various criteria for classification of uncertainties have been proposed by
researchers in order to separately identify them for modelling purposes.
Subrahmanyam, Pekny and Reklaitis (1994) divided them into short term
and long term uncertainties. Short term uncertainties basically comprised
of shorter planning horizons and need to be dealt with on daily basis. Long
term uncertainties regarded disturbances effecting decisions at strategic
level such as demand fluctuations and inflation rate.

Yadegari (2013) in his work summarized the uncertainties into three types
based on their frequency of occurrence named as periodic (P), sporadic (S)
and unique/random (R). Periodic ones occur at regular intervals while
unique occur rarely and are related with disaster management. Sporadic
are the ones which occur due to the faults and errors in production plan-
ning which can be of humans as well as of machines.
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In regards with supply chain problems, Geary, Childerhouse, and Towill,
(2002) segregated uncertainty into process, demand, supply and control.
Process uncertainties referred to the estimation of processing times for dif-
ferent activities. These disturbances were mainly related with the internal
capacity of company to meet due dates. Fluctuations regarding delays and
errors in external resources such as machinery and material were included
in supply while demand uncertainties represented difference in end market
demand and the orders placed by the customer. Control uncertainties
spanned entire network and observed the disturbances during the entire
feedback loop and information flow such as material shortage, machine
breakdown, order variation and process inadequacy.

3. Modeling Strategies for Scheduling under Uncer-
tainty

Based on these various categorizations, a number of solution strategies
have been proposed for such non-deterministic scheduling strategies.
Since the problems in this area are declared as NP-hard (Alcaraz, Maroto &
Ruiz, 2003), researchers have focused to provide computationally effec-tive
solutions. The hierarchical tree of these strategies was created after thor-
ough investigation of literature in this area and can be visualized in figure
1. This was done in order to facilitate reader in providing a compre-hensive
overview of the scattered numerous modelling strategies for this NP-Hard
problem.

Broadly classifying, strategies proposed in the literature can be catego-
rized into two major groups of proactive and reactive techniques.
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Figure 1 Taxonomy of Non-deterministic Modelling Strategies
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3.1 Reactive Techniques

Reactive techniques are based on stabilizing the base line schedule in case
of disturbances. A base line schedule based on deterministic information is
formulized and in case of any external disruption, reactive heuristics react
in such a way so as to repair the base line schedule in order to minimize the
difference between base line and new schedule (minimum regret based
methods). Since this technique do not requires rescheduling, the computa-
tion cost for repairing is low but results in poor results in many cases. Since
reactive scheduling tend to repair the base line schedule and minimize its
differences from the base line schedule, it will be more beneficial in the

cases where disturbances are human based or in cases where activities can
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be crashed at the expense of cost, hence in short can be summarized as
manageable.

Another variation of reactive scheduling is dynamic scheduling which is fur-
ther divided into two sub-strategies. As the name suggests, dynamic strat-
egies tend to start with a feasible baseline schedule that tends to change
with time to cope with disturbances caused by uncertain situations. One
way is to create a feasible schedule that spans a time horizon of a year and
then implement it monthly while changing the schedule of next
month/time period according to the feedback of first period/month. This is
known as rolling time horizon while contingent scheduling relies on creat-
ing multiple baseline schedules and shifting from one to another in case of
fluctuations.

Contingent scheduling is basically a combination of reactive and proactive
techniques. It focuses more towards providing flexibility rather than ro-
bustness by creating various scheduling options and adjusting the plan af-
ter realization of any disruption. This technique relies on the assumption
that in a production environment, one comes across with unexpected but
anticipated disruptions. Drummond, Bresina and Swanson (1994) pre-
sented way of just in case scheduling in this domain. In case of each antici-
pated disturbance, the schedule breaks and reschedules the rest of the ac-
tivities to accommodate disturbance. Another recommendation in devel-
oping multiple baseline schedules was proposed by Billaut and Roubellat
(1996). They recommended creation of groups for every renewable re-
source and to consider all the possible options for schedules. This was done
in the hope of switching from one schedule to other in case of uncertain
event. But the approach was applied on a small job shop problem and once
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the problem is extended even to medium sized problems having two or
more renewable resources, the number of possible options will increase to
a large amount making it difficult to adopt this method.

Sensitivity analysis is mainly characterized as a post optimal tool. It mainly
focuses on what-if questions from the production floor for example what is
the effect of a certain parameter on optimal schedule or which data sets do
not have an impact on base line schedule. Researchers mostly perform
these tests on a polynomial solvable scheduling problem and then gather
this data for larger scale NP-Hard problems. Hall and Posner (2004) de-
scribed a detailed systematic study on the literature found on sensitivity
analysis for scheduling problems. They proposed that robustness of a
schedule can be improved by change of selection method for robust sched-
ule. Apart from focusing on the best objective function value, attention
should be given in selecting the schedule from the pool of near optimal
schedules, which is least sensitive to external disruptions.

3.2 Proactive Techniques

Proactive techniques have been further classified into sub categories. The
most popular one are stochastic techniques. Pinedo (2005) provided an
overview of stochastic scheduling problems. Stochastic techniques tend to
capture the uncertainties which occur periodically in the system. They re-
quire knowledge from the past and based upon this knowledge, it develops
probability curves for disturbances. The quality of the solution depends
upon these curves. Herroelen and Leus (2004) have given a comprehensive
overview of project scheduling techniques used under uncertainty. The
study mainly focuses stochastic models.
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Another class of proactive scheduling is fuzzy based scheduling. These
fuzzy variables are used when imprecision is observed in place of uncer-
tainty. Mostly in case of project durations, when there is possibility of dif-
ferent activity durations, researchers tend to use fuzzy variables that make
use of membership functions rather than probability curves. It allows man-
agers to consider multiple possible scenarios rather than single one.
State-of-the-art literature widely discusses robust scheduling in the con-
text of proactive strategies. But the numerous definitions and criteria of ro-
bustness have been defined which makes it difficult and rather confusing
for the readers to actually state its taxonomy.

Many researchers have defined robustness in context of flexibility and qual-
ity and most of these definitions are published in machine scheduling area.
Davenport and Beck (2000) defined robustness as “schedule that is able to
absorb some level of unexpected events without rescheduling”. Kouvelis,
Daniels and Vairaktarakis (2000) depicted robustness as “the determina-
tion of a schedule whose performance (compared to associated optimal
schedule) is relatively insensitive to the potential realization of job pro-
cessing times.”

Besides robustness measures, terms like quality robustness, solution ro-
bustness or stability of robustness and flexibility are often used while de-
scribing this proactive technique. In general, term quality robustness is
used where sensitivity of the schedule performance is tested regarding tar-
get function while stability or solution robustness refers to the insensitivity
of the schedule with respect to objective function. Robust results are not
the optimal results. Many ideas have been presented to control degree of
conservatism searching for the optimal one.
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Through these various definitions, it can be concluded that robustness ac-
tually defines the strength or ability of a proactive schedule to be realized
successfully in case of uncertainties. Hence, it is suitable to consider it in
structural randomness (paper title: robust optimization of uncertain logis-
tics networks) which can be modelled as either a possibility (fuzzy model-
ling) or a probability (stochastic models) depending on the data available.
As a conclusion, if input data has been analyzed well enough to assign
probability functions with knowledge based data, then stochastic models
can be constructed, otherwise, fuzzy models are suggested to be more ac-
curate for linguistic variables.

4. Scope of the Study

As noticeable, literature presents various approaches for optimized or fea-
sible solutions with different solution strategies. Among all of the solution
approaches (despite considering reactive or proactive strategies) meta-
heuristics special genetic algorithm seems to be the most popular choice
for obtaining optimal results.

However up to the knowledge, no such specific criterion has been sug-
gested, nor any systematic study has been conducted that can help deci-
sion managers for practical applications of these techniques. The literature
lacks in providing comparison of solution strategies with respect to the pro-
duction environments and their layouts such as job shop or assembly lines
production systems.

Moreover, problem datasets which have been utilized for evaluation vary
which makes it difficult to compare the efficiency of provided techniques.
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Also, datasets are based on different assumptions which make these da-
tasets suitable for limited production examples.
The current investigation provides state-of-the-art literature review in the
light of following research questions:

— What are the most widely proposed solution techniques for vari-

ous modelling strategies?

—  Which types of uncertainties are considered?

— Comparison of data sets (limitations and application)

— Solution strategies w.r.t production layout

5. Literature Investigation

In the recent decade, a wide range of research is being carried out in the
area of operations and research management for finding practical solu-
tions for scheduling. In the following sub sections, a literature review of
such methods has been provided in reference to the research questions de-
scribed in section 4. Additionally, an analysis of various datasets used for
benchmarking is performed to identify their limitations and applications in
the industry.

5.1 Literature Review

As described in section 3, a wide spread of modelling and solution strate-
gies is exhibited in the area of non-deterministic scheduling practices. Ta-
ble 2 provides a comparison of notable researches in this area.
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In Table 3, an investigation of some recent works was made on objective
functions, typically being considered in the area of operations manage-
ment. It was realized that most of the works focused on makespan minimi-
zation to test their respective proposed strategies. This trend is widely seen
because of the fact that as a regular objective function, the quality of pro-
posed algorithm can be better evaluated through benchmarking and sen-
sitivity analysis. In comparison, research work that adopts time/cost trade-
off as an objective is more suitable for production layouts where crashing
of an activity is directly proportional to the increase in cost, mostly meas-
ured by resource utilization. Such trade-offs strategies should be evaluated
through case studies.



185

Investigation of Scheduling Techniques
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uon

Jlomawtel) pay pazife pay ezwn 1¥3d . :_uﬁomv

loyejnwis  eIA -198ds Jouss -198ds do uon anseys  [elsusy I juny

uoneziwndo 3UON 3UON -m_:E_.m -01S pue ‘W ‘zalad
siayng

psseq  uonis  s108loid (poyrsi
-0d ‘abpajmous uon 216 Apms ureyp von - QSNE
-ewns3 d's  ‘uelueyboy® H
uadxe -njs  -81ens ase)  [eanu)) )
Azzn4 yapezunoybe,
uo paseq suon -uo) INDD

-elnp wopuey
pa1ns syo8(

-0id  uononis pay pay uon (0102)

-uo) ‘qurens -1pads  essusn -19ads NdD  -ewns3 S N ‘Iejueysiney

-uod aouap 3UON 3UON Azzn4 ® A ‘BUS92lIS
-a%a.d Aluo

uoneneas Jaun ( )

Bumoe| ‘sansu [euon | ﬁom T ‘wa mo:woom

-nay abpajmou dSdod -esado ar1dsd -m:\: o -oeold s >> .ﬂ_ el HW

paseq  uadx3 HNoH O swyoeiquren

ueld awsayds dy's
SjUaWWO) 1N0AeT [oAe7  13sereq BuInOS 19PON odAL (1eap) Joyiny




Taiba Zahid et al.

186

uedsaxew 12a(

son
-oid uo fejop A -s1nal (2002) 'q ‘21n04
-npoe uejooedwt  doys  euon Hned Ld3d £002) ' omon
BuisAjeuy  ‘143d gor -elado SUON sish Azzn4 S -d® D ‘peded
‘ -leue Ayl ‘S ‘21N0118d
1o} so11s1Nay
-AIISUSS
paseq abpajmouy
m voep A1 P ey Buysesn By (€102) e
yu neinp Al -pads euon SUON qum -I9pON s mSN.m_,.S
-AIJ9® JO 8sealdap aUON -elado e fzzn4 -ns ® 'Y ‘UsIaH
Buiwnsse 4101
uonnq
[ea
-sip  Apgqeqoud paly Aouep  uoiasu|
-noe]
Aq yoeoudde Bur  -198ds "B uaguey -unp  sel on d (2002) ¥ ‘fa19
-ZIS Jayng awld)}  auoN P! -8l awil  -Seyools
-a1ens
-X3 O UOITedlIPO
san buyn al san apo ( ) 1 ‘Ina
-ioud ein ufisse  -payas es Paly : ISPON ::_om 1 e
-198ds -s1nay ERIIEYETE S ®“vy'Isese|iuwe]
saoualajaid Jawol doys  -noey oo
3UON Auoud  -uj Azzn4 Y ‘Jewnyuwey
-sno pue sayep ang gor
ueld  8weyes  dY'S
SjuUBWIWO)  1IN0AET |oAe]  18sereq BuOS 12PNy adAL (1eap) Joyiny




187

Investigation of Scheduling Techniques

suon
st Bulin -oun (866T) WD
Auoud Azzn4  payoss [euon SONSIIN3AH } ) o
3UON diys S ‘BuenH B N
yum  suolreinp doys -esado Auoud . N
Aanoe  s|gerrep gor ~I9quan A "d’L "BuoH
o ‘ Azzn4
suolelnp ysel umn__\,_m_m opiED suon
cgsg_:_w_cz_me /o [euon g -e1uon/Bul -eing _ as.u
-ION ‘uonyeziw S M ydwey ® ¢
-ke1  -esedo  -dsd -feauuy  >iseron _ o
-ndo uedsaxew JaimoA “r ‘Busy)
19N paie|nwiIS  -Seydools
paseq uone|nwis
-poid
3lq
-e1oea1Ul Ajjeuon
-endwo) ‘aaue U8 (9002)
“HMEIP 4989 d [euon an sonsu -unuo) .>> LOISOLISH B 3
loj uoinealo sajn S0y -e1edo  -dsd  -nel Lolig /el S ‘I91sssws|nawaq
-payos a|dnniy o gy 4 ‘unss|leg s
‘a|npayads aul| ‘JOpUOA 3p Uep
-aseq wouj uon
-eIASp WINWIUIN
no 1958] ueld awayds dYd's
SjusWIWO) ke ¥R . BuInOS poN  adAL (1eap) Joyiny



http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Hong,%20T.P..QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Yu,%20K.M..QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Yu,%20K.M..QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Huang,%20C.M..QT.&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Huang,%20C.M..QT.&newsearch=true

Taiba Zahid et al.

188

s9|q a|n
-eLleA J1ISIUIWISY  Payds o uonen Bue
-ap-uou Buronpal pa |elsuso e -WIS ope) -poiN i S (e002) '3'q 997
BIAPIONPaJILIOYd  urens oued -9JUON  -Seyd01S
[euoneindwo) -uo)
sysel
JO 3[E9S YSH YIm e uon . _ (0t02)
[euon -nquasip Buizis N peyzaue
uonodoud ur  -10ads SUON S o
-esado [ewJoubol Jayng -y g ‘luenysy
paufisse slayng  BuUON . ‘uelre
Buipasa4 3 1900014 DD N yejred
|00} SIS
-Areue Ndo uonip [ed e
-pe Jaynq [enJed d  -noeyl sopsy koSl aoo@.n_. 3509
_ 8UON ¥sel on d -ewly ® 7Y ‘1500
Buisodold ‘sonsil Sdo /216 -nay Jreday -SBUO0 WY S J5Uo
-nay Buinpayos -a1ens U01S VS detplY
Hius 4B/
no 19s8] ueld awayds d'Yd's
SJUaWIWIO) ) (reap) Joyiny
-feq -eq Buinjos lopoN  adAL




189

Investigation of Scheduling Techniques

slapJo ysal}

10p  Bunnpayds adfL  (uomer  Bubrew son N ,Amgmv
Jap  -JeaJap pInow -s1nay ov SIeAON
OARERI-aM -10-01  -1Q) [ed Apms ®»  Buy aAhoea d ® 'ddV "eon0d
-oipaid Joj pasod -oye -noe ase -|opoy o} ‘SaWio
-oid‘jepow  d1 MeN el ] ISPON I'N 9
saouels
- v:wm_ocﬁm%wﬂ cwﬂum pazie yrew sishreue buy U0 ‘BlvA AWoo.va
i fewn “ISPON S . i
Yam paJed do -18us9  -youag Bl2JRA [ ‘'81UBNd
. -do-1s0d Azzn4 L
-Wod  'y9  ymm  ysqgor 91 ‘zenbupoy
yoeoudde puLgiH
X31d2 Buisn ‘uon Buin yoJeas (uon
Njos Jsndoi pue  payps pooy -eal) (2002) "W
[ewndo usamy  auIyd e 3UON -iInog oLreu S ‘allepialg pue 1y
-aq  9oualayip eI\ 0 -ybiau -923) ‘etai3 N ‘Buewn
Jo uoneziwuly  9|buis [e207 1Snqoy
mno ueld  aweyds dYy's
SjUBLIWIOD [oAa7  19sereq (1eap) Joyiny
-Re Buinjos lopoy  adAL



http://link.springer.com/search?facet-creator=%22In%C3%A9s+Gonz%C3%A1lez-Rodr%C3%ADguez%22
http://link.springer.com/search?facet-creator=%22Jorge+Puente%22
http://link.springer.com/search?facet-creator=%22Ramiro+Varela%22
http://link.springer.com/search?facet-creator=%22Camino+R.+Vela%22

Taiba Zahid et al.

190

Table 3 Literature analysis in regards with objective function
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5.2 Dataset Comparison

To test one’s solution strategy, a few benchmark data sets have been pro-
posed in literature. These datasets libraries are created through project
generators having some fixed defined parameters. Most widely used library
for benchmarking is PSPLib based on ProGen. However, there are certain
limitations of network instances created via ProGen that limits its usage for
practical applications. A new dataset library i.e. MMLib created by RanGen
has recently become more popular as benchmarking. A detail comparison
between these datasets can be studied in table 4. Renewable (R), Non-re-
newable (NR) and human (H) resources are categorized for input details of
various datasets.

Each dataset has some parameters that make it suitable for particular ap-
plications. For example, it was realized that among all, only NSPLib pro-
vides the option of personal scheduling which makes it suitable for appli-
cations where managing human resources is of foremost priority. Moreo-
ver, every production layout has specific type of input data available.
Hence, a choice has to be made in selection of a particular dataset for test-
ing purposes. However, state-of-the-art literature provides no means of
comparison among these various problem generators, which makes it dif-
ficult from users point of view to decide which particular dataset would be
the most suitable in a particular layout with available data information.
For the problem of job shop scheduling or for a make-to-order type envi-
ronment, some special instances have been proposed by researchers. The
most commonly used are Fischer & Thompson instances. A detailed com-

parison of these instances particularly created for such environment can be
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found in (Behnke and Geiger, 2012). Following observations were made af-

ter comparing these various datasets:

It can be perceived from gathered information that so far, there is
a lack of project generators that combines personal scheduling
required for special shift plans for resources and network sched-
uling.

The area concerning multi-project environment requires more at-
tention. The dataset libraries available use the concept of dummy
activity for combining multiple projects that can only be applied
when every project has the same start point.

The concept of multiple modes is directed in two ways. One is
multi-skilled, where an activity can be performed with different
resources defined as mode options. However, datasets with alter-
native paths for activities (i.e. variable precedence constraints)
has not been investigated so far.
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Table 4 Comparison of Available Datasets
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6. Conclusion & Future Recommendations

The current study indicates that as competitiveness at technological, qual-
itative and cost level acts as the main driving force, research in the area of
operations management aims towards providing flexible solutions; insen-
sitive to disruptions. The main disturbances considered in the state-of-the-
art literature are activity durations and addition of tasks and are mostly
dealt at operational level. The area of research, which considers the effect
of possible external contributors to disturbances e.g. quality of supplies,
environment and customer’s demands, seems void. Moreover, it was seen
that literature on periodic task insertion uncertainties prefers the utiliza-
tion of reactive techniques over proactive techniques. For examining the
quality of solutions, various benchmarks based on different project gener-
ators are available. However, the link between theories and industrial prac-
tices was found to be missing. Benchmarks available suggest no measures
on dealing with personal scheduling problem within the context of manu-
facturing environment. A separate dataset named as NSPLib, specifically
deals with staff scheduling problem.

Future studies in the working group of facility planning under the chair of
logistics engineering at Technical University of Dresden are to be extended
in a direction that provides measures to model these solutions for indus-
trial practices. Research is being conducted for agent based optimization
and robust solutions. The facility planning team focuses on implementa-
tion of efficient scheduling schemes which involve inventory management,
resource allocation and plant planning. This requires the extension of re-
source scheduling problem (typically personal scheduling) in parallel with
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production requirements. Additionally, proposal of techniques for quanti-
tative measure of external disturbances would be beneficial in order to
have better practical solutions.
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