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Preface 

Digitalization trends continue to shape the industrial world opening up new 

opportunities across a wide range of sectors. Artificial intelligence (AI) is 

considered a key driver of digital transformation that has the potential to 

introduce new sources of growth. Besides AI, the recent advances in 

machine learning and automation have created a whole new business 

ecosystem. 

This year’s edition of the HICL proceedings complements the last year’s 

volume: The Road to a Digitalized Supply Chain Management. All entities 

along the supply chain are challenged to adapt new business models, 

techniques and processes to enable a smooth transition into a digitalized 

supply chain management. 

This book focuses on core topics of artificial intelligence and digitalization 

in the supply chain. It contains manuscripts by international authors 

providing comprehensive insights into topics such as digital logistics, 

robot-human learning, risk management or gamification and provide 

future research opportunities in the field of supply chain management.  

We would like to thank the authors for their excellent contributions, which 

advance the logistics research process. Without their support and hard 

work, the creation of this volume would not have been possible. 

 

Hamburg, September 2019 

 Prof. Dr. Dr. h. c. Wolfgang Kersten 

Prof. Dr. Thorsten Blecker 

Prof. Dr. Christian M. Ringle 
 





 

 

Table of Contents 
Preface .............................................................................................................. v 
I. Advanced Manufacturing and Industry 4.0 .................................... 1 

Digital Twin for Real-Time Data Processing in Logistics ............................... 3 
Hendrik Haß, Bin Li , Norbet Weißenberg, Jan Cirullies and Boris Otto   

Breaking Through the Bottlenecks Using Artificial Intelligence ................. 29 
Julia Feldt, Henning Kontny and Axel Wagenitz 

Sharing Information Across Company Borders in Industry 4.0 .................. 57 
Kai-Ingo Voigt, Julian M. Müller, Johannes W. Veile, Marie-Christin Schmidt 

Robot-Human-Learning for Robotic Picking Processes .............................. 87 
Mathias Rieder and Richard Verbeet 

II. Innovation and Technology Management .................................. 115 

Digital Logistics, Strategic Cognitive Readiness and Employee Training 117 
Thomas Neukirchen and Matthias Klumpp 

SmartAirCargoTrailer – Autonomous Short Distance Transports in Air 
Cargo ............................................................................................................ 151 
Benjamin Bierwirth, Ulrich Schwanecke, Thomas Gietzen,  Daniel Andrés 
Lopéz, Robert Brylka 

A Quantitative Assessment of the Collaborative Logistics Benefits ......... 187 
Camillo Loro, Riccardo Mangiaracina, Angela Tumino, Alessandro Perego 

Algorithm for Situation-dependent Adaptation of Velocity for Shuttle 
Based Systems ............................................................................................. 223 
Thomas Kriehn, Franziska Schloz, Robert Schulz, Markus Fittinghoff  

Disruptive Technologies - Integration in Existing Supply Chain 
Processes ...................................................................................................... 265 
Stephanie Niehues, Tan Gürpinar 

Identifying Research Gaps in Supply Chain Innovation ............................ 297 
Fatemeh Seidiaghilabadi, Zahra Seidiaghilabadi, Aida Miralmasi  



 

 

Can Gamification Reduce the Shortage of Skilled Logistics Personnel? . 331 
Florian Hofbauer and Lisa-Maria Putz 

Machine Learning in Demand Planning: Cross-industry Overview .......... 355 
Nikolas Ulrich Moroff and Saskia Sardesai  

III. Supply Chain Analytics and Blockchain .................................... 385 

Blockchain Adoption at German Logistics Service Providers ................... 387 
Oliver Kühn, Axel Jacob and Michael Schüller  

A Literature Review on Machine Learning in  Supply Chain 
Management ................................................................................................ 413 
Hannah Wenzel, Daniel Smit and Saskia Sardesai 

Impact and Beneficiaries of Blockchain in Logistics ................................. 443 
Thomas Twenhöven and Moritz Petersen 

Prototype for a Permissioned Blockchain in Aircraft MRO ....................... 469 
Jakob Schyga, Johannes Hinckeldeyn and Jochen Kreutzfeldt  

Design of Self-regulating Planning Model .................................................. 507 
Maria Paula Espitia Rincon, David Alejandro Sanabria Martínez,  Kevin 
Alberto Abril Juzga and Andrés Felipe Santos Hernández 

IV. Risk and Security  Management ............................................... 541 

New Concepts for Cybersecurity in Port Communication Networks ....... 543 
Nils Meyer-Larsen, Rainer Müller and Katja Zedel 

Smart Risk Analytics Design for Proactive Early Warning ......................... 559 
Katharina Diedrich and Katja Klingebiel  



 

 

I. 
Advanced Manufacturing 

and Industry 4.0 





 

Keywords: Digital Twin, Real-time, KPI, IoT 

First received: 19.May.2019  Revised: 28.May.2019       Accepted: 11.June.2019 

 

Digital Twin for Real-Time Data Processing in 
Logistics 

Hendrik Haße1, Bin Li1, Norbet Weißenberg1, Jan Cirullies1 and Boris Otto1  

1 – Fraunhofer Institute for Software and Systems Engineering ISST 

Purpose: Key performance indicators (KPIs) are an essential management tool. Real-
time KPIs for production and logistics form the basis for flexible and adaptive pro-
duction systems. These indicators unfold their full potential if they are seamlessly 
integrated into the “Digital Twin” of a company for data analytics. 

Methodology: We apply the Design Science Research Methodology for Information 
Systems Research for deriving a digital twin architecture. 

Findings: Research in the field of digital twins is at an early state, where the main 
objective is to find new applications for this technology. The majority of digital twin 
applications relate to the fields of manufacturing. Finally, it became apparent that 
existing architectures are too generic for usage in logistics. 

Originality: The approach presented is an affordable solution for stakeholders to 
start with a digital transformation, based on standards and therefore highly technol-
ogy-independent. The combined use of a lambda architecture with a semantic layer 
for flexible KPI definition is a special case.  
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 Introduction 

Every day, logistics generates a vast amount of data, which is mainly gen-

erated by controlling and monitoring enormous flows of goods (Jeske, Grü-

ner and Weiß 2014, p. 9). The data generated in this way holds considerable 

potential for optimization. A central challenge is the intelligent use of data 

(Spangenberg, et al., 2017, p. 44). The value of data is not measured by the 

amount of data collected, but by the applications made possible by the 

data. For this purpose, the collected data must be prepared in such a way 

that it can form the basis for optimization measures. 

Making use of such data requires a substantial and valid data basis. Data 

collection, for example, is no longer a particular challenge due to increas-

ingly improved and cheaper sensor technology. What is essential, howev-

er, is how this data is evaluated and how this evaluated data contributes to 

improving the specific process. Another important aspect is the processing 

time required to evaluate the collected data. The processing of large 

amounts of data, such as that generated by IoT (Internet of Things) appli-

cations, requires a particular framework in order to evaluate these enor-

mous amounts of data (Mishra, Lin and Chang 2014, p. 124). Enterprises 

have to cope with an ever-increasing amount of data, which be-comes in-

creasingly more efficient with the use of big data frameworks (Gupta, et al. 

2017, p. 9). 

Hence, it is generally no coincidence that the field of big data analytics 

plays such an important role in logistics. Logistics, with its cross-sectional 

function, is a key success factor, making big data analytics increasingly a 

strategic tool (Spangenberg, et al., 2017, p. 44; Hazen, et al. 2016, p. 592). 

The determination of key performance indicators (KPIs) is an essential 



                   Digital Twin for Real Time Data Processing in Logistics                  5 

 

management tool that allows a variety of different evaluations and anal-

yses (Chae 2009, p. 423). This form of data processing and data visualization 

is made possible by the digital representation of physical assets in the form 

of a digital twin. 

Particularly in logistics, the use of real-time data is an important instru-

ment for visualizing events immediately (Park et al. 2014, 5). However, an 

industrial application of digital twin frameworks can be found mainly in the 

context of product management, shop floor and production management 

(Zhuong, et al. 2018, p. 1153; Qi, et al. 2018, p. 238). In addition, Hopkins and 

Hawking point out that there is a lack of real life use cases in logistics for 

both IoT applications and big data analytics (Hopkins and Hawking 2018, p. 

579). 

Motivated by these aspects, the approach chosen in this paper is to develop 

a data processing architecture that is tailored to the needs of logistics in 

particular. The architecture presented in this article is essentially based on 

IoT applications and big data analytics and therefore enables the evalua-

tion of large amounts of data and the generation of user-defined KPIs in 

real-time. The digital twin is thus an essential component of these architec-

tures, as it enables an extensive exchange of information (Mičieta, Gašo and 

Krajčovič, 2014 cited in Furmann, Furmannová and Więcek, 2017, p. 208). 
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 Research Design 

The structure of this paper and the approach to the development of a digi-

tal twin architecture are based on the Design Science Research Methodol-

ogy (DSRM) for Information Systems Research according to Peffers et al. 

(2007). This methodology is structured into six different steps and begins 

with a problem-centered approach that identifies and motivates a prob-

lem. In the second step, objectives of the solution are presented, in which 

the necessary solution approaches are determined. Based on steps one and 

two, a central artifact is designed and developed in step three. The fourth 

step is the demonstration of the artifact in a specific context. Steps five and 

Figure 1: The DSRM for the development of a digital twin architecture in lo-
gistics based on Peffers et al. 2007 
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six evaluate and finally communicate the solution. They represent evalua-

tion and communication, and are used for process iterations, which in turn 

influence the structure of the central artifact (Peffers, et al. 2007, pp. 12-14). 

As shown in Figure 1, the sixth step of this paper is excluded because com-

munication has not yet taken place. 

 State of the Art of Real-Time Data Processing in 
Logistics 

Following the DSRM by Peffers et al., the problem identification presented 

in chapter 1, according to which digital twins are mainly found in the area 

of manufacturing, is the motivation for considering this technology in the 

context of logistics. It is also about the question whether current architec-

tures are suitable for an application in the field of logistics. 

3.1 Internet of Things and Big Data in Logistics 

Digitalization and the associated digital transformation of processes affect 

almost all areas of the economy and industry (Kersten, et al., 2017, p. 8). For 

its implementation new technological concepts are needed, which primar-

ily relate to data management and analytics. These include comprehensive 

sensor technology, which serves as a data source for monitoring and im-

provement, as well as predictive analyses and artificial intelligence, which 

form the basis for the optimization of logistics processes (Kersten, et al., 

2017, p. 12). The core technologies are therefore the realization of extensive 

sensor technologies and the development of algorithms capable of pro-

cessing large amounts of data. IoT and Big Data technologies are proving to 

be the most promising way to process large amounts of data in real-time 

(Malek, et al., 2017, p. 429). The ability to extract already processed raw 
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data in the format of KPIs from running processes and to visualize them in 

real-time will bring fundamental improvements in the area of data manage-

ment. This is especially true in the field of logistics, where many data sets 

are generated (Wang, et al, 2016, p. 104). 

IoT applications and Big Data analysis in combination form a considerable 

potential for various applications in the field of data management. In gen-

eral, IoT refers to the vision of a continuous networking of objects so that 

these objects can communicate with each other and with their environ-

ment (Bousonville 2017, p. 25). In this context, IoT refers to a network of 

sensors by which data can be obtained from various processes (Hopkins 

and Hawking 2018, p. 576-578). IoT applications thus form the basis for 

comprehensive data generation. The number of data collected is substan-

tial, depending on the area of application. However, data collection is only 

the first step.  

At this point, it is still completely unclear what value the generated data has 

for the processes from which it was collected. This means that data from 

different sources must be merged in order to be processed further, which 

requires Big Data analysis (Bousonville 2017, p. 25). The term Big Data can 

essentially be described with the 4 Vs that stand for Volume, Velocity, Vari-

ety, Value (Dijcks 2014, pp. 3-4). Value is a particularly im-portant parame-

ter in this context, since the analysis of large amounts of data must focus 

on the aspect of generating only data of relevance (Dijcks 2014, p. 4; Bou-

sonville 2017, p. 26). The combination of IoT applications and big data ana-

lytics is done with architectures that enable end-to-end data management 

from data collection through data preparation up to data visualization. 
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Such architectures provide components for three stages (Malek, et al., 

2017, p. 431): Data acquisition, data processing and data visualization. 

This becomes more obvious with the consideration of an exemplary IoT ar-

chitecture in Figure 2 (ISO/IEC 2016, p. 41). It shows the Inside Domain Func-

tions of an IoT architecture, which was developed for the definition of an 

IoT Reference. The lowest level refers to the Physical Entity Domain, which 

describes the physical asset under consideration. The next level covers the 

Sensing and Controlling Domain, which in relation to Malek et al. repre-

sents the level of data acquisition. The data processing level is divided into 

the three domains Operation and Management, Application Service, IoT Re-

source and Interchange. This level contains the essential analysis functions 

for real-time data processing. The last level shows the user domain, which 

enables data visualization. However, a more detailed look reveals that the 

basics for an exact semantic description of systems is missing, as it is spe-

cifically necessary for the area of logistics. 

Figure 2: Exemplary IoT architecture according to (ISO/IEC 2016, p. 41) 
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3.2 Digital Twins in Logistics 

The continuous development in the field of big data analytics and sensor 

technologies and the associated progress in the field of IoT technologies 

finally led to the advancement in digital twins (Tao, et al., 2019, p. 2405). 

With these platform architectures, the collected data can be processed and 

visualized in real-time. They provide a technical framework on which con-

crete industrial applications can be developed. Nevertheless, it is evident 

that concrete use cases for the implementation of such architectures are 

rarely found in logistics, although the implementation of IoT technologies 

in logistics offers considerable additional value (Hopkins and Hawking 

2017, p. 579). If logistics objects are equipped with a comprehensive sensor 

system, a digital image of the respective logistics objects is created, a so-

called digital twin. More precisely, a digital twin is the digital representation 

of a physical asset (Wohlfeld 2019, p. 65). Digital twins enable the connec-

tion between the physical and digital world, which must be based on a com-

plete database (Tao, et al., 2019, p. 2405; Wohlfeld 2019, p. 65). 

A digital twin is far more than the digital representation of a physical asset. 

A digital twin represents a comprehensive physical and functional depic-

tion of an asset that provides all the information necessary to process it 

throughout its lifecycle. (Boschert and Rosen, 2016, p. 59). The exact defini-

tion of a digital twin depends on the integration level. A distinction must be 

made between a digital model, a digital shadow and a digital twin. The core 

of the consideration is in all cases a physical and a digital object. In a digital 

model, there is only a manual data flow between the physical and the digi-

tal object. A change in the physical object has no effect on the digital object 

and vice versa. In a digital shadow, there is an automatic data flow in at 
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least one direction, whereby the change of the physical object leads to a 

change of the digital object. However, this does not apply to the reverse 

case. In a digital twin, the data flow between the two objects is automatic. 

Thus, a change to the physical object leads directly to a change to the digi-

tal object and vice versa. (Kitzinger et al. 2018, p. 1017). 

The use of digital twins enables real-time communication between assets 

and different systems. With regard to logistics, data collection alone does 

not represent a major challenge. The decisive factor here is how this data 

must be further processed in order to offer real added value. In this con-

text, the added value is created with the help of KPIs tailored precisely to 

the respective application. Depending on the sensors used, different KPIs 

can be determined from the same data sources in real-time, exactly as re-

quired for the respective process. This technology thus offers consider-able 

potential for logistics and contributes to targeted decision-making (Wang 

et al. 2016, p. 99). 

3.3 Applicability of Lambda Architecture in Logistics Sys-
tems 

The Industrial Internet of Thing (IIOT) produces massive quantities of sen-

sor data, which arrives in a streaming fashion. The lambda architecture is 

an efficient big data solution for generic, scalable and fault-tolerant data 

processing (Gröger, C. 2018). 

In the context of IoT data processing, two layers of the lambda architecture 

consume incoming data simultaneously. The batch layer enables time-con-

suming analyses on stored raw data, therefore the results are provided to 

the serving layer and can be consumed by the users. Using a distributed 

storage topology, the vast amount of sensor data is stored in the batch 
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layer efficiently. In the meanwhile, the speed layer enables real-time anal-

ysis of the incoming data streams. 

Because of the limitation of computational resources, it is often impossi-

ble to load whole datasets at once and analyzing them with classical ma-

chine learning models. On the contrary, visiting each instance of the data 

stream only once and analyzing it with either an adaptive online model or 

a robust batch model provides the chance to get fresh knowledge from data 

streams in time, which is of vital importance for IoT data analysis applica-

tions. 

3.4 Research Gap on Digital Twin Architectures in Logis-
tics 

As already pointed out at the beginning of this article, the majority of pub-

lications on digital twins relate to the area of shop floor and production 

management (Zhuong, et al. 2018, p. 1153; Qi, et al. 2018, p. 238). Kitzinger 

et al. (2018) offer a comprehensive literature analysis on this topic. It shows 

that more than half of the publications on the subject of digital twin initially 

describe basic concepts only. Just a quarter of the publications refer to con-

crete use cases, but most of them are in the area of simulation, product 

lifecycle management and manufacturing in general (Kitzinger et al. 2018, 

pp. 1018-1020). 

In the context of logistics, Hopkins and Hawking contribute to the applica-

tion of IoT and Big Data Analytics in logistics. This contribution is based on 

a literature review on these topics. The result of this investigation is a lack 

of concrete use cases of both topics, from which the claim is derived to 

close the gap between theory and logistics practice. Finally, a Big Data 

Framework is examined using a case study approach. However, this study 
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does not explicitly focus on digital twins, but on the influence of IoT and Big 

Data on various problems in transport logistics (Hopkins and Hawking 

2018). By looking at existing reference architectures, it also becomes appar-

ent that these are too generic to be used in logistics. Furthermore, a func-

tionality to consider a semantic description of the systems to be considered 

is missing. 

Thus, research in the field of digital twins is at an early state, where the main 

objective is to find new applications for this technology (Negri, et al. 2017 

p. 946). Therefore, this paper makes a contribution to the use of digital twin 

architectures in logistics. It shows how a digital twin architecture can be set 

up to achieve a seamless integration of logistics systems. 

 A Digital Twin Architecture for Logistics 

Considering Big Data Analytics in logistics as well as existing architectures, 

a digital twin architecture for logistics is now being developed in the third 

step of the DSRM according to Peffers et al. Therefore, this architecture 

forms the central artifact. Figure 3 shows a real-time IoT data processing 

and analyzing platform with a lambda architecture, which aims to provide 

a scalable and powerful infrastructure for IoT data acquisition, processing 

and visualization. As an IoT solution for logistics, it is flexible and industrial-

application-oriented. The architecture is composed of four layers, as de-

scribed in detail in the next sections. It is a digital twin architecture with an 

optional data acquisition layer. The digital twin architecture itself has lay-

ers for data visualization, data processing and a semantic layer for provid-

ing the overall system model and data integration. These layers are used to 
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enrich, integrate and process the data from the sensors to values that are 

finally visualized in real-time. 

Figure 3: Lambda architecture for real-time IoT analytics in logistics 

The implementation of this lambda architecture was realized with a modi-

fied SMACK (Spark, Mesos, Akka, Cassandra and Kafka) stack, which is a 

proven distributed big data stack for streaming data processing. The fol-

lowing sections describe how the individual layers of this infrastructure op-

erate. Furthermore, it is shown which software tools were used to imple-

ment these layers and why these software components are best suited for 

this layer. 

 



                   Digital Twin for Real Time Data Processing in Logistics                  15 

 

4.1 Data Acquisition 

With regard to data acquisition, the architecture described here is sensor-

independent. Therefore, the description of data collection in this article is 

a secondary aspect. The selection of a sensor system ultimately decides on 

the limitation of the possible analyses, since these can only be as good as 

the sensor system itself. For data acquisition it is useful to select a micro-

controller, which can to hold a multitude of different sensors. A decisive as-

pect in the selection of these modules is the costs. It is important to empha-

size that even with a simple sensor system the most diverse evaluations are 

possible. When such microcontrollers and sensors are used, it must always 

be ensured that they are also suitable for industrial applications. They must 

be resistant to vibrations and temperature fluctuations. 

4.2 Data Processing 

The architecture shown in Figure 3 uses a modified SMACK stack to per-

form real-time and batch KPI analysis such as shock detection, indoor lo-

calization, and usage analysis. Unlike the classic SMACK stack, Apache Akka 

has been replaced by Apache Nifi, which provides similar features with a 

more straightforward structure. In addition, several backend functions 

have been implemented with the Java Spring Boot Framework. 

The sensor data is transferred to the infrastructure via the microcontroller. 

These raw data arrive in the MQTT data broker Mosquitto. There the raw 

data is pre-processed and distributed to different target units. Kafka trans-

forms the data streams in the overall system and thus forms a distributed 

data processing platform that enables real-time data stream processing 

with high throughput. Streaming data is also stored in a Cassandra data-

base, an extensive NoSQL database, for batch analysis. Spark is used as a 



16 Hendrik Haße et al.   

 

real-time data analysis engine where the data stream is analyzed in near 

real-time using the native MLlib machine learning library. After backend 

processing, the raw data stream and analysis results are visualized on the 

web frontend. 

Data processing is used in industrial applications to generate the KPIs re-

quired for the respective process in real-time. The definition, calculation 

and visualization of KPIs for a specific application is, therefore, the central 

analysis function of a digital twin system. The combination of lambda ar-

chitecture and digital twin enables powerful and scalable KPI calculations 

in real-time. The KPIs generated by this kind of architecture enables com-

panies to quickly determine the condition of their assets. Three steps are 

required to define and store a new KPI function for a specific scenario: 

1. Implementation of the KPI function 

2. Implementation of KPI visualization 

3. Adding a semantic description to an ontology 

The KPI functions are calculated with statistical and machine learning mod-

els in batch or real-time. A distinction must be made between whether it is 

really necessary to generate a KPI in real-time, or not. In general, each KPI 

function is visualized on the frontend, allowing the user to monitor all rele-

vant indicators. Thus, it makes sense to build the frontend of such an archi-

tecture component-based. This means that each KPI function is organized 

as an isolated component, which makes it much easier to implement new 

KPIs into the architecture. The components communicate with the 

backend via a REST API. The real-time KPIs are visualized dynamically from 

the streaming data. After the implementation of a new KPI function and the 

visualization of this indicator, the relevant physical objects as well as the 
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analysis functions are described in the ontology within the semantic layer. 

The concrete advantage here is the standard semantic annotation in an 

overall model. 

4.3 Data Visualization 

In addition to data processing, data visualization is another important com-

ponent, since end users have access to the processed data here. KPIs and 

the digital description of physical objects are visualized on the frontend. Fi-

nally, the optimization options can be identified on the basis of the data 

visualized in the frontend. For example, Angular is used to create a compo-

nent-based Web interface. This also enables flexible extensibility of the 

functions for the frontend. The raw data and analysis results are transferred 

to the frontend in the data stream and displayed dynamically so that the 

user can monitor the systems according to the real-time conditions. In this 

context, it is useful to display the key figures and graphical evaluations on 

a mobile device, since these are particularly suitable for monitoring run-

ning processes. A large number of different KPIs that are relevant for an ap-

plication in the logistics context can be displayed on the frontend or on the 

user interface. 

4.4 Semantic Layer for Digital Twins in Logistics 

The introduction of digital twins faces difficulties due to a lack of semantic 

interoperability between architectures, standards and ontologies (Datta 

2016, p. 1). A digital twin needs a detailed model of its physical counterpart 

and its relevant environment. This can be a business-oriented semantic 

model to provide an integrated view of all relevant units in detail, based on 

the use and extension of standard ontologies. This includes, for example, 

the relevant assets of the company for which a digital twin is defined and 
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the microcontrollers and sensors associated with those assets. For exam-

ple, the heterogeneity of the various sensors used is managed with a stand-

ard sensor ontology such as W3C SSN (Haller, et al., 2017). New sensors and 

new assets can be easily connected and configured by instantiating ontol-

ogy concepts. 

The semantic layer of a digital architecture mainly consist of software com-

ponents and ontologies in a RDF format. The software components are pri-

marily Triple Store and Reasoner. These ontologies are stored in the Triple 

Store and are used by semantic SPARQL queries executed by the Reasoner. 

To keep license costs low, open source software can be used, such as the 

free open source Jena Framework (Apache Software Foundation 2019), 

which can serve as the basis for the implementation of a se-mantic layer. 

The composed ontology is a structured semantic model of all relevant en-

tities such as IoT devices, assets and their relationships. The top level of the 

ontology architecture describes the digital twin and its analyses. The com-

pany and its assets follow in the next ontology layer. To support the digital 

twin with values, IoT devices connected to assets are described in the low-

est ontology layer. 

4.5 Research Progress by the Presented Architecture 

The concept of a digital twin architecture is a very flexible and cost-effective 

IoT solution. In order to become flexible, analytical modules with logic and 

display functionality are semantically combined in a lambda architecture. 

For each KPI function on the frontend, there is a corresponding semantic 

description in the semantic layer. In the Triple Store, not only the digital 

description of physical objects is stored, but also respective services of the 
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object, for example the machine learning model used for this object and the 

relevant sensor types. Furthermore, the semantic model can be easily up-

dated when changes are made to sensors or when machine learning mod-

els are updated. 

Another aspect is the use of modular micro services. The analysis functions 

of digital twin architecture can be implemented as modular micro-services, 

with semantic annotation. The analysis functions and frontend services are 

fully customizable. For changing sensors or analysis models, the micro-

services can be easily extended by adapting semantic annotations and 

function changes. Also a component-based user interface with Angular has 

been implemented for flexible customization. For installation, the entire 

application is packaged in docker images so that it can be used on different 

platforms at any time. 

The large data tools used for the architecture are flexibly scalable. As a large 

data analysis solution for industrial applications, a digital twin architecture 

is suitable for various scenarios and applications. Depending on the type 

and number of sensors, the complexity of the analysis models and the avail-

ability of computing resources, the performance of a digital twin architec-

ture can be adapted to the respective application area. By using a combi-

nation of these distributed large data tools, a certain fault tolerance is en-

sured by storing computing information redundantly over different compu-

ting nodes. This ensures that the data is not lost in the event of a system 

failure. Communication between the components is usually implemented 

either with the REST API or with specific connectors, which are also easily 

expandable. 



20 Hendrik Haße et al.   

 

The flexibility of this architecture is further demonstrated by its independ-

ence from the sensor technology used. The specific sensor types can vary 

from user to user. The metadata of sensors and analysis functions are 

stored and linked in the semantic layer. The Data Broker receives all data 

and its metadata in JSON format, so that further processing and analysis is 

planned on the basis of metadata and information from the semantic layer. 

 Application Scenario of the Digital Twin Archi-
tecture for Real-Time Data Processing Based on 
Artificial Intelligence 

In order to demonstrate the framework presented in section 4, RIOTANA 

was developed in the context of logistics, which contains all described 

properties of the digital twin architecture presented here. According to the 

DSRM by Peffers et al., in chapter 5 the implementation and demonstration 

of the artifact, the digital twin architecture developed here, is realized. RI-

OTANA stands for real-time Internet of Things analytics and represents a 

digital twin architecture with which KPIs can be updated in real-time. 

In intralogistics it is possible to transform industrial trucks into a virtual as-

set with the help of comparatively inexpensive sensor technology. Hence, 

analyses can be carried out with which related internal processes can be 

fundamentally optimized. With RIOTANA, a comprehensive forklift control 

system can be implemented without having to access the elec-tronics of 

the industrial trucks. Based on discussions with stakeholders and the anal-

ysis of existing forklift control systems, a comprehensive system for con-

trolling forklift fleets was developed. The modular structure of the architec-

ture makes changes easy to implement, as the mathematical calculations 
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implemented in the architecture can be adapted to new application condi-

tions and new sensors. The sensor modules collect data on position, accel-

eration and localization, for example. These different data types are 

merged by the RIOTANA architecture, processed in real-time and displayed 

on a web frontend. 

Already with these three sensor types in combination, various analyses are 

possible, which offer a complete overview of the running processes. This 

includes the current workload, the current location as well as detected 

shocks and collisions. Accordingly, an entire forklift fleet can be equipped 

with such sensors, which in turn allows conclusions to be drawn about the 

overall effectiveness of this fleet. 

Figure 4 shows a section of the RIOTANA user interface during a field test. 

This field test was particularly concerned with a test of the implemented 

machine learning algorithms for the detection of shocks, as this is an im-

portant KPI for a large number of industrial scenarios that must be gener-

ated in real-time. Especially this indicator is regarded as a classification 

problem, for which a K-Nearest Neighborhoods (KNNs) model is used. This 

is done by collecting time series data from motion sensors attached to the 

devices. For this purpose, a sliding window is transferred to the time series, 
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whereby each window is regarded as a pattern. Shock patterns are classi-

fied on the basis of standard patterns, allowing each incoming pattern to 

be classified in real-time. 

Figure 4: The RIOTANA user interface during a field test 

Using the sensor modules RIOTANA can be integrated into existing pro-

cesses as a "retrofitting solution". By using cheap sensor technology, pre-

viously "non-intelligent" objects can become virtual assets that are availa-

ble for a variety of analyses and can be used to optimize processes. In addi-

tion, the use of the sensor modules is optional. RIOTANA can also be inte-



                   Digital Twin for Real Time Data Processing in Logistics                  23 

 

grated into processes in which data are already collected but not yet eval-

uated. The application of such architectures is conceivable on the basis of 

digital platforms that operate according to the "as-a-service" principle 

(Otto, et al. 2019, p. 115). 

 Conclusion and Future Work 

In this paper a digital twin architecture was presented, which enables the 

analysis and processing of large amounts of data in real-time on the basis 

of IoT applications and big data analytics. It was also shown that the reali-

zation of such architectures can be realized with open source software 

components (Holtkamp 2019, p. 10). The special feature is the description 

of a digital twin architecture with reference to a concrete application in lo-

gistics. It is exactly this practical relevance that presents a particular chal-

lenge in the further development of this architecture. This is expressed in 

an iterative process according to DSRM by Peffers et al., shown in Figure 1. 

There have to be further investigations on how such architectures can be 

used in logistics, which in turn has an influence on the structure of the ar-

chitecture presented here. 

The collection of data in an industrial context is always a critical topic that 

must be considered with special attention. This is particularly the case for 

personal data. In order to ensure that the processed data is only made 

available to those who are authorized to do so, a corresponding sensor con-

nector must be implemented in the sensor module. In this way, access to 

the data can be considerably restricted. 

Another important technical aspect is the further development of the ma-

chine learning functions in RIOTANA in order to achieve even more precise 
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results with the shock detection. In addition to the further development of 

machine learning functions to recognize patterns and anomalies and the 

implementation of software components to ensure data sovereignty, there 

are also conceptual questions. These include questions about the criteria 

that determine whether an asset needs a digital representation. Further-

more, it will be necessary to clarify which processes or systems require real-

time data processing at all. Beyond that, there are no descriptions of how 

such architectures can be implemented in processes. Finally, it becomes 

evident that due to the focus of digital twins on the area of manufacturing, 

further investigations are necessary with regard to logistics. 
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Purpose: Performance of Supply Chain is highly dependent on weak spots, so-called 
bottlenecks. This research paper presents the findings from the analysis of operation 
processes of a mid-sized producing company and the digital solution for opening up 
the bottlenecks in order to achieve effectiveness by cutting down the order lead 
time. 
 
Methodology: The study is employing several rounds of simulation based on pro-
cesses and data from a manufacturing company. 
 
Findings: Simulation results demonstrate that by allowing a system to take autono-
mous decisions for production planning based on current changes in environment 
such as new customer order or available capacity, the order lead time can be short-
ened significantly, while granting additional flexibility and robustness to the whole 
supply chain. 
 
Originality: The findings of this research reveal new insights on potentials of artifi-
cial intelligence in solving of existing issues within supply chain IT systems. 
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 Introduction 

Recent developments such as Internet of Things (IoT), Industry 4.0, Artificial 

Intelligence (AI) and other digital technologies are transforming Supply 

Chains, allowing them to operate based on autonomous decisions analyz-

ing collected data in real-time modus. Thus, granting access to previously 

inaccessible software solutions and new levels of automation (Calatayud, 

Mangan and Christopher, 2019; Shmeleva et al., 2018). Consequently, infor-

mation that was formerly collected by humans will gradually be machine-

generated, allowing more precise decisions as well as faster reactions to 

any disruptions, changing supply chain into a robust interconnected sys-

tem (Buxmann and Schmidt, 2019; Monostori et al., 2010). Future supply 

chains will be able to steer themselves continuously,  monitoring the envi-

ronment and react to changes, autonomously learning from previous situ-

ations and simulating possible scenarios, developing advanced dimensions 

of flexibility and agility (Fisel et al., 2019; Tjahjono et al., 2017; Wagner and 

Kontny, 2017). 

Despite all the promising gains, there is still no confidence in what artificial 

intelligence stands for. In popular cultures, such as Chanel 4’s series “Hu-

mans”, the focus lies on mimicking humans, which may be the long-term 

goal of research on machine intelligence. Still, current research should be 

focused on the more practical use of artificial intelligence, such as support 

of humans in decision-making processes in everyday operations in the form 

of self-learning software instead of focusing on a recreation of a workers 

body (Tredinnick, 2017). According to the Accenture Study (Plastino and 

Purdy, 2018), manufacturing is one of the three most meaningful sectors, 

which would benefit from AI technologies in the next years, since AI could 
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provide tremendous support in dealing with an increasing number of prod-

uct types, customization and other growing customer expectations (Lv and 

Lin, 2017). Given the circumstances that supply chains are confronted with 

disruptions daily, companies should aim to increase their flexibility by de-

velopment and implementation of AI solutions customized to the com-

pany-specific operations (Scholten, Sharkey Scott and Fynes, 2019). 

This paper aims to present the AI-based assembly-to-order supply chain so-

lution for a mid-sized manufacturing company and thus, to make a contri-

bution to the research with practical focus as well as provide support for 

companies, searching for the ways to improve their operations. 

 Theoretical Background 

2.1 Definitions and History of Artificial Intelligence 

There are many different definitions of Artificial Intelligence, referring to it 

as: 

“a cluster of technologies and approaches to computing focused on the 

ability of computers to make flexible rational decisions in response to often 

unpredictable environmental conditions” (Tredinnick, 2017),  

“a subject that studies theories, methods, and applications with respect to 

simulation, extension, and expansion of human intelligence for problem-

solving. AI aims to understand the essence of intelligence and design intel-

ligent machines that can act as human behavior” (Niu et al., 2016),  

“AI concerned with creation of computational system that imitates the in-

telligent behavior of expertise” (Leo Kumar, 2017). 
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Other Authors emphasize that AI systems “can learn by experiencing, uni-

versalize where direct experience is absent, and map from the inputs to the 

outputs” (Mohammadi and Minaei, 2019; Chaturvedi, 2008). At the same 

time, the authors agree that machine learning should not provide the same 

level of complexity as human learning (Niu et al., 2016; Mohammadi and 

Minaei, 2019). 

In order to develop a better understanding of the definitions of artificial in-

telligence, a summary of essential step stones in its history is provided be-

low. Already in the 1940s at the start of computing, the idea of “machine 

intelligence” was discussed. In 1950s, Turing described the famous “Turing 

Test” for the test of machine intelligence, claiming that “by the end of the 

century it will be possible to programme a machine to answer questions in 

such a way that it will be extremely difficult to guess whether the answers 

are being given by a man or machine” (Tredinnick, 2017). Some years later, 

in 1956, John McCarthy introduced the term Artificial Intelligence, arguing 

that a machine could solve problems and improve itself on the same level 

as a human being (Leo Kumar, 2017). Some researchers (Tredinnick, 2017) 

suggest, that the first big step towards AI was Eliza, the chatbot from Jo-

seph Weizenbaum, demonstrated in 1966 for psychotherapeutic conversa-

tions with people. Despite the success, it took researchers another 30 years 

till in 1997 the IBM’s Deep Blue famously won a chess game with world 

champion Garry Kasparov. Later, in 2011, the quiz show Jeopardy was 

played by IBM’s Watson, marking with its win the intelligence to analyze un-

structured data to find answers to questions, asked in “natural” language. 

Three years later, 2014, chatbot named Eugene Gootsman could persuade 

1/3 of the jurors that it is human (Tredinnick, 2017).  
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Presently, AI solutions have been successfully tested in areas such as au-

tonomous unmanned vehicles, medical diagnosis, speech recognition, 

video games and others (Mohammadi and Minaei, 2019). Although the fo-

cus turned away from a very general simulation of the human brain toward 

problem-solving in a real work environment, i.e.: 

 Speech recognition, 

 Semantic reasoning, 

 Machine learning (“the ability to improve at performing tasks on the 

basis of iteration”), 

 Intelligent data processing (Tredinnick, 2017). 

In order to support assembly processes, this article focuses on the last two 

application since they are most interesting for autonomous decision-mak-

ing. 

2.2 Related Work 

Although the researchers do not provide a clear statement on how the Arti-

ficial Intelligence (AI) in manufacturing is defined in comparison to Machine 

Learning (ML), they agree that both concepts are valuable for the Industry 

4.0 and especially for the operations, regarding to it as a Smart Factory 

which uses “new innovative developments in digital technology including 

advanced robotics and artificial intelligence” (Tjahjono et al., 2017).  

Daehn and Taub (2018) introduce the concept of “Robotic Blacksmith” in 

order to investigate the ways of using an autonomous system based on 

closed-loop Machine Learning for metal forming within metamorphic man-
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ufacturing, which includes all metal forming operations. The authors pro-

vide a general framework and two case studies with a 3D simulation of a 

corresponding practice. One of the main benefits outlined in the study is 

the ability of measurement of the environment with sensors, precise con-

trol of actions and thus the reproducible results, which are especially es-

sential in industries working with safety-critical products, such as aero-

space and nuclear. Another benefit is lower energy consumption of the ma-

chine-based solution in comparison to “classic” manufacturing or additive 

manufacturing. 

Mourtzis and Doukas (2015) provide two case studies from automotive in-

dustry with highly customized products using the concept of Artificial Intel-

ligence, arguing that in a very complex global supply chains some decisions 

are nearly impossible to calculate, since the number of possible solutions 

even for a simple case is calculated at 12,266,496 and in more complicated 

situation at 48x1017. Such high complexity in decision-making processes, 

as well as the need for real-time information, makes the Machine Learning 

or Artificial Intelligence technologies indispensable for (self)-adaptive 

Smart Supply Chains. 

Monostori (2018) indicates increased transparency as well as higher robust-

ness of supply chains through faster identification of the probable disrup-

tions by use of cyber-physical solutions. Verdouw (2016) illustrates such an 

increase of transparency on the example of food supply chains in general 

and fish distribution in particular. Furthermore, supply chains can achieve 

robustness and competitiveness by the implementation of adaptive and 

IoT-based solutions where decisions made by machine-intelligence will be 
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aligned with high-level decisions taken by humans as explained in the 

mathematical programming model from Rezaei et al. (2017). 

Other authors (Wu et al., 2016) state that the use of the above technologies 

transforms supply chains into Smart Supply Chains (SSC) with six unique 

characteristics: 

 Instrumented; information is mostly obtained by machines using  

sensors, RFIDs etc. 

 Interconnected; the entire operations and assets are connected. 

 Intelligent; SSC optimizes their performance by taking decisions. 

 Automated; most of the processes are automated in order to re-

place less efficient resources. 

 Integrated; information is shared across all SC departments; 

 Innovative; new solutions will be developed to solve any occurring 

issues. 

Despite the acknowledgement of all the positive characteristics of the in-

telligent solutions, Jede and Teuteberg (2016) warn about the challenges 

of their implementation across the supply chain. They argue that research-

ers should pay more attention to the security aspects, explore the technical 

details such as interface configuration among different SC partners and 

definitions of connections between sub-processes in order to provide valu-

able support for practitioners. Others, (Merlino and Sproģe, 2017) predict 

that in near future smart factories supported by artificial intelligence and 

IoT “will make running a supply chain as easy as pushing buttons”. 
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 AI-Based Assembly-to-Order Supply Chain 

3.1 Project Phases 

In order to make the project manageable and trace the progress of signifi-

cant mile-stones, it was divided into three phases (as shown in Fig.1): 

 Concept Development 

 Modelling of working Real-Time Assembly Twin 

 Use of Machine Learning based Reporting.  

The overall process is iterative, which means that despite the clearly de-

fined process order, some steps were performed more than once. For ex-

ample, after simulation testing in phase II, the solutions proposal under-

gone various changes. Each phase is described in a corresponding chapter 

below. 

Figure 1: Project Phases 
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3.2 Planning Processes as Main Source of Bottlenecks 
within the Supply Chain 

The first step of concept development was to provide an analysis and de-

scription of all the Supply Chain processes of a company, which is a leading 

company in filter fans production. Although the company has other prod-

ucts such as alarm lights and electronic devices, the focus has lied on filter 

fans. High-level Supply Chain of the company is quite similar to many man-

ufacturing companies; it consists of different independent departments: 

 Purchasing (Raw Materials, Spare Parts and Packaging) 

 Production of Components (Molding of Plastic Components as Mass 

Production) 

 Assembly (in Assembly Cells using workforce) 

 Warehouse (Stock Management, Transportation, In- and Outbound 

Logistics).  

After a deep-dive into processes, the following conclusions were made: 

 Customer orders contained no seasonality, and demand is quite 

stable from month-to-month (max. deviation 18%, mostly based on 

delivery of big orders in containers in overseas). 

 Order-Lead-Time in most of the cases was around three weeks. 

 Minimal production time per batch (several hundred pieces) is one 

hour (plus 1-2 hours to change molding components). 

 Average assembly time 6 minutes per product. 

 Stock levels for finished goods are unnecessary high (approx. 5 

weeks) 
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All planning processes (Production Planning, Assembly Planning, Human 

Resource Planning) are performed in different departments in different Ex-

cel sheets (Wagner and Kontny, 2017). The High-level intercompany supply 

chain is shown in Fig.2, where the order-lead-time (here as the time from 

customer order in ERP system to the point, when finished goods are 

shipped) was used to define main Bottlenecks. The left side (As Is Supply 

Chain) shows the order lead time for the planning processes with the sup-

port of Excel sheets. Once per week assembly planners (each is responsible 

for different products) decide on volumes for the assembly planning for the 

next four weeks. Mainly basis for the decisions is information on available 

stocks (should products be delivered from available stocks or manufac-

tured) as well as available workforce. Then, two days later, similar process 

takes place within a production department, which produce the spare parts 

for the assembly. At the end, purchasing planners will decide if they need 

to order raw materials for production or spare parts for the assembly. De-

spite the fact that the logic of such a decision is always the same (with given 

priorities), there was no automated solution implemented, which lead to 

unnecessarily extended order-lead-time of approx. three weeks. IT-based 

solution with the capacity to take decisions in (near) real-time modus 

would allow synchronizing of all planning processes along the supply chain 

at the same time significantly shortening the order-lead-time by at least 

half. 
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Figure 2: Bottlenecks based on Order-Lead-Time 

Since the production as a process step is more time-consuming and less 

flexible than assembly due to time- consuming retooling of machines as 

well as a high volume of production batches, the assembly process was 

chosen as a central process, which provides others (purchasing, ware-

house, production) with information relevant for their process steering. 

Such an approach is not new and is widely known as Assembly-to-Order 

(Mourtzis and Doukas, 2015) or Build-to-Order Supply Chain (Gunasekaran 

and Ngai, 2005). The main difference between the "classical approach" and 
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the presented solution is the focus on automated information flow and 

shortening of order-lead-time instead of material movements and stocks. 

The last bottleneck, which is based on a delay of goods availability accord-

ing to the ERP system and goods produced, can be quickly resolved by 

scanning of the goods directly at assembly cell and creating additional vir-

tual warehouse in ERP. Thus, the goods can be shown as available, before 

they will be shipped to the central warehouse, which will spare at least two 

additional days. 

3.3 Solutions Proposal 

Based on the fact, that assembly processes could have the most flexibility 

in capacity if needed (increasing from usual 100% to 400%) being at the 

same time the slowest process (planning processes take in average over 

one week), it was decided to improve the assembly planning.   

Another critical argument for the automation of assembly planning is pro-

vided by Knoll, Prueglmeier and Reinhart (2016), who states that a planner 

uses only 20% of his time to perform planning, whereas 50% are used for 

data gathering and preparation. They provide three reasons for such an un-

fortunate time split: 

 Lack of software support 

 Inconsistent information 

 Unavailable historical data. 

In the presented case, the lack of software support leads to extensive use 

of Excel-Sheets by planners in each department, with data matching at 
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jour-fixe once per week. Since the data in operations changing continu-

ously, such work methods are very inefficient and inevitably lead to high 

stock level and or to the high level of delayed deliveries. Thereby the lack 

of software support drive towards different information status in each de-

partment and thus to inconsistent information, i.e. stock level in Excel-

sheet do not display real stock level in the warehouse, open orders only 

consider customer orders from previous day. Moreover, ERP only shows the 

actual status of data and do not provide tools for the analysis of historical 

data. Such analysis was done only from time to time in Excel, and results 

were not always shared between departments, leading to a different level 

of professional competence in different departments by different employ-

ees. 
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Figure 3: AI-Based Solution for the Bottlenecks 



          Breaking Through the Bottlenecks Using Artificial Intelligence  43 

 

In order to enable planning processes in real-time (or near-real-time) mo-

dus with same information status at all process levels as well as the same 

quality of information, two solutions were created (as shown in Fig.3). Lack 

of software support, as well as inconsistent information, can be solved by 

the Real-Time Assembly Twin (Project Phase II), whereas unavailable his-

torical data require advanced reporting module (Project Phase III). 

The main distinction between Real-Time Assembly Twin and Machine 

Learning Reporting Module is time horizon. First concentrates on a contin-

uous simulation of discrete events without data gathering directly in the 

tool (although some data is forwarded towards ERP). Second, on the con-

trary, should gather historical data and even overwrite the initial logic/rules 

for the Assembly Twin shaping it into self-learning and thus AI-based sys-

tem. 

3.4 Real-Time Assembly Twin 

3.4.1 Functionality 

Real-Time Assembly Twin was created and tested in order to support plan-

ners and workers in the assembly area. Additionally, it provides information 

on the current status of orders to other departments, such as warehousing 

and in-house transportation. 

The system consists of 7 modules, one for each available assembly cell and 

one with controlling function (Assembly Controller, as shown in Fig.3). As-

sembly Controller takes the data on open orders from ERP and "translate" 

them via Scheduling Mechanism into Assembly Orders for each Assembly 

Cell. All data, needed for the scheduling, such as which cell should assem-

bly which products, production capacity and other relevant data are stored 
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up in the Data Bank of Assembly Controller. Each Cell shows the worker in 

the assembly cell the orders at the monitor, allowing the worker to update 

the status of each order, by pushing the button "finished" on the screen or 

by logging out (thus saying, there is no available worker in the cell). Since 

in each cell can work up to two employees in two shifts and each worker is 

able to assemble any product, which means he can freely move from one 

cell to another, the flexibility of the process is incredibly high. Unfortu-

nately, by planning all the assembly orders weeks upfront, as it was done 

previous, this flexibility was seldom used. However, with the planning sys-

tem in (near) real-time modus, it is possible to calculate available resources 

against open orders, creating a robust and flexible process. 

At the end of the period (day or shift), the Assembly Controller gather the 

data from each cell and communicate it to the ERP, saving open orders for 

the next day. 

3.4.2 Data Gathering 

According to Uhlemann (2017), data gathering represents one of the most 

critical stages for modelling of a Digital Twin. Non-volatile data such as 

warehouse layouts, process descriptions, historical data and assembly 

specifications were collected during face-to-face interviews and work-

shops, with confirmations on the correctness of the results over the phone 

or via email. Volatile data, i.e. data on material movements, order volume, 

available stocks, were collected directly from the ERP system. Real-time 

modus of the digital twin of the assembly could be achieved only by using 

the data directly from ERP; otherwise, the general data from reporting sys-
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tem is already too old, since it shows the data from the day before. In sum-

mary, it can be said that data gathering is a very time-consuming process 

which is essential for the proper functioning of a new system. 

3.4.3 Simulation Modelling 

As described in Chapter 3.3, the Real-Time Assembly Twin is basically a sim-

ulation which is used to replace the non-existing operational system and 

for which the existing research method of simulation modelling was chosen 

as most appropriate. 

According to Wojtusjak (2012), simulation techniques can be applied for 

modelling of complex systems since they can recreate the true-life system’s 

performance. The discrete event simulation (DES) offers an opportunity to 

trace the alterations of a model with logical multiplex configurations by 

data-gathering after a defined “event” took. It contains three modifica-

tions:  activity-oriented, process-oriented and event-oriented simulation. 

DES can be applied for systems which represent a “set of interrelated enti-

ties which only change their state at discrete points of time as a result of 

their behavior or the behavior of other entities” (Ullrich and Lückerath, 

2017). This simulation method is broadly used for the simulation of produc-

tion processes (Gong et al., 2017), which makes it suitable for our case with 

assembly-planning. 

In the presented simulation of the assembly, the “trigger” events are either 

start/end of the day/shift or new customer order or change/deviation to the 

planned capacity in each assembly cell. At the start of the day X the tool 

translates open orders from the ERP system into assembly orders, creating 
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a list of assembly orders different for each assembly cell. New customer or-

der(s) lead to amendments in open assembly order(s), depending on the 

bill of materials from ERP and master data of an assembly cell. Previously 

unexpected changes in available capacity, i.e. if a worker did not show up 

in the morning due to illness or if a person new to a job works below the 

usual productivity level, the Real-Time Assembly Twin will consider it in a 

calculation and make a request to other assembly cells for the additional 

workforce. On the other hand, during the assembly process each assembly 

order will be reported to the ERP system as finished, after the worker 

pushed the finished button on his screen, allowing the system to update 

the data in near real-time modus and if needed to forward the information 

to other SC processes, i.e. for the warehouse or goods departure area. 

In order to duplicate the sequence of all steps within assembly planning as 

well as analyze the data from ERP and other systems, the existing OTD-NET 

simulation software was significantly changed. OTD-NET is the award-win-

ning software, which was built at the Fraunhofer Institute of Material Flow 

and Logistics for the simulation of production network of big automotive 

companies such as Daimler AG and Volkswagen (Motta et al., n.d.; Li and 

Fang, 2012; Liebler et al., 2013). The original software was customized to 

the logic and supply chain of the manufacturing company. 
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3.4.4 Verification and Validation 

 

Figure 4: Assembly Interface and Simulation "Triggers 

Verification can be defined as “ensuring that the computer program of the 

computerized model and its implementation are correct”, whereas valida-

tion referred to as “substantiation that a computerized model within its do-

main of applicability possesses a satisfactory range of accuracy consistent 

with the intended application of the model” (Sargent, 2005). In other words, 

validity is measured concerning the purpose of the created model; if its ac-

curacy lies within an acceptable range, the model can be concerned as 

valid. 
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In order to create new functioning systems, three steps were performed: 

 Conceptual model validation 

 Computerized model verification 

 Operational validation 

Conceptual model validation was carried out by respective assembly plan-

ning personnel, confirming that the described processes and assumptions 

are correct and can be executed as planned. Computerized model verifica-

tion was performed on both sides: by the IT department of the company as 

well as the research team. It was divided into two steps; first, the “static 

testing” verified the correct structure of built Digital Twin, and then, by run-

ning simulations on company’s historical data the “dynamic testing” veri-

fied its functionality. Operational validation was performed on a data from 

ERP in order to measure the time, needed for re-planning of assembly or-

ders (which lied under 1 Minute), to confirm that the “translation” is correct, 

and no data was lost in the process and to prove the functionality of user 

interface (for an assembly worker). 

3.5 Machine Learning-Based Reporting 

Machine Learning (ML) can provide a basis for the assembly planning since 

there is high volume on “high repetition of recurring planning tasks for each 

material number caused by frequently changing information” (Knoll, Prügl-

meier and Reinhart, 2016). This way, ML provides the best use of historical 

data with minimal effort. 

As shown in Figure 2, the planned ML-based Reporting Module should work 

inde-pendently from the Real-Time Assembly. The reason for such separa-

tion is that in order to function correctly, the ML Reporting Module should 
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first create a proper Database with statistic data. On the one hand, it will 

take at least a year, in order to have enough data, for reasonable planning. 

On the other hand, it will allow to create alerts for unusual situations (which 

are covered today by so-called security stock of goods) as well as rewrite 

current Master Data and Rules in Assembly Controller. For example, gather-

ing information on current assembly time for product Y and comparing it 

with historical data on assembly time, the assembly time in the individual 

cell could be overwritten, providing more precise information on available 

capacity in this cell. Since assembly time can differentiate even by the same 

person from one day to another, such adaption would allow very precise 

planning. Additionally, the Reporting Module will allow to analyze the work 

of Real-Time Assembly and measure which impact it provides for the As-

sembly Planning as well as for the stock levels and another necessary lo-

gistic KPIs. 

 Discussion of Results 

4.1 Implications for AI and SCM Theory 

Previous research implied that there is a direct correlation between the rise 

of complexity and decline of the possible level of agility of the supply chain 

(Giannakis and Louis, 2016; Monostori, 2018). Application of an AI solution 

within the supply chain can be very efficient under such circumstances, al-

lowing companies to react very fast to unexpected events and restart a 

planning process as often as needed. This way, even big companies with 

complex operations can stay agile and competitive without the unneces-

sary explosion of bureaucracy.AI and IoT technologies most frequently re-

ferred to when discussing the development of autonomous supply chain 
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systems. Capability to analyze high volumes of data and solve complex 

problems make AI indispensable for future Supply Chains and thus for the 

research in this area (Calatayud, Mangan and Christopher, 2019). 

The presented paper describes a process of finding the appropriate appli-

cation area for an AI solution as opposed to the approach of the application 

of standardized IT tools which seldom reflect the specific requirements of 

an individual customer. Furthermore, we propose to split the AI solution 

into two parts, one responsible for the quick decisions and the other for his-

torical data as well as steering rules. Although the simulation results could 

not be presented to broader public since they are based on the company 

data which are prohibited from publishing, the provided framework can be 

used by other researchers in the area. 

4.2 Practical Implications 

Presented solution for the assembly planning has implications on the 

whole supply chain: 

 Order-lead-time shortens from three to one week. 

 Stock levels go down automatically since the tool decides if the 

goods should be assembled or delivered from warehouse and due 

to shorter order-lead-time the finished goods, as well as spare parts 

will not be stored in-between, waiting for the next process step. 

 Customer order can be translated into an assembly order within 

seconds/ minutes instead of once per week. 

 Workers in the assembly have a clear overview of their orders and 

can report comple-tion of an order directly to the system (instead 

of previous paperwork). 
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Other processes such as logistics, purchasing and production can be pro-

vided with information on current status of assembly /stock level instead of 

outdated plans.Despite the high-level of presented information, it can be 

used by practitioners as a blueprint for the first steps in similar projects. 

 Summary 

Although the terms of Artificial Intelligence and Machine Learning are dis-

cussed for almost eighty years, the development of real-life applications is 

still very young. Only after changing the perspective from a more human-

like robot towards an attempt to duplicate merely brain part and learning 

capability, the researcher could present robust solutions. Presented re-

search has no attempt to replace the workers on a shop-floor; on the con-

trary, a solution for the support of them in daily operations is presented. Of 

course, the planning process should be transformed from highly repetitive 

routine calculations in Excel-sheets towards autonomous Real-Time Digital 

Twin of Assembly, which inevitably leads to a restructuring of the planning 

department. Still, gained value over the whole Supply Chain leave no doubt 

in the meaningfulness of such change.  

In summary, this research provides insights on how the AI-based digital so-

lutions within the supply chain can allow it to become more adaptive and 

thus, robust to the changes, which can be used by both researchers and 

company executives. 
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Purpose: Industry 4.0's potentials can only unfold exhaustively if information is 
shared across company boarders and along supply chains. Exchanging information, 
however, implies several challenges for companies. This holds especially true if it is 
transmitted automatically and digitally, as promoted by the concept of Industry 4.0. 
In response to these challenges, this paper analyzes how information sharing 
changes in Industry 4.0 contexts. 

Methodology: Expert interviews with 17 representatives from supply chain manage-
ment departments of German industrial enterprises provide the study's database. 
Hereby, the renowned SCOR-model serves as a theoretical foundation to classify the 
insights gained during the interviews. 

Findings: The types of information shared in supply chains, changes in the way in-
formation is shared, and initiatives to intensify information exchange in Industry 4.0 
contexts are identified. These findings are analyzed against the background of the 
SCOR-dimensions plan, source, make, deliver and return. 

Originality:  Information sharing, a vital basis for intended horizontal and vertical 
integration within the concept of Industry 4.0 has scarcely been investigated in ex-
tant literature. 
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 Introduction 

Industry 4.0 refers to the horizontal and vertical digitization and intercon-

nection of industrial value creation. It provokes numerous potentials, 

which constitute the base for future competitiveness of manufacturing 

companies (Kagermann et al., 2013; Lasi et al., 2014). A fruitful horizontal 

and vertical interconnection requires adequate information sharing across 

company borders and along supply chains. This causes several concerns 

and thus reluctant behavior of all relevant supply chain actors, especially 

small and medium-sized enterprises (SMEs) (Kagermann et al., 2013; Müller 

et al., 2017; Voigt et al., 2019). 

So far, academia and corporate practice have regarded and analyzed In-

dustry 4.0 mainly within a company's boundaries. Despite Industry 4.0's 

supply chain spanning and interconnecting nature, until recently research 

studies predominantly have focused on company-internal and technical 

aspects (Birkel et al., 2019; Müller et al., 2018a). Information sharing in sup-

ply chains within an Industry 4.0 context and resulting potentials are still 

not sufficiently permeated and properly understood. However, predicted 

potentials of intelligent and interconnected value-adding processes can 

only be exploited entirely if supply chain partners share information virtu-

ally, interconnected by digital means (Kagermann et al., 2013; Lasi et al., 

2014). Further, sharing information is fundamental to cross-company coop-

eration in the context of Industry 4.0. For these reasons, analyzing the topic 

is of utmost importance. 

Motivated by the research gap along with its practical implications, this pa-

per's research question is: How does information sharing between compa-

nies and along supply chains change in an Industry 4.0 context? 
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It contributes to the current state of research by analyzing the types of in-

formation shared along supply chains, changes in the way information is 

shared, and initiatives to intensify information exchange in Industry 4.0 

The study is of qualitative-empirical nature and bases on 17 expert inter-

views. These were conducted with supply chain representatives from a het-

erogeneous set of German industrial companies. The SCOR-model is ap-

plied to found the study theoretically and to classify the insights obtained 

from the empirical data. 

The remainder of the paper is structured as follows. First, the theoretical 

fundament is outlined, which depicts Industry 4.0, supplier integration, and 

the Supply Chain Operations Reference (SCOR) Model. Hereafter, the meth-

odology, dealing with research design, data sample, and analysis is pre-

sented. Subsequently, the results are illustrated, interpreted and discussed 

using the SCOR-Model as a theoretical framework. The paper concludes 

with theoretical and managerial implications and indicates proposals for 

future research. 

 Theoretical background 

2.1 Industry 4.0 

Industry 4.0 implies a transformation of future industrial value creation 

based on the ongoing digitization and wide-ranging interconnection. This 

development is characterized by a horizontal and vertical digital integra-

tion of value creation actors (Kagermann et al., 2013; Lasi et al., 2014). 
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It is widely agreed upon that, the global economy is on the edge of a fourth 

industrial revolution, heralding a paradigm shift of industrial value crea-

tion. Main technological drivers for this development are cyber-physical 

systems and the Internet of Things. This is why the term "Industrial Internet 

of Things" is frequently used synonymously to Industry 4.0 (Kagermann et 

al., 2013; Müller & Voigt, 2018). Given future intelligent, digitally intercon-

nected systems in industrial value creation, products, people, machines, 

and facilities are enabled to communicate and cooperate in real-time. Fol-

lowing its extensive implications for industrial value creation, Industry 4.0 

paves the way for companies to create new business models (Müller et al., 

2018b; Voigt et al., 2017). 

According to Platform Industry 4.0 (2017), Industry 4.0 is "a new level of or-

ganization and control of the entire value chain across the life cycle of prod-

ucts". As it aims at horizontally and vertically interconnecting value crea-

tion, digitalization and interconnection efforts do not only cover single cor-

porate functions, but also individual companies, their internal value crea-

tion processes, just like global value chains (Kagermann et al., 2013). 

2.2 Supplier integration 

Representing a form of vertical cooperation, the concept of "supplier inte-

gration", as part of supply chain management, refers to strategic and oper-

ational cooperation efforts along the supply chain. These relate to both 

suppliers and customers and aim at generating and securing competitive 

advantages (Helmold & Terry, 2016; Schoenherr & Swink, 2012; Wiengarten 

et al., 2016). Main prerequisite for a successful supplier integration is sys-
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tematic and strategic collaboration within a company and between differ-

ent companies, interlinking internal processes with external suppliers 

(Fazli & Afshar, 2014; Zhao et al., 2011). 

The overall strategic goal of supplier integration is contributing to a com-

pany's value creation, by managing the supplier network in an efficient 

manner, securing demand, and decreasing supply chain costs (Helmold & 

Terry, 2016). In order to fulfill this objective, supplier integration intends to 

adequately and properly set up value creation processes, cross-company 

handling practices, cooperation efforts, and integration strategies, hereby 

sharing both chances and risks along the value creation chain (So & Sun, 

2010; Zhao et al., 2015).  

Supplier integration requires financial resources, people, systems, and fa-

cilities to be coordinated and harmonized on operational, tactical, and stra-

tegical levels (Stevens, 1989). The concept can draw on numerous tools, 

among others, IT applications related to planning and e-business systems 

(So & Sun, 2010). 

2.3 Related work 

In the era of Industry 4.0, industrial value creation faces major obstacles, 

such as shortening product development and product life cycles. These in 

turn require fast, flexible and efficient value creation processes, which em-

phasizes the importance of supplier integration in the context of Industry 

4.0 (Hofbauer et al., 2016). 

Integrating suppliers and cooperating across company boarders encom-

passes major challenges. Especially in the digital era, it requires an indis-

pensable willingness to cooperate and a great candor both from buyers and 
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suppliers, among others (Birkel et al., 2019; Kiel et al., 2017). These charac-

teristics, however, contradict traditional approaches to conduct interac-

tions, exchanges, and processes within present supply chains, like aggres-

sive price negotiations. In addition, supplier integration in the digital era 

asks for comprehensive technological equipment and facilities, as well as, 

for adequately reshaping interfaces (Kiel et al., 2017; Müller et al., 2018a). 

Given that many suppliers are among small and medium-sized companies, 

particular problems arise, e.g., as for raising resources for the required 

technologies (Birkel et al., 2019). However, the challenges of how to estab-

lish new ways of interaction and cooperation along the supply chain and 

how to strengthen suppliers' positions remain unsolved (National Research 

Council, 2000). 

Several changes are accompanied by further integrating suppliers. On a 

strategic level, cooperating with suppliers, conducting common activities, 

and sharing capabilities paves the way for gaining and securing competitive 

advantages and for creating new business models (Rink & Wagner, 2007; 

Voigt et al., 2018). On an operational level, a further supplier integration 

helps to reduce costs, inventory levels, and lead times, amongst others 

(Giménez & Ventura, 2003). An increased cost competitiveness, a greater 

product individualization, a shortening of product development and prod-

uct life cycles and associated fast, flexible, and efficient production pro-

cesses within Industry 4.0 increase the importance of supplier integration 

(Kagermann et al., 2013). 

Despite the importance of horizontal and vertical integration within the 

concept of Industry 4.0, research investigating Industry 4.0 from a supply 

chain management perspective remains scarce in extant literature (Birkel 
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et al., 2019; Müller et al., 2017). The variety of data types to be exchanged, 

different standards used across supply chains, and different interfaces that 

are used represent further challenges for information sharing in Industry 

4.0 (Kiel et al., 2017). Adding to technical challenges, aspects such as a lack 

of trust hinder cross-company information sharing and collaboration. This 

is especially true of SMEs, who fear that they will not benefit from infor-

mation sharing, but have to make large efforts to make it possible (Müller 

et al., 2018a). 

Although there is literature on information sharing regardless of Industry 

4.0 in extant literature, as shown in the previous section, this literature is 

only partially applicable to Industry 4.0. This is since information sharing in 

Industry 4.0 shall be achieved horizontally and vertically and in real-time, 

which will influence information sharing, innovation, and communication 

processes (Kagermann et al., 2013; Lasi et al., 2014). 

2.4 The Supply Chain Operations Reference (SCOR) 
Model 

The process approach for supply chain integration manifests itself in the 

Supply Chain Operations Reference Model (SCOR) by the Supply Chain 

Council, suggesting that businesses should be managed on the basis of key 

processes (Stewart, 1997). 

The Supply Chain Operations Reference Model (SCOR) was developed by 

two American management consultancies to support companies in the 

area of supply chain management. It was published on the Supply Chain 

Council in 1996, which bases on a merger of the aforementioned two con-

sultancies in cooperation with further international companies. The SCOR 
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model represents an approach to describe an organization's supply chain 

and aims at optimizing business practices (Bolstorff et al., 2007; Stewart, 

1997). This normative model enables an independent, effective process as-

sessment and a performance comparison with other companies, both 

within an industrial sector and across sectors. The dimensions of this model 

can be applied along the entire supply chain from the supplier's supplier, 

all the way up to the customer's customer. 

The SCOR model maps process elements, performance metrics, best busi-

ness practices, and characteristics of carrying out supply chain activities at 

four levels (Stewart, 1997):  

 Level one ("Process Types") concretizes a company's supply chain 

objectives and maps definitions of the process types "plan", 

"source", "make", "deliver", and "return". 

 Level two ("Process Categories") defines core process categories as 

possible components of a supply chain. 

 Level three ("Process Elements") formulates detailed process ele-

ment information for categories of Level two, enabling successful 

planning and definition of objectives. 

 Level four ("Activities") aims at company-specific supply chain im-

provements, which, however, are not subject of the industrial 

standard model. 

This study will focus on the six main strategic processes of Level one, which 

are briefly outlined below (Bolstorff et al., 2007; Supply Chain Council, 

2012): 
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 Plan: Demand planning concerning available resources and capac-

ities; Inventory planning serving sales, production, and material re-

quirements 

 Source: Procurement of goods, goods receipt and testing, storage 

and payment instructions for raw materials, goods, finished prod-

ucts, and systems 

 Make: Material requirement request and material receipt, produc-

tion and testing of manufactured products, intermediate product 

storage and release for delivery 

 Deliver: Execution of order processing from quotation to delivery of 

goods, and coordination of the information flow (e.g., data mainte-

nance, control and monitoring of logistical processes) 

 Return: Processing of returned products with defects under war-

ranty, handling of over delivery, including receipt, inspection, dis-

position, and release 

 Enable: Management of the supply chain according to business 

rules, performance, data, operating resources, equipment, con-

tracts, supply chain network, risk management, compliance man-

agement, and legal requirements 

Figure 1 summarizes the SCOR model. 
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Figure 1: Strategical processes according to SCOR (Supply Chain Council, 
2012 

 Methodology 

The objective of this study is to analyze how information sharing between 

companies and along supply chains changes in an Industry 4.0 context, ap-

plying a qualitative-empirical research design (Gläser & Laudel, 2010). 

The empirical database consists of interviews with 17 experts of German 

industrial companies. Forming a heterogeneous sample, the interviewed 

experts are from the areas of supply chain management, procurement, and 

logistics, holding lower, medium or upper management positions and pos-

sessing several years of business experience. The sample comprises Ger-

man companies from various industry sectors, such as mechanical and 

plant engineering, automotive, electronics and electrical engineering, in-

formation and communication technology, such as chemical and pharma-

ceutical industry. The sizes of the companies vary from approximately 100 

employees to approximately 250,000 employees respectively (data from 

fiscal year 2018). 

The expert interviews took place between November 2018 and February 

2019, lasted between 21 to 68 minutes, and were conducted in German via 
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telephone. An interview guideline ensured a partial standardization that al-

lowed to compare and evaluate interviews following common research 

standards. However, as intended by the study's nature, the interviewer 

could adopt questions if necessary and experts were allowed to respond 

openly going beyond the interview guideline, thus all interviews varied 

slightly in contextual length and depth (Mayring, 2015; Gläser & Laudel, 

2010). With the experts' permission, all interviews were audio-recorded. 

Later on, the audio-files were transcribed yielding about 92 pages of text 

material that hereafter was analyzed as explained below. 

The interviews and the respective transcripts were analyzed applying a 

qualitative content analysis based on Mayring (2015). Firstly, literal expert 

statements were paraphrased, secondly the paraphrases were reduced to 

their core statements, and thirdly, core statements similar in content, were 

analyzed and consolidated into categories. Hereafter, these categories 

were analyzed according to their frequency of nominations which repre-

sents an indicator for their relevance (Gläser & Laudel, 2010; Mayring, 2015). 

 Results 

The results are divided into two parts. The first part consolidates findings 

about the current exchange of information between buyers and suppliers. 

The findings on the present situation include 1) ways of exchanging infor-

mation, 2) types of information exchanged, and 3) frequency of exchange. 

The second part deals with expected changes in an Industry 4.0 context and 

focus on 1) the ways of exchanging information in the future, 2) changes to 

intensify future information exchanges, and 3) automation efforts. All find-
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ings are matched to and differentiated according to the main strategic pro-

cesses of the SCOR model "plan", "source", "make", "deliver", and "re-

turn". Hereby the numbers in brackets represent the absolute number of 

experts indicating these aspects out of the 17 experts within the study's 

sample. 

Table 1 gives an overview of ways and media used for exchanging infor-

mation between buyers and suppliers in the present as stated by the ex-

perts in the different dimensions of the SCOR model. 

Table 1: Ways of currently exchanging information 

 Plan Source Make Deliver 
Re-

turn 

Not as-

signed 

E-Mail (17) 1 8 2 2 1 3 

EDI Interface (14) 3 5 2 1 1 2 

Phone (9) 3 4    2 

Personally (9) 4 2    3 

Networks and plat-

forms (5) 
 2 1   2 

Visit-on-site of sup-

pliers (5) 
2  1 1  1 
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 Plan Source Make Deliver 
Re-

turn 

Not as-

signed 

Supplier evaluation 

(3) 
2     1 

Direct contact/ Real-

time exchange (1) 
     1 

Fax and printed doc-

uments (2) 
 1    1 

Mixed sources of in-

formation (1) 
     1 

Table 2 depicts the types of information exchanged between buyers and 

suppliers at different stages of the supply chain. 

Table 2: Types of information currently exchanged 

 Plan Source Make Deliver Return  
Not as-

signed 

Orders (6) 1 4 1    

Technical docu-

ments/ Specifica-

tions (4) 

3  1    
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 Plan Source Make Deliver Return  
Not as-

signed 

Information on prod-

uct, price, condi-

tions, etc. (4) 

2 1 1    

Certificates and qual-

ifications (3) 
3      

Forecasts (3) 2 1     

Supplier perfor-

mance (2) 
2      

Legal documents 

and reclamations (2) 
    2  

Offers (1)  1     

Information about 

upstream Supply 

Chain stages (1) 

  1    

Production data (1)   1    

Table 3 outlines, how often the interviewees get in contact with their sup-

pliers for exchanging information. 
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Table 3: Current frequency of exchange 

 Plan Source Make Deliver Return 
Not as-

signed 

Depending on the 

situation (4) 
1 1 1   1 

Depending on the 

supplier (3) 
2  1    

Several times a day 

(2) 
1 1     

Daily (5) 1 1 2   1 

Several times a week 

(1) 
 1     

Several times a 

month (1) 
 1     

Monthly (1)      1 

The second part of the results reveals changes as for buyer-supplier infor-

mation sharing in an Industry 4.0 context. 

Table 4 shows the ways information is exchanged in a short to medium 

termed Industry 4.0 context, categorized in accordance to the SCOR model. 
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Table 4: Ways of exchanging information in an Industry 4.0 context 

 Plan Source Make Deliver Return 
Not as-

signed 

Networks and plat-

forms (13) 
1 2 4 1  5 

EDI Interface (3) 1 1    1 

Real-time exchange 

(3) 
 1 1   1 

Big Data (2) 1     1 

Table 5 describes the changes in information exchange, which will occur in 

the next 5 to 10 years that all aim at creating a more intense way of exchang-

ing information. 

Table 5: Changes aiming at a more intense information exchange 

 Plan Source Make Deliver Return 
Not as-

signed 

Simplified 

sharing of in-

formation (4) 

2 1    1 



 Sharing Information Across Company Borders in Industry 4.0 73 

 

 Plan Source Make Deliver Return 
Not as-

signed 

Further sup-

plier integra-

tion (2) 

  2    

Matching pro-

duction data 

(2) 

 1 1    

Feedback pro-

cesses (1) 
 1     

Forecasts (1) 1      

 Interpretation and discussion using the SCOR-
model 

5.1 Plan 

From the sample experts' point of view, quality represents a decisive pro-

curement goal and must take precedence over other objectives. Beyond 

that, further goals include efficiency gains and cost reductions. 

Both customers and suppliers can be involved in the product development 

process. Cooperating with customers helps to integrate customer-specific 
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requirements at an early stage and to test products in collaborative inno-

vation centers during the development. In the same manner, integrating 

suppliers improves the product development process, e.g., as supplier re-

quirements and capacities can be considered from the very beginning. In-

novation platforms ease interactions between various actors and therefore 

improve value creation, especially against the background of shorter pro-

duction cycles. 

A more precise planning of requirements basing on extensive data use can 

smooth out demand fluctuations. Pilot projects in corporate practice al-

ready apply first approaches that take advantage of comprehensive data to 

reduce inefficiencies caused by demand fluctuations. Collecting and evalu-

ating different forms of data, such as historical, macroeconomic, and point 

of sale data, enable a targeted identification of development indications. 

This paves the way for precise demand forecasts, which counteracts oper-

ational inefficiencies. 

A data release and transparent data exchange between suppliers and cus-

tomers simplifies negotiations of delivery conditions on a data-based level, 

for example, regarding future suppliers' and buyers' expectations. In turn, 

this allows a potential supplier to analyze whether the requested demand 

developments can be met in the future. Company representatives can im-

agine sharing and releasing data with close suppliers within cross-company 

cooperation. This simplifies planning and ordering processes for custom-

ers. However, the results underline that a very good relationship of trust is 

required and data security is to be guaranteed as a prerequisite. 
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Price negotiations are an essential part of buyer-supplier discussions and 

pricing entails further optimization potentials in buyer-supplier relation-

ships in the context of Industry 4.0. By analyzing both historical and present 

customer data, it is possible to determine which product attributes add the 

most value for customers. Knowing individual customers' willingness to 

pay, customer-specific and value-based pricing can be carried out, that al-

lows to optimize margins. 

Industry 4.0 can optimize supplier selection and cooperation as well. Apart 

from this, further potential of Industry 4.0 bases on a automation, tracea-

bility, and inter-connecting functional processes. 

5.2 Source 

Basing on a data- and fact-based planning, the development towards In-

dustry 4.0 offers great benefits for procurement activities. Applying techno-

logical solutions, such as cloud systems, big data operations, sensor sys-

tems, chips and associated system integration leads to a comprehensive 

interconnection alongside a high degree of process automation and in-

creased efficiency. 

New solutions are required for inventory management in operative pur-

chasing to be able to meet future requirements for flexible delivery of com-

plex products. In the future, real-time data, a further automation of ware-

house logistics, and augmented reality could potentially help in this man-

ner. By equipping incoming and outgoing goods with sensors, movements 

and locations can be mapped in real time, for example using big data and 

cloud systems. With regard to the analysis of raw materials' usability, the 

experts see great potential in processing a large amount of data using Big 



76  Kai-Ingo Voigt et al.   

 

Data analyses. In addition, goods could autonomously be transported to 

their destination by means of drones and robots. Using augmented reality, 

warehouse employees could manage a warehouse both more efficiently 

and effectively. These solutions may reduce lead times, which ultimately 

leads to increased customer satisfaction. 

Information transparency and data release play an important role for fu-

ture cross-company value creation. This enables suppliers to carry out 

early, precise, and efficient production planning, which could have a posi-

tive effect on the customers' willingness to pay. Automation of basic and 

simple procurement processes is particularly desirable. Complex goods, 

that are of high value, individualized special products, products ordered in 

large quantities, and transport specifications, should still be negotiated by 

experienced human buyers. Anyways, the process can be streamlined and 

simplified through data sharing, while customers and suppliers must agree 

on the nature and extent of data release and exchange. 

5.3 Make 

By equipping components in the production process with sensors, their ac-

tual states can be digitally mapped in real time. In connection with histori-

cal and diagnostic plant data, failure prediction models could be gener-

ated, which enable both scheduling optimal maintenance intervals and 

minimizing downtimes. 

There are concepts for generating more accurate forecasts and analyses via 

a comprehensive data collection in the manufacturing processes. The Vir-

tual Plant concept promises to combine physical process data from pro-

duction and data from upstream and downstream value creation stages in 
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a digital real-time model to be able to forecast changes in production. Be-

sides, the Virtual Plant concept offers possibilities for simulating changes 

concerning the processes or workplace design, and thus allows analyzing 

optimization potentials and ultimately reducing production costs. Using a 

digital twin, deviations can be simulated, analyzed, and predicted in the 

running production process. 

Interconnecting systems in the production process enable real-time moni-

toring of the supplier by its customer. This leads to a close and automated 

coordination of requirements between suppliers and manufacturers and 

therefore contributes to optimize value creation. 

Given a data disclosure, manufacturing processes will be subject to security 

risks in the course of the development towards Industry 4.0. System failures 

must be prevented, especially if data and systems are interconnected. In 

order to guarantee this, external competence is desired. 

5.4 Deliver 

Regarding means of transportation, delivery times, and transport condi-

tions can be made transparent to all partners in the value chain, using sen-

sors and digitally mapping products. This in turn reduces waiting and pro-

cessing times and has the potential to increase customer satisfaction. Be-

sides, tracing products provides the advantage to guarantee and check 

their quality. A greater transparency towards customers and improved 

quality controls enable interconnected logistics. 

Instead of offering a standalone product, system solutions can be provided. 

Digital services, e.g., basing on the Internet of Things and cloud solutions, 
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play a decisive role in this context. The combination of traditional products 

with innovative services may lead to smart product solutions. 

5.5 Return 

As for the return section, currently non-automated, analogue, and ineffi-

cient processes result in insufficient or wrong information concerning recy-

cling and disassembly. This leads to resource wastage and possibly recycla-

ble raw materials being thrown. 

Technological developments, data exchange, and new forms of analyses in 

the context of Industry 4.0 pose the potential to reshape return processes. 

In addition, transaction costs can be optimized in return processes via au-

tomated orders, invoicing, and documentation processes. In this regard, re-

turns are optimized by sharing recycling and disassembly information 

across the supply chain, such as manuals and certificates. 

 Conclusion 

6.1 Theoretical and Managerial Implications 

With regard to the "plan" process, ensuring data security and trust are key 

prerequisites. Although the experts see great potential in interconnected 

demand and procurement planning, there still seems to be certain skepti-

cism about disclosing data, for example, to upstream value-adding stages. 

Following the research results at the "source" process level, skepticism as 

for information transparency further increases in future buyer-supplier in-

formation sharing. Among others, risks are located in either becoming de-

pendent on a particular supplier or in facing disadvantages due to excessive 
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data transparency. The results reveal that it remains essential to continue 

negotiating procurement efforts about complex and new products as well 

as specific material traditionally. In the case of standardized goods, how-

ever, automated purchasing processing seems conceivable, with delivery 

conditions and the price range being determined in advance. Suppliers and 

customers have to individually agree on the extent of information transpar-

ency depending on the relationship of trust. 

The study reveals hurdles in the "make" process stage. Comprehensive 

data security turns out to be very important, basing on two aspects. On the 

one hand, data security is about protecting data against third parties out-

side the supply chain. On the other hand, data security deals with stability 

in the generation and transmission of data.  

Corporate practice and managers alike can make use of the insights pro-

vided by the paper and include its managerial implications into their deci-

sions and actions. First, the basis of successful information sharing in the 

future is knowledge as for technologies, processes, organizational aspects, 

and strategy. Managers are asked to allocate sufficient resources and pro-

vide a budget to build up knowledge either internally or with the help of 

external partners.  

Second, it becomes crucial to transform corporate culture and corporate 

strategy including a holistic consideration of buyers and suppliers. Think-

ing and acting not as a stand-alone company but as a value creation chain 

and ecosystem is decisive against the backdrop of further digitization and 

interconnection.  
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Third, a company is ought to build up necessary infrastructure, to shape in-

terfaces properly, and to adapt to standards in order to prepare future in-

formation sharing. Fourth, creating mutual trust between buyers and sup-

pliers and dispel concerns, e.g., as for data security, are further require-

ments. Fifth, streamlining company internal processes and conducting op-

erational refinements, is a further step. Last but not least, sharing infor-

mation is a competitive factor that can serve to differentiate from compet-

itor. Hence, constantly checking, revising, and adapting information shar-

ing efforts and further observing technological developments is a key to 

successfully manage companies in the future. 

6.2 Limitations and future research 

Using qualitative-empirical data, this study analyzes information sharing 

between buyers and suppliers based on the SCOR model. Despite its con-

tribution to research and implications for corporate practice, the study 

maintains some weaknesses that are discussed in the following. Further-

more, opportunities for further research are indicated. 

First, the qualitative-empirical nature of the study serves to answer the re-

search question addressing the research gap. However, it is limited in scope 

and content, e.g., it does neither analyze effect sizes nor interrelations. Sec-

ond, the sample exclusively comprises German companies that has to be 

kept in mind when transferring the study's results to different context, e.g., 

in terms of culture and infrastructure. Third, it must be admitted that the 

sample size is restricted which in turn may further limit its generalizability. 

Future studies could address these limits and further validate the findings 

for example extending the data sample and using quantitative methods. 
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The course of the analysis uncovered a great variety of research gaps in the 

context of information sharing leaving space for future research. Among 

others, research should shed light on future requirements as for infor-

mation sharing. For instance, studies may focus on technical prerequisites 

and may uncover what is an adequate infrastructure.  

Given numerous systems and actors in cross-company information sharing, 

the question of how to properly shape interfaces becomes vital but re-

search has not sufficiently addressed this topic yet. Analyzing the perspec-

tives of cooperating partners within a supply chain and including further 

stakeholders, e.g.  logistics providers, complements the state of research 

and may help to better understand interrelations. Differentiating between 

various company characteristics, e.g., product manufacturer, service pro-

viders, company sizes, and industry sectors, would shed light on influence 

factors and drivers and help to unveil further mechanisms. Digital plat-

forms, e.g., virtual marketplaces, interconnect various supply chain part-

ners and hold manifold potentials for value creation in the digital era. They 

have a great impact on information sharing and, among others, influence 

the way to exchange information and the intensity wherefore research 

studies are ought to further analyze their implications. 

A further limitation of the study can be assigned to the fact that, relating to 

the sparse investigation of information sharing in Industry 4.0, the study 

cannot build on existing literature and therefore is only partially grounded 

in literature. Although there is literature on information sharing regardless 

of Industry 4.0 in extant literature, this literature is only partially applicable 

to Industry 4.0. The extension of this literature base, therefore, represents 

a further recommendation for future research. 
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In a similar regard, many of the concepts and forms of information sharing 

mentioned do not necessarily relate to the technologies and forms of infor-

mation sharing that Industry 4.0 intends. Although Industry 4.0 implemen-

tation is still at an initial stage, it seems that the sample consists of many 

companies that have not evolved proactively in this direction to a large ex-

tent yet. Therefore, the inclusion of more advanced companies in this re-

gard is recommended for future research. 

Going beyond platforms, ecosystems include direct actors in the value cre-

ation process and indirect actors, e.g., educational institutions. Digital and 

automated information sharing lead to significant changes in entire ecosys-

tems and therefore should be subject of further research studies as well. 
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Purpose: This research paper aims to create an environment which enables robots 
to learn from humans by algorithms of Computer Vision and Machine Learning for 
object detection and gripping. The proposed concept transforms manual picking to 
highly automated picking performed by robots. 

Methodology: After defining requirements for a robotic picking system, a process 
model is proposed. This model defines how to extend traditional manual picking and 
which human-robot-interfaces are necessary to enable learning from humans to im-
prove the performance of robots’ object detection and gripping. 

Findings: The proposed concept needs a pool of images to train an initial setup of a 
convolutional neural network by the YOLO-Algorithm. Therefore, a station with two 
cameras and a flexible positioning system for image creation is presented by which 
the necessary number of images can be generated with little effort. 

Originality: A digital representation of an object is created based on the generated 
images of this station. The original idea is a feedback loop including human workers 
after a not successful object detection or gripping which enables robots in service to 
extend their ability to recognize and pick objects. 
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 Introduction 

Finding staff for carrying out logistic tasks is getting harder and harder for 

companies as a survey of Kohl and Pfretzschner (2017) showed. Combined 

with developments in engineering and Artificial Intelligence there is a trend 

to integrate machines into the execution of logistic tasks, either to support 

workers or to automate them completely (Schneider, et al. 2018). Different 

to tasks for transport or manufacturing standardization, it is more challeng-

ing in picking tasks because a high amount of flexibility is needed to com-

plete these tasks. This is the main reason why there is a low level of autom-

atization in picking processes of just 5% in warehouses, 15% are mecha-

nized and 80% are still run manually (Bonkenburg, 2016). Fully automated 

picking processes, besides fully automated storage, offer several ad-

vantages: saving of space and labor cost, availability of personnel instead 

of robots, savings on operational cost as heating or lighting (de Koster, 

2018) and facing lack of personnel in logistics. 

For here discussed robots in logistics there is a suitable definition of 

Bonkenburg (2016) in contrast to all other robotic solutions like robotic vac-

uum cleaner or nursing robot: "A Robot with one or more grippers to pick 

up and move items within a logistics operation such as a warehouse, sort-

ing center or last-mile”.  

Picking of known objects in dynamic environments by robots is a major task 

as shape and position of an object may change since the last visit of a robot 

at the object's storage location. If the position of an object is constant, e.g. 

for welding robots in automotive production systems, robots complete 

their jobs very well. Therefore, no understanding of their surroundings is 

necessary. But if the robot must work in cooperation with humans there are 
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changes to the environment as, to the objects, the shelf, and the position of 

the objects within the shelf or their orientation. Furthermore, even the ob-

ject itself can be different since the last handling process due to changing 

object design caused by changed package sizes or modernization of styles 

as it is common business. In retail there is also a constantly changing prod-

uct range by introducing respectively discontinuing promotional or sea-

sonal goods. So, a robot must adapt to this situation by object detection. 

The cooperation of robots and humans is necessary because the number of 

objects robots can pick is very small (Schwäke, et al., 2017). A promising 

approach is to assign those picking orders to robots they can recognize and 

grip while humans pick the leftovers (Wahl, 2016). These both sections 

could be separated in different areas, but this would cause two major dis-

advantages: humans are not able to pick objects from the robots' working 

area, e.g. in case of a capacity bottleneck during seasonal peaks, and robots 

can't enlarge the number of pickable objects by working with and learning 

from human colleagues. 

In addition to this, cooperation between robots and humans may be the 

answer if partial automation is desired or even required because of lack of 

personnel. To enable such a picking setup a process model is proposed 

which allows cooperation between humans and robots to guarantee robust 

processes and learning robots. The first step in this model is to generate the 

necessary data for robots' object detections. But especially for jobs in lo-

gistic environments there is a lack of data sets for training object detection 

systems which are essential for robot picking (Thiel, Hinckeldeyn and 

Kreutzfeldt, 2018). Out of these data sets the object detection system pulls 

"knowledge" about the objects. If data quality is low the resulting model 
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will also be inadequate and furthermore, if there are objects not being part 

of the input data, they cannot be identified by the model. This data set must 

initially be created which means a lot of work, for comparison COCO-da-

taset contains 330,000 images for differentiating 80 object categories which 

took about 70,000 worker hours (Lin, et al., 2015). Therefore, an adaptive 

system is necessary whose data can represent the latest status to success-

fully work on picking orders. 

Besides the question on how to get data for training there is a very central 

point mentioned by Hui (2018): "The most important question is not which 

detector is the best. It may not possible to answer. The real question is 

which detector and what configurations give us the best balance of speed 

and accuracy that your application needed." The two central aspects of 

characterizing an object detection algorithm is accuracy and speed (Hui, 

2018). 

Considering the heterogeneous landscape of objects combined with the va-

riety of cameras, algorithms, impacts from surroundings like lighting and 

robotic and computing hardware the comparison of existing solutions is a 

very challenging task. This results in a need for experiments and testing. 

There must be a specific set of training data for each solution approach 

which represent the target area of the algorithm. The best way for gathering 

such data representing operational processes is using these processes 

themselves. To support the task of gathering information, external data in-

put is needed from humans to tell the system about changes on objects as 

a computer system cannot reliably recognize the consequences of chances 

to objects for object detection and picking. There is also a need for an effi-

cient way to collect images to train an initial object detection model which 
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must work successful on training data before it can be used in picking cus-

tomer orders in operational processes. 

This leads to the question how to transform manual picking processes into 

highly automated ones in an efficient way ensuring operational order ful-

fillment. To answer this question, it is necessary to set up an object detec-

tion system as basis for robot picking evaluating which object detection al-

gorithm is suited best for a specific logistic environment. Comparing possi-

ble algorithms, a specific training and testing data set is necessary which is 

not existing yet. During building up this data set, there will be further ques-

tions to be answered belonging the data set itself, e. g. how many images 

of each object must be recorded, how to face changes to objects and their 

appearance or which angles and rotations of object images are more useful 

to training. 

Summarizing the central questions in short: 

1. How to transform manually operated picking processes into highly 

automated ones? 

2. Which algorithm(s) support object detection in logistics best? 

3. What must a data set for object detection in logistics look like? 

4. How can changes on the objects and within object range be 

handled? 

Deriving from these questions the goal of the current research work is to 

work out a process environment that makes adaption to changes possible 

using human-robot-cooperation. Besides there must be an answer on how 

to collect images of objects on an efficient way to make a comparison of 

object detection algorithms possible to choose the best suitable one. 
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This paper is structured as follows. Section 2 reviews related work in areas 

of picking robots and object detection. In section 3 the chosen object de-

tection algorithm is introduced shortly. Section 4 proposes a process model 

that handles the need for image data to enable object detection models in-

cluding the introduction of a picture recording machine. In section 5 first 

results are presented and shortly discussed. Section 6 presents the conclu-

sion. Section 7 shows further questions for research work on picking robots 

and object detection. 

 Related Work 

For the topic of this paper there are two sections of great interest: picking 

robots which will do the physical job by gripping objects and object detec-

tion algorithms to determine where the robots must grip the targeted ob-

jects. 

2.1 Picking Robots 

For several years many research efforts have been done on flexible picking 

robots, e. g. for harvesting vegetables and fruits like oranges (Muscato, et 

al., 2005), cucumber (Van Henten, et al., 2005) or strawberry (Hayashi, et al., 

2010). Current robotic applications are driven by four technology trends 

that enable and enhance the applicable solutions of robots in logistics. 

These are feet (mobility), hands (collaboration and manipulation), eyes 

(perception and sensors) and brains (computing power and cloud) where 

each trend has shown many improvements in recent years (Bonkenburg, 

2016). 
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Nowadays there are several companies offering mobile picking robots as 

IAM Robotics (2019), Fetch Robotics (Fetch Robotics, 5Inc., 2019) or Maga-

zino (Magazino GmbH, 2019) and many more supporting logistics processes 

by partwise process automation (Britt, 2018). But there will be more solu-

tions supported by developments within the technology trends mentioned 

before, which, for example, support robots for more and more flexible grip-

ping by tactile sensors which make robotic grippers more adaptable to their 

use case (Costanzo, et al., 2019). Besides better sensors, grippers are get-

ting increasingly adaptable as the presentation of a gripper construction kit 

for robots by Dick, Ulrich and Bruns (2018) shows. The central component, 

the brain of the robot, is also being refined. Besides the constant improve-

ment on brain's processing and architecture there is a continuous work on 

algorithms to extract information from sensor input to detect object posi-

tions and the object's gripping point faster and with higher accuracy (Tai, 

et al., 2016).  

Motion as the job of moving around is solved adequate for autonomous 

guided vehicles since many years and works on first picking robots success-

fully as Magazino's Toru shows (Wahl, 2016).  

To sum up: existing systems partially face the problem of picking automa-

tion and may deliver viable solutions in stable environments but there is a 

lack of flexibility adapting to chances in the environment. 
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2.2 Object Detection 

For picking processes it is essential to know where the target object is lo-

cated. For this job object detection algorithms determine the position of 

the target from sensor data - usually images from cameras - within an image 

that contains multiple objects (Agarwal, 2018). Semantic Segmentation, 

classification, localization and instance segmentation are other jobs work-

ing on images besides object detection. These tasks of Computer Vision are 

shown in Figure 1 outlining the differences of these. 

To improve the efficiency of object detection, Machine Learning can be 

used to extract information from an existing set of data to predict on un-

known data (Witten, Frank and Hall, 2011). This can be applied to different 

domains where a great amount of data exists - the more data the better, 

which is the case for object detection (Domingos, 2012). 

Research of recent years within the field of object detection has developed 

approaches based on Deep Learning, a special kind of Machine Learning. 

Figure 1: Comparison of semantic segmentation, classification and locali-
zation, object detection and instance segmentation (Li, Johnson 
and Yeung, 2017) 
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They offer the advantage of finding features automatically, for example a 

neural network is taught using training data for object detection (Ouaknine, 

2018a). Several algorithms for object detection were developed using Deep 

Learning, a comparison of these algorithms for different applications is pre-

sented by Zhao, et al. (2019). Deep Learning is used to train a neural net-

work which later, after the training is finished, can be used for object detec-

tion tasks. But such neural networks have problems at object detection 

with object not being part of the training data as these tend to be identified 

as objects containing in the data set (Colling, et al., 2017). Machine Learning 

can also be used for gripping point detecting which outperforms hand-set 

configurations (Lenz, Lee and Saxena, 2015). 

Object detection requires input data distinguished in 2D-images or 3D-in-

formation which depends on what information is available, which kind of 

objects must be distinguished or what accuracy is needed. If the objects 

look different but have identical geometric shape a combination of images 

and distance information may be needed, as RGB-D data, to define gripping 

points (Lenz, Lee and Saxena, 2015). Another option is the computation of 

3D-information from 2D-images (Jabalameli, Ettehadi, and Behal, 2018). 

Like other object detection algorithms YOLO is trained by images. To gather 

images there are different approaches like turning an object in front of a 

camera to take images. This idea is used for different purposes like 3D-

Scanning as basis for 3D-Printing (Rother, 2017), 360-degree images for web 

shops (Waser, 2014) or master data and image capturing (Kraus, 2018). A 

similar setup to the proposed process model in this work was created by 

Hans and Paulus (2008). Their focus of research is on color within the im-
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ages (Hans, Knopp, Paulus, 2009). Another specific setup is designed to rec-

ord 360-degree-images of motor vehicles (Ruppert, 2006). A similar ap-

proach is moving the camera around an object and take images from differ-

ent positions which is proposed by Zhang et al. (2016). 

To compare the outcome of different algorithms meta-data is added to the 

data sets containing information about the set. Different data sets are used 

for different learning jobs like images, text or speech (Stanford and Iriondo, 

2018). For an image data set this information defines the objects in the im-

ages and where within the picture the objects can be found. This enables a 

comparison of the output of object detection algorithms and what they 

should discover within the images. Latest research in object detection fo-

cuses on COCO-dataset (Common Objects in Context) which was presented 

by Lin, et al in 2015 including metrics measuring the performance of object 

detection algorithms on test images. Redmon et al. (2016) characterized 

the performance of their YOLO-algorithm (You Only Look Once) using dif-

ferent datasets (ImageNet 2012, VOC 2007, VOC 2012, Picasso, People-Art). 

For version 3 of YOLO there is given a comparison on COCO-dataset only 

(Redmon and Farhadi, 2018). YOLO is mentioned here as it is the "fastest 

general-purpose object detector in the literature" (Redmon, et al., 2016). 

 YOLO-Algorithm 

Processing 45 images per second YOLO-algorithm can be part of a real-time 

object detection system (Redmon, et al., 2016). YOLO trains a convolutional 

neural network (CNN) with training data on a loss function (Redmon, et al., 

2016). The functional principle of YOLO is shown in Figure 2 originating with 

the publication of Redmon et al. (2016). Within the CNN images are split into 
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grids cells where each cell is analyzed for possible objects, marking them 

with a bounding box and equipping each with according confidence. After-

wards the bounding boxes of each grid cell are combined with a class prob-

ability. Each grid cell can only contain one object so the bounding box with 

the highest confidence is chosen. Neighboring cells respectively bounding 

boxes containing the same object are summarized by non-maximal sup-

pression. In difference to other algorithms YOLO works on the whole image 

what makes it being so fast. But there are limitations which are detecting 

small objects appearing in groups or objects in new respectively unusual 

environments (Redmon, et al., 2016). 

 Proposal for Adaptive Generation of Learning 
Data 

As mentioned above classifying models must deal with a changing range of 

products especially in businesses where product design is changed for pro-

motional purpose. This is a major problem for a robotic picking system. It 

needs reliable input from the object detection system because failure in 

picking can be expensive causing delayed order completion or even non-

fulfillment of customer orders.  

This requirement leads to the need for picking processes being adaptable 

to changes in the environment. 
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4.1 Process Modell 

The process model consists of the two parts Learning and Operation as 

shown in Figure 3. Within the first part no robotic equipment is needed as it 

aims to build a detection model for objects which can be calculated on ex-

ternal computing resources. Therefore, images of the objects to differenti-

ate must be generated. A lot of pictures are needed to calculate such a 

model so that images of an object from different perspectives and angles of 

rotation must be created. The different rotation angles and perspectives 

are needed as the object can appear in every orientation in a warehouse 

(compare Zhang, et al., 2016). For subsequent calculation of the detection 

model from the images they are stored in a database. 

  

Figure 2: Working principle of YOLO-algorithm (Redmon, et al. 2016) 
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Figure 3: Process Model 

If the object detection model exceeds the defined performance indicators 

it is used in a real picking environment which is describe by Operation in 

the process model. These performance indicators must be defined evalu-

ated during testing. There the object detection model is applied to the ro-

bot control to find objects the robot must pick. An image of the target shelf 

is recorded by a camera mounted at the mobile robot. The model locates 

the target object within the images and defines grasping points from the 

orientation of the object and possible grasping points from the database 

where master data is saved. If the robot succeeds everything is fine. 

If a problem occurs, e.g. the target object isn't detected in the shelf because 

of changes of its design or it is obscured by another object, the robots calls 

for a human picker. The human fulfills two important tasks.  
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If the object is in the shelf, he completes the order by picking the object. 

Furthermore, he must give feedback describing why detection was not pos-

sible according to the system's error message and, if the object is in the im-

age, where it is located. The system uses this information to improve the 

detection model for the next try by including the additional images rec-

orded in cooperation with the human picker at the shelf for model calcula-

tion. But as the calculation of such a model on a standard computer lasts 

several days re-calculation cannot be done in real-time on the robot as 

could be observed during testing. 

If an object detection model performs very poor the object will be sent back 

to Learning: more images must be recorded with the Picture Recording Ma-

chine being introduced in the following chapter and the detection model 

must be trained once again. 

4.2 Picturing Recording Machine 

As first step to implement a setup of the introduced process model it is nec-

essary to gather images of the different objects. As doing this manually is a 

time-consuming job this task is partial automated by a Picture Recording 

Machine which is shown in Figure 4. 

Besides this the machines enables collecting images from precise orienta-

tions in a repeatable way. For gathering images on different locations, it is 

mobile and enables imaging of objects from different perspectives and an-

gles of rotation. To get different angles of rotation between 0 to 360 degrees 

there is a turning table in the center of the machine which is driven by a 

stepper motor (42SHD0216-20B). 
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Figure 4: Picturing Recording Machine 

Furthermore, the camera system mounted on the rocker is also moved by 

a separate stepper motor (Nema 23, 60STH86-3008B). By this, images be-

tween 0 and 90 degrees can be taken. Each motor is controlled by its own 

motor driver (PoStep60) triggered by a microcontroller (Raspberry Pi 3 

Model B v1.2). The electronic setup is shown in Figure 5. 
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Figure 5: Wiring Diagram for the Picturing Recording Machine 

This setup allows the collection of images in a semi-automatic way as there 

is only the change of the objects and the input of the number of images and 

angles to be done manually. The system gets its input by the GUI that is 

shown in Figure 6. This GUI is connected to the database where images and 

master data are stored. It is possible to use the Picture Recording Machine 

also for collection of master data. By clicking on the barcode-icon the ob-

ject's barcode is scanned by the user and the system checks if there is ex-

isting master data and images according to this object-ID. If there is existing 

data, it is loaded from database if not, a new object-ID is generated. Load-

ing data from the database also includes loading a representative view of 

the object in the GUI what makes comparison of existing data and the pre-

sent object possible for the user of the machine. 
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There are options for recording images of the object as the number of im-

ages taken in one rotation and the number of perspectives. For perspec-

tives there is the option to decide whether to include 0- or 90-degree's view 

or not. 

The mounting on the rocker is designed to simultaneously support two dif-

ferent camera systems for imaging. Besides a comparison of camera-hard-

ware it enables also comparison of different algorithms as there may be one 

recording 2D-data and the other one generating 3D-information. 

Figure 6: GUI for the Picturing Recording Machine 

These images are taken by two different cameras: Microsoft Kinect One and 

Photoneo PhoXi 3D-Scanner M giving the option to compare training and 

testing of object detection algorithms on different equipment and testing 

the algorithm working independent on different hardware (Photoneo s. r. 

o., 2018; Microsoft Corporation, 2018). These ones are chosen as there will 

be a comparison of the industrial camera solution which comes with better 
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features and a higher price (Photoneo) as the cheap home solution (Kinect). 

Both are each chosen in their category after a market research under the 

condition of each camera system providing color images (e.g. RGB) and 

depth-information. 

Currently there is a Microsoft Kinect One and a Photoneo PhoXi 3D-Scanner 

M mounted on the rocker (Photoneo s. r. o., 2018; Microsoft Corporation, 

2018).  

As creation of own data sets for training is suggested by Thiel, Hinckeldeyn 

and Kreutzfeldt (2018) the Picture Recording Machine is an essential part of 

this research work and will support the follow-up steps to create an adap-

tive and learning environment for robots in logistics.  

 Results and Discussion 

Evaluating YOLO-algorithm images of all-day office objects are taken which 

could be picked in a retail commissioning (coffee package, stapler, different 

bottles, different beverage packs, cookie pack). Figure 7 shows a first test 

on a manually taken image which shows the result localizing three objects 

within the image, giving a confidence score for each object: ice_tea (58%), 

water bottle (91%) and coffee (92%). The predic-tion needs 5.63 seconds 

which is about the time quoted by Redmon et al. and shows only predic-

tions with confidence higher than 20% (Redmon, 2016). The complete re-

sults of the first try are shown in Table 1. 

The Convolutional Neural Network for this purpose is trained with 329 

training images containing one or two of the objects (254 images with one 

object and 75 with two). Preparation and recording these images take ap-

proximately 10 men-days. Training images are taken with Photoneo PhoXi 
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3D-Scanner M, testing images for evaluating object detection are shot with 

MS Kinect. 

Even though "ice_tea" exists in 154 images (50 of them with another object) 

it had a bad score comparing "water bottle" and "coffee", except "stapler" 

which seems having not enough images or otherwise being only single in 

training images.  

Figure 7: Testing YOLO on manually taken images 

A very positive result of these test is the section of "false positives". A false 

positive result is an object the object detection algorithm tells it would be 

another object. As errors in picking are expensive this score must be low. 

There must be distinguished between known (part of training data) and un-

known objects appearing within an image. Removing unknown objects 

from "false positives" gives the actual number of errors. The scores of 0% 

to 6% in this category resulting from only a few training images indicates 

YOLO to be a very promising approach. 
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The other way round "false negatives" tell about objects being in an image 

but not being detected. This is not a problem for the proposed process 

model as the human fallback level handles this type of error. For false neg-

atives' score there is the chance of getting better by human feedback dur-

ing operation. 

Table 1: Results of testing YOLOv3 in first images 

 ice_tea water bottle coffee stapler 

training images 154 100 100 50 

          single object 104 50 50 50 

          with one other ob-

ject 
50 50 50 0 

test images 50 50 50 50 

positive detections 31 (62%) 32 (64%) 46 (92%) 1 (2%) 

false negatives 19 (38%) 18 (36%) 4 (8%) 49 (98%) 

false positives 0 (0%) 1 (2%)  13 (26%) 1 (2%) 

          known objects 0 (0%) 1 (2%) 3 (6%) 1 (2%) 

          unknown objects 0 (0%) 0 (0%) 10 (20%) 0 (0%) 

mean confidence for pos-

itive detections 
69,1% 72,8% 82,7% 63,0% 

To sum up the results YOLO-algorithm seems to be very promising for our 

purpose as there were only few images for training and testing leading to 

quite good results. So, there will be further research about this approach. 
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Supporting training for object detection the Picture Recording Machine will 

help by contributing efficient picture recording. First test had shown that 

the machine is able to record about 20 images a minute under high 

repeating accuracy and by systematically saving the images with according 

recording information (ID, angle, rotation, camera type). The number on 

images per minute depends on how many pictures are taken during one 

rotation and the number of the angles of recording. The bigger the number 

of images the shorter the distance to move between two recordings. 

 Conclusion 

The proposed model will help to transform manual picking processes to a 

robotic picking system for a wide range of objects, whereby the problem of 

missing worker or legal restriction (working on Sundays) can be solved. For 

making picking in warehouses by robots possible continuous update of ob-

ject data is necessary. Cooperation with humans is essential for reliable 

working on picking orders. In this work an approach for cooperation be-

tween robots and humans for picking processes is presented to guarantee 

stable output of commissioning and to support the robotic system by up-

dating and extending their object data to increase the rate of objects being 

picked by robots.  

The presented process model provides the following advantages which en-

sures robust processes as well as a learning environment for gripping ro-

bots:  

1. Generation of missing image data respectively the needed number 

of images 

2. Continuous updating of image data 
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3. Decoupling of generation of images, model testing and robotic 

installation 

4. Reliable picking processes by human fallback level 

Making robots learn to grip new objects with the presented process model 

may work slowly for a big number of objects but it guarantees stable output 

of the commissioning. 

A part of the process model is the generation of image data of related ob-

jects which is a common problem for today's application working on object 

detection. Generating many images of many objects is possible by the Pic-

ture Recording Machine what tackles the problem of missing data sets. In 

combination with feedback from human-robot collaboration the basic data 

can be enriched by images from the process which makes object detection 

training results more stable. 

Having many images also enables a comparison of different object detec-

tion algorithms which again enables to choose the best one for the specific 

object detection task. 

 Future Research 

After gathering images of different objects there will be a closer look on 

which parameters affecting the output of different object detection algo-

rithms. Therefore, tests with the recorded data set on known algorithms 

will be done. Another question to answer is which input has which impact 

on the output of an algorithm: number of images, how to handle similar 

looking objects, which degrees of rotation and which camera angles are 

more helpful than others supporting object detection. A further question to 
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answer is if 0- and 90-degrees' view is how helpful for object detection mod-

els.  

A further step towards more efficient learning could be the automated gen-

eration of coordinates of an area where the object within an image is lo-

cated. Now this is done manually and very time consuming so there will be 

attempts for a higher degree of automation. 

A very important part of the process model is the human-robot interface 

where information is generated that supports the learning process. There 

must be research on how this interface must be designed that human pick-

ers will accept the co-working with their robotic colleagues. Besides the in-

formation the humans can give as feedback to the system must be specified 

that the learning system can understand what problems made detecting 

the object not possible. 

The automation of image gathering could also enable meta-learning com-

paring different object detection algorithms by providing each with image 

data automatically and evaluating their results. 

Finally, the proposed concept must be tested in a realistic field test ideally 

in a real commissioning of an industrial partner which has to be found. 
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Purpose: We consider long-term structural implementation risks connected to digi-
talization in production and logistics. Similar to considerations regarding automa-
tion, we identify areas of potential corporate benefits and corresponding necessary 
adjustments in task descriptions and employee behavior.  

Methodology: Case study using an interactive process analysis and annotations 
method (interaction room) for a digitalization effort in a German power plant com-
ponent company, including employees in digital developments early on. Survey of 
the concept of strategic cognitive analysis for logistics digitalization (systematic lit-
erature research). 

Findings: Analysis of the concept of strategic cognitive readiness is given for logistics 
digitalization and related to training requirements. This is connected to the pre-
sented case study which results in (i) augmented and digitalized process (ii) em-
ployee  training requirements regarding strategic cognitive readiness. 

Originality: The concept of strategic cognitive readiness, originating from a military 
context, had been widely identified as a core variable with regards to successful au-
tomation prior to related widespread adoption. Nonetheless, recent research shows 
that measures aimed at effectively integrating employees, if taken, have fallen short 
in many cases. 
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1 Introduction 

Digital logistics requires new perspectives and analyses regarding cognitive 

and psychological risk prevention due to the increased mental workload in 

automated systems. The aim of this threefold interdisciplinary approach is 

to arrive at efficient digitalization measures, co-developed with employees 

who remain adaptable in the sense of strategic cognitive readiness (Grier, 

2012) while sustaining their psychological health and wellbeing. This is 

achieved by numerous activities intersecting with the three mentioned lev-

erage points, such as process analysis and digitalization strategy, risk as-

sessments, process optimization and competence development, work-

shops for leadership, cooperation and self-management, introduction of a 

digital error culture etc. This article discusses the foundations for the ap-

proach, gives an outline of project activities and assesses the joint ap-

proach (employee-centered digitalization and training) to the digitalization 

of a particular process (offer preparation) in a company (German power 

plant components). The approach is motivated by the following context: A 

number of challenges connected with digitalization in logistics and produc-

tion exhibit similarities to considerations voiced during the advent of wide-

spread automation in the 1970s and 1980s (Thackray, 1980; Bainbridge, 

1983; Cummings, Gao and Thornburg, 2016; Frey and Osborne, 2017). Given 

that, contemporary and recent work both highlight that a number of issues, 

however accurately forecast, have not been prevented, nor mitigated. 

Thus, the question for useful lessons for digitalization drawn from analo-

gous (unresolved) automation issues arises.  

In this contribution, we address this question regarding possible conse-

quences of digitalization for employees in logistics and production. For 
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meaningful focus we narrow down our exploratory research to psycho-so-

cial matters and team-work, and with a view in terms of a reoccurring con-

cept called 'cognitive readiness'. This term, which is explained below, ties 

together many important human-resources issues connected with automa-

tion shortcomings as well as digitalization risks. For different applications, 

definitions of the concept have to be adapted adequately and differentia-

tion with respect to timescales and planning horizons need attention, as 

these surely deviate from the original military context of the term.  As a con-

dition for an optimal (cognitive) work performance, a balance of mental 

workload and stress is widely seen as prerequisite for maximal adaptability 

(Hancock and Warm, 1989; Guznov, Matthews and Warm, 2010), while an 

imbalance is likely to impair performance and, if persisting, to lead to pro-

found psychological harm. On the other hand, a low workload and stress 

level is associated with boredom and detachment from tasks (Cooke, et al. 

2010). Symptoms of the latter, such as impairments of short-term memory, 

perceptual focus, and attention seem as undesirable as those of an over-

whelming workload that may even prevent any engagement in a task 

(Ewing and Fairclough, 2010; Paulaus, et al., 2009). Between these non-op-

timal states, an 'optimal' work experience and engagement have long since 

been established (Csikszentmihalyi, 2000). However, the flow-concept may 

not accurately incorporate changes to logistics work induced by pervasive 

digitalization (Lucke and Rensing, 2014; Zijm and Klumpp, 2017). Digitaliza-

tion of processes can induce efficiency gains, of course, while the direction 

of changes in both quality and quantity of workload and stress are generally 

not a given. To ensure logistics digitalization takes place in a sustainable 

fashion on both sides (productivity and human resources), we propose a 
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blend of measures on different timescales, intended to integrate employ-

ees into digitalization efforts as soon as possible to ensure both efficient 

use and preempt inadequate workload developments soon. Further, effi-

ciency of use and prevention of psychological harm are covered with train-

ing workshops and risk assessments. The latter is conducted twice at least: 

during the digitalization process, that is, before a measure takes full effect 

and is to be used widely. Then, after particular processes have undergone 

digitalization to their full extent, another risk assessment will be scheduled 

to aid in prevention of long-term psychological risks and gain data on sig-

nificant changes in the type of workload and its requirements induced by 

digitalization (Rintala and Suolanen, 2005; Vuori, Helander and Okkonen, 

2019).Thus we will be able to systematically describe areas of potential for 

individual and corporate benefit and changes to be expected, induced by 

digitalization and constituting 'work 4.0' in logistics and production.  

The specific research questions for this article are: Given that digitalization 

is viewed to induce substantial changes to logistics work environments 

(added complexity, density, collaboration etc.) and the corresponding em-

ployee capabilities (e.g. skills, knowledge, abilities, motivation), which con-

ceptual recommendations can be given for the design of (team-) work and 

process design? The concept of strategic cognitive readiness, originating 

from a military context, subsumes important psychological components, 

many of which are likely to be either required or affected by digitalized 

Work 4.0 environments. We thus analyze the concept and explore its ap-

plicability in a company case study regarding integrative process analysis 

of a proposal preparation process for a German power plant component 

company operating in an efficient lot size one environment. Thus, further 

research questions for this article are: Which process steps/elements can 
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be modified by digitalization in a way that employees are involved in the 

development of digitalization measures themselves? How does the con-

cept of strategic cognitive readiness inform the participation of logistics 

employees in digitalization efforts? These recommendations will be given 

of a real industry case involving complex, labor-intensive and communica-

tion-heavy tasks with, and this merits emphasis, iteration factor one, mean-

ing project structures largely eluding comprehensive standard procedures.  

The remainder of the article is structured as follows: Section 2 defines 'stra-

tegic cognitive readiness' and gives an overview of its role in an automation 

and digitalization context. Relevant issues for digitalization and work 4.0 

are derived. Section 3 elaborates on the method used to elicit areas of po-

tential and significant process gaps. This method (scoping with annota-

tions, interaction room (Book, Gruhn and Striemer, 2017)) involves relevant 

employees in a bottom-up process of identifying shortcomings in given 

company processes. This serves e.g. to develop and implement new soft-

ware such as idea management apps with participation of the very end-us-

ers from a conceptual phase onward, thus maximizing usage likelihood. 

Further, this section presents an implementation roadmap for digitaliza-

tion measures containing psychological risk-assessments during the initial 

phases of requirements definition as well as after implementation. This is 

meant to ensure efficient use of measures by employees and maintenance 

of psychological health in view of risks identified (i) during an initial inter-

view phase with employees and (i) drawn from the literature. The specific 

company case presented in section four draws from both (i) and (ii) as well 

as the annotation method cited above. Section five concludes.  
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As we will be working towards a specific applied case to appear further be-

low, we will assume throughout this contribution that the process a com-

pany will observe is complex in the sense that no efficiency can be gained 

would any single stakeholder override team decisions with their respective 

specialized knowledge, contracts are fixed before all make-or-buy deci-

sions can be made (e.g. for manufacturing) and repetition factor is one, thus 

generally limiting the accuracy of history-based cost calculations. 

2 'Cognitive Readiness' and its Role in Logistics 
Automation and Digitalization 

'Cognitive readiness' has been used to refer to a concept from a military 

context (Walsh and Shingledecker, 2006). One working definition used by 

the Institute for Defense Analyses reads as "Cognitive readiness is the men-

tal preparation (including skills, knowledge, abilities, motivations, and per-

sonal dispositions) an individual needs to establish and sustain competent 

performance in the complex and unpredictable environment of modern 

military operations" (Morrison and Fletcher, 2002). The authors identify ten 

psychological components for the concept in its original context: Situation 

awareness, memory, transfer of training, metacognition, automaticity, 

problem solving, decision-making, mental flexibility and creativity, leader-

ship, and emotion. Decision-making, for instance, is there defined as the act 

of choosing a tactic or strategy, often primed by patterns learned before-

hand. This is quite central to the understanding of cognitive readiness we 

will pursue, as it underlines that some aspects of this quality are accessible 

to systematic training while others are inherently individual. 
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Readiness is defined via distinction from effectiveness. The latter refers (in 

the current context as well as in the original military terminology) to some 

evaluation of an outcome of an individual's or team's effort towards an op-

erational goal. The former is a predictor or predictive measure of effective-

ness. Cognitive readiness is further determined by cognitive variables such 

as intelligence and personality, motivation, beliefs etc. Given conditions 

like or analogous to complexity, dynamics and scarcity of resources and 

strong time constraints, one may accept that cognitive readiness as a re-

quirement applies to any individual or team having to react quickly to un-

predictable and rapidly emerging issues (Morrison and Fletcher, 2002). Dif-

ferent accounts on the term cognitive readiness take into account time-

scales and planning horizons, leading, e.g., to differentiations such as op-

erational - tactical - strategic cognitive readiness (Grier, 2012)). While the 

above definition by Fletcher corresponds to operational cognitive readi-

ness, strategic cognitive readiness as defined for a military context by Grier 

(2012) appears most fitting for the treatment of (logistics) work environ-

ments since it adequately captures the quality of most tasks and their time 

horizon: "An individual's potential to perform assigned planning and or-

ganizational duties in the complex and unpredictable environment of mili-

tary operations" (p.404). We explore the concept for a logistics work con-

text, the military connotation does not apply here. Still, conditions neces-

sary to enable employees to remain in the state of strategic cognitive read-

iness are potentially affected by pervasive digitalization measures. Further, 

efficient use, monitoring, and adaptation of these pervasive digitalization 

measures requires just the kind of optimal cognitive performance de-
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scribed by strategic cognitive readiness. In a sense, it is a reverse and pre-

ventive operating concept to organizational blindness/myopia (Knudsen, 

2011). 

2.1 Strategic Cognitive Readiness as a Work-related Con-
cept 

For any work context that requires prompt and adequate reaction to some 

emerging challenge, one may define prevention measures as training re-

quirements. This applies even more to slightly less dramatic but usually 

more common scenarios where both non-routine situations occur and 

these may be characterized as abnormal, thus eluding any sole reliance on 

rule-based behavior (Sklet, 2006; Kluge, 2014). Opposed to the latter is 

knowledge-based behavior. This adds a less volatile dimension to the con-

cept of cognitive readiness in a work context: Critical thinking and decision 

making are universal abilities which can be (recurrently) trained to a degree 

such that skill may be executed by individuals or teams under pressure, fac-

ing abnormal issues (Kluge, 2014). For many logistics and production work 

cases, time surely is essential. However, not so much on a scale of instances 

as in the military context but rather as one dimension of resource con-

straint. Still, for sophisticated tasks and complex operations, such as devel-

opment of power plant components, the most adequate parts of heavily 

fragmented and widely distributed knowledge need to be both available 

and used. Classically, this would be a logistics problem in itself and digital-

ization is meant to dispose of that need exactly. Still, information quality 

and distribution can be critically influenced by quality of digitalization 

measures, e.g. as in our case, an efficient digital idea management for 

highly complex logistics and construction projects with iteration factor 
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one. Kluge (2014) characterizes challenges posed by abnormal or non-rou-

tine situations as such that necessitate reliance on skills which remained 

unused for longer periods of time, and in the specific case of abnormal sit-

uations, such that are ambiguous and may contain major threats to a sys-

tem while response time is limited. Extending these properties of cognitive 

readiness to requirements for a digitized system, e.g. intelligent digital idea 

management, the time dimension may lose some of its relevance with re-

spect to the case we will treat further below. This, however, is ideally just 

due to formerly hybrid processes being seamlessly digitized. More essential 

for digitalization adding to a process with repetition factor one would be 

the timely availability of all relevant knowledge a company owns (e.g. con-

struction specifications, granular time budgets) to gain most exact cost cal-

culations, for instance. Work by Cummings, Gao and Thornburg (2016) or 

Thackray (1980), for instance,  has identified numerous aspects of cognitive 

readiness and their interconnections. Those from automation and digitali-

zation contexts specifically relevant to digital logistics work and employee 

training as discussed in this article are given in Table 1 along with repre-

sentative sources. There (Table 1) we use terms and definitions as given in 

(Fletcher, 2004) and list literature which reports on these and analogously 

defined aspects relevant for digitalization contexts, respectively. In the 

case discussion in section four we relate workshop outcomes to these con-

cepts to show worthwhile leverage points for employee training. 
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Table 1: Strategic cognitive readiness aspects relevant in automation and 
digitalization contexts 

Components 

(Fletcher, 2004) 
Descriptions and sub-components 

Situation Aware-

ness 

Perception of environmental elements and events 

with respect to time or space, the comprehension of 

their meaning, and the projection of their future sta-

tus (Cummings, Gao and Thornburg, 2016; Endsley, 

2016; Gorman, et al., 2016) 

Memory, Trans-

fer of Training 

Active, reconstructive ability to recall and recognize 

in the current operational situation patterns that will 

lead to likely solutions (Fletcher, 2004); ability to ap-

ply what is learned in one context to a different per-

formance context. It can be measured by the ability 

to select and apply procedural knowledge gained in 

one context to another (“low-road” transfer) or by 

the application of principles abstracted from a set of 

contexts (“high-road”  transfer)  to another (Perkins 

and Salomon, 1992; Simoni and Bastian, 2018) 

Metacognition 

Metacognitive knowledge, regulation, experiences 

(Flavell, 1979); metacognitive awareness, including 

declarative, procedural, and conditional knowledge 

(Jacobs and Paris, 1987); metacognitive regulation 

skills (planning, monitoring, evaluating, (Schraw, 
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Components 

(Fletcher, 2004) 
Descriptions and sub-components 

1998), problem solving, executive management and 

strategic knowledge (Zohar and Barzilai, 2013) 

Automaticity 

Ability to do things without occupying the mind with 

the low-level details required, allowing it to become 

an automatic response pattern (Bargh, Chen and 

Burrows, 1996; Bargh, 2014) 

Problem Solving 

Mental process: Use of generic or ad hoc methods in 

a structured manner aimed a solution of problems 

(Hayes, 1981; Schacter, Gilbert and Wegner, 2011, 

p.376) 

Decision-Making 

Cognitive process leading to the selection of a belief 

or a course of action among several alternative pos-

sibilities, might result in action, preference for-

mation (Kahneman and Tversky, 1982) or choice 

from alternatives(Bellman and Zadeh, 1970; Bazer-

man and Moore, 2013) 

2.2 Related Current Issues in Digital Logistics Work 

Digital work developments in logistics and supply chain management en-

compass a multitude of factors, concepts and technologies. Major steps in 

this direction can be recognized in assembly and picking processes with the 

merger or formerly separated human and robot work areas. In current new 
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settings, cobots work together in mixed teams with humans. At the same 

time, also artificial intelligence applications start to support blue- as well 

as white-collar workers. Many applications have been implemented like 

pick-by-voice or pick-by-light picking systems in intralogistics, as well as 

digital augmented systems in production or distribution logistics enabling 

new business model in platform economy systems (Klumpp and Ruiner, 

2018a; Lang, et al., 2019). In such systems, the human worker is directed 

and steered by automated commands from the warehouse management or 

logistics software system in order to increase operational and picking effi-

ciency. This brings new forms of capabilities and requirements for human 

workers, but also helps them to substitute physical with control tasks 

(Fletcher, et al., 2019). It also puts significant strain on the human cognitive 

system as not only a large number of commands by voice or digital light 

signals have to be computed and enacted, but also a semi-automated feed-

back mechanism has to be adhered to, in most cases scanning the picked 

goods with a barcode scanner in order to allow the computer system to 

document and control workers activities. In many cases, the question of hu-

man and cognitive workload has prevented the use of further automated 

systems as workers are not capable of dealing with too complex digital sys-

tems while implementing physical tasks in production and material han-

dling. Furthermore, this leads to the question of a social sustainability of 

human work in logistics and supply chain management: If workers are not 

sufficiently motivated and integrated, the long-term success and integra-

tion of digital solutions in logistics work systems is endangered (Klumpp, 

Neukirchen and Koop, 2019; Klumpp and Zijm, 2019; Lang, et al., 2019; Oe-

shmy, et al., 2019).  



Digital Logistics, Strategic Cognitive Readiness and Employee Training  129 

 

Moreover, further digital developments are expected within the transpor-

tation sector. For example autonomous driving will bring deeply changed 

workplaces about – driving will no longer be a physical task in any sense it 

used to be like for the actual steering, shifting and navigation. Such tasks 

are automated and transferred to artificial intelligence entities. Instead, hu-

man operators will remain in the driver seat with supervision and strategy 

tasks like pilots are used to have since many decades (Demmel, et al., 2019; 

Fraedrich, et al., 2019; Klumpp, 2019). Therefore, situational awareness 

(traffic situation), customer contact and communication as well as strate-

gic planning (platooning with other vehicles or safety preparation and in-

spection) will take over the working time of driving personnel instead of 

physical tasks. This will also require new competencies for the workers as 

for example technical insight, know-when (e.g. to interrupt automated sys-

tems) instead of know-how as well as customer and quality management 

approaches. This leads to the research and business practice requirement 

for logistics to develop measurement and mitigation concepts regarding 

mental workload in digital work settings (Arvan, et al., 2019; Em-

manouilidis, et al., 2019). Furthermore, this might also open up questions 

of regulation and law making in the political arena in order to mitigate risks 

and fears connected to automation and AI applications in transportation 

and logistics (Klumpp and Ruiner, 2018b). 

3 Materials and Methods 

The case study has been conducted as an interactive process analysis in a 

German industry company (power plant components). The detailed meth-

odology of workshops, annotations, interactive analysis and discussion is 

given below and in (Book, Grapenthin and Gruhn, 2014; Book, Gruhn and 



130  Thomas Neukirchen and Matthias Klumpp  

 

 

Striemer, 2017). The literature studied for this article and specifically for the 

concept of strategic cognitive readiness (Fletcher, 2004; Grier, 2012) can be 

organized hierarchically, as a few widely accepted definitions have been 

presented. These refer to and consist of the components as listed in section 

2, thus widely accepted definitions for these common components have 

been researched. Criteria for the inclusion of a definition have been number 

of citations and, if applicable, use in pertinent specialist dictionaries (e.g. 

VandenBos, 2015). 

3.1 Interactive Process Analysis 

The specific case analysis is outlined in section four. There we consider a 

German industry case to exemplify the concepts and ideas for early em-

ployee integration in digitalization projects. The company is a typical Ger-

man machinery producer about 150 years old and connected to the electri-

cal power generation plant industry. As specific components are con-

structed, produced and built into power plants worldwide, production and 

logistics processes are tailored towards an efficient lot size one environ-

ment. Regulation and service requirements are very high as also the nuclear 

power plant sector is addressed. In this section we consider one compo-

nent of the interaction room method used to analyze a business process, in 

the case example preparation of an offer. Here, precision and completeness 

do not matter as much as arriving at a common understanding of desired 

typical procedures, data, interfaces etc. for all stakeholders. Company ef-

forts regarding digitalization have been described along two dimensions as 

follows (Book, Gruhn and Striemer, 2017), p.64). It is helpful to keep these 

in mind when particular measures are being discussed further on, such as 
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the concept of experimental spaces: Digital capabilities means that poten-

tial of digitalization is explored and researched systematically, resulting in 

a crisp strategy for areas/processes and ways in which digitalization invest-

ments will take place. This requires knowledge of products, distribution 

channels and detailed insights into customer demands. To be successful, a 

clear idea of available and useful technology and adequate contexts is in-

dispensable, e.g. to automate interfaces and to integrate real-world ob-

jects. Leadership capabilities refers to knowledge and acceptance of the 

fact that new digitalization solutions have an emergent character. Neces-

sarily, this knowledge extends to stakeholders regarding absence of precise 

predictability of IT projects. The important trade-off here is between keep-

ing focus on the digitalization goals at hand and leaving space and means 

for experimentation.  

The method we refer to (interaction room, (Book, Gruhn and Striemer, 

2017)) offers procedures for all aspects of software development and digi-

talization, addressing, all stakeholders, objectives, interfaces etc. with a va-

riety of "sub-rooms" and canvases, each of which can be put to use for sin-

gle aspects such as objects, processes, integration etc. All these can be in-

tegrated into the whole comprehensive development endeavor, or, in the 

consulting-like context we use it here, particular "rooms" (such as the one 

for scoping) and canvases may be employed. We do so with adapting the 

process canvas to one particular company process. This represents the 

case study referred to earlier in this text. In section 4, this specific applica-

tion will be detailed, while in this section a general description of the 

method is to follow. The whole interaction room idea is aptly described in 

(Book, Grapenthin and Gruhn, 2014; Book, Gruhn and Striemer, 2017) by its 

inventors. For the current purpose, we need not be concerned with the 
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complete mapping procedure of a project since our company case presents 

us with an established process in need of improvement. Thus, in the lan-

guage of the framework, a filled process canvas would be given already - we 

may assume a process map as given. The interaction room literature de-

fines a sensible notation for the process canvas. However, in practice, one 

needs to consider conventions particular to the company case, if only for 

the sake of efficient communication. Thus the notation we give here will 

have been overridden in parts in the documentation of the company case 

in section four. One should keep in mind that this usually is a cooperative, 

interdisciplinary process in which a coach and a number of domain experts 

(e.g. controlling, finance, engineering, accounting, and marketing) partake. 

Because of this, adherence to UML-prescriptions (Fowler, 2010) always just 

follows intuitive modelling. Annotations are used to aid in expressing all 

matters that go beyond the limits of common process models. It is crucial 

to actually have stakeholders (usually employees) act this procedure out 

together by placing annotation symbols on a process map and discussing 

these subsequently. Crucial aspects such as value drivers, hidden cost po-

tentials and risks will be specifically located on the process map and it is 

ensured that all stakeholders achieve common knowledge (Milgrom, 1981) 

on all critical issues. Additionally, the procedure reveals blind spots caused 

by complexity of a process. During a session, stakeholders receive physical 

symbols representing annotations to be placed on a process map visible to 

all participants. This way of adding natural language to a formal process 

model can help unravel a project's challenge and pitfalls early on instead 

of overlooking them with rigorous formalism. An annotation example 

would be a note attached on the process map with a "?"-symbol, represent-

ing uncertainty, which is categorized as a risk driver (contrasting e.g. value 
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drivers). This annotation represents high risks for the current setup and its 

implementation and its analysis is prioritized. The ensuing discussion 

would have to address at least the questions for a definition of this source 

of uncertainty and required preventive action. The process analysis in sec-

tion four illuminates both notation and the use/evaluation of annotations. 

3.2 Digitalization Implementation with Psychological 
Risk-Assessment 

If one wants to employ a risk assessment which ensures legal certainty, ad-

hering to standards is a promising option. Using ISO 10075 as guidelines 

(Demerouti, et al., 2012), the following cornerstones for a risk assessment 

for psychological workload can be derived. There a tripartite structure is 

Figure 1: Analysis, optimization and evaluation steps scheduled for the re-
search project; risk assessments (I, II) may be iterated. 
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given for measurements of work load, with the aim of considering aspects 

affecting health, safety, wellbeing, and productivity. 

Basically, psychological stress and strain in risk assessments of digitized 

jobs have so far been insufficiently addressed. Although there is a standard 

for measuring mental workload (ISO 10.075), there is currently no adequate 

and proven instrument for measuring mental workload at the workplace, 

taking into account the specifics of digitized work. Therefore, a cross-sector 

requirement analysis tool for measuring mental stress and strain in digit-

ized work systems should be used for practical application. In the following, 

this and the digitized business processes to be observed here are to be out-

lined (Figure 1 shows a chart of the procedure).  The steps bracketed by the 

risk assessments are considered as an iterative procedure, that is, they can 

be run through several times as needed. 

The core idea with the aim of understanding the specific situation in a sin-

gle company is that of a "laboratory idea" or “experimental space”. In par-

ticular, protected learning spaces, employees, together with executives 

and works councils as experts in an integrated project approach, are ac-

tively involved in the development of digital design solutions. The variety 

of perspectives and the combination of top-down and bottom-up ap-

proaches should ensure greater efficiency, effect, and acceptance of the so-

lutions. 
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4 Digital Logistics and Employee Training - Case 

4.1 Proposal Preparation and Core Sub-Processes 

The overarching goal for the case research activities is one particular value 

creation process, here it is preparation of an offer regarding a product. Lev-

eraging digitalization for improved pricing implies improvements in the 

quality of calculations and pricing precision. Further, it means making bet-

ter use of existing (decentralized) knowledge. Three core tasks have been 

identified to this end, each to be mapped to its individual effects and their 

contribution to the overall goal. 

Table 2:   Tasks and Desired Effects in the Observed Offer Preparation  
Process 

Value Creation Process: Pricing/Offer Preparation (Lot Size One) 

Task Effect 

Digitalization and indexing of ar-

chives, integrative process analy-

sis  

Digital availability of experience-

based knowledge, e.g. construction 

documents 

Digitized time and attendance re-

cording in construction 

Transparency with mobile and granu-

lar recording, precise time budget al-

location 

Upgrades to idea management, 

including interfaces 

Efficient idea management through 

integration, improved error culture 
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4.2 Annotations and Target-Performance Comparison 

The most basic assumption is the trade-off between the optimal realization 

of a complex system involving human-computer interaction and efficient 

allocation of resources, including time. A comprehensive understanding of 

sufficiently complex matters is not attainable with maximum efficiency. 

This plain fact calls for abstraction and decision criteria for retention and 

omission of elements deemed important/negligible, respectively. The pro-

cedure we chose to employ is oriented towards value generation, which ex-

plains why the case described in this article focuses on sufficiently value-

adding processes (Bergman, King and Lyytinen, 2002; Boehm and Huang, 

2003; Grapenthin, et al., 2013). The crucial aim is to have relevant stake-

holders arrive at a common understanding of a process and its identified 

shortcomings. There exist obvious and less obvious hindrances to this: 

These can originate from specializations and individual qualification, vari-

ations in documentation style between departments or inefficient prioriti-

zation of critical issues. Some of this can be explained by inherent redun-

dancies and ambiguities of natural language: Here the trade-off is between 

the inefficiencies of natural language - available to all stakeholders - and 

formal, specialized languages (Pohl and Rupp, 2009; Book, Grapenthin and 

Gruhn, 2012; 2014). A systematic categorization of common understanding 

(explicit vs. implicit, true vs. false) has been given by Fricker and Glinz 

(2013). Table 3 highlights the categories of understanding that shall be dis-

cerned during the procedure. 

During the process analysis workshop, annotations for the following issues 

were used: Value drivers, complexity, uncertainty, automation, depend-

ence, manual task, need for training, media disruption. The remainder of 
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this section will elaborate on each annotation (numbered 1-21) from the 

workshop session. The process is centered on a (desired) software solution 

for a calculation loop ('tool' in the following) that would ideally contain in-

terfaces to customers, engineering, work preparation, ERP, and controlling. 

Table 3: Categories of Common Understanding (implicit/explicit, rele-
vant/irrelevant, true/false; Fricker and Glinz, 2013) 

 Categories of common understanding 

Relevant, but Un-

known/Unnoticed 

Implicit, True, 

Relevant 
Explicit, True, Relevant 

Implicit, False, 

Relevant 
Explicit, False, Relevant 

 
Implicit, false, 

Irrelevant 

Explicit, False, Irrele-

vant 

Descriptions of exemplary improvement potentials are given in the follow-

ing for each annotation in order to show the power of the implemented an-

notation method in digitalization projects: (1), manual task: According to 

employees in customer service, requests need to be handled since people 

need to interact, e.g. to unravel implicit requirements. (2), manual task: 

feedback channel, e.g. for completed projects, evaluation requires expert 

knowledge. (3), media disruption for historic reasons. (4), dependence: 

Mandatory verification of data generated by employees from assembly, 

complicated interface between current tool and proposal. (5), value driver: 

Calculation is a major value driver in general. Mutual dependence between 
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flexibility and precision; major downside risk associated with design errors. 

(6), uncertainty: Lot size one environment limits the use of historic data. 

Company uses historically 'grown' database. (7), automation: Potential for 

automation, currently several interfaces between different types of soft-

ware. (8), automation and media disruption: media disruption exists for 

feedback from engineering to tool, manual exchange of Excel-sheets. (9), 

need for training: Engineering employees need training to be able to use 

different file formats. (10), automation: Several different systems in use, 

fragmented across departments - employees express desire to consolidate 

this. The general link with strategic cognitive readiness is explained below. 

For example, the following process steps 11-19 require situation awareness 

on the assembly level (blue collar employees) and the component meta-

cognition, specifically metacognitive knowledge, declarative and proce-

dural knowledge on behalf of the employees in administration and engi-

neering: (11), media disruption and automation: Interface between tool 

and work preparation does not exist. Manual transfer of data from Excel 

sheets to Access database. Reliance on historical data for scheduling. (12), 

uncertainty: Sub-processes in work preparation is not transparent, record 

of processes is fragmented rather than comprehensive, as is use of 

tools/software. (13), value drivers: Proposed digital tool would lower frag-

mentation of processes and increase transparency of work preparation, 

thus increasing adherence to schedules and quality. (14), need for training, 

to enable de-fragmentation of sub-processes and tool usage. (15), value 

drivers and automation: Time recording is not automated, which could in-

crease precision decisively. (16), manual task: Assembly consist of diverse 

manual tasks which are mapped to time budgets via manual time recording 

using barcode scanning. (17 and 18), uncertainty: Mapping and recording 
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of time budgets is currently highly non-transparent and imprecise. While 

product data sheets and schedules are extremely detailed, time recording 

is currently much less precise. (19), value driver: Which at-tributes do need 

recording, regarding their contribution to revenue generation? (20 and 21), 

uncertainty, dependence: Currently, no active cost monitoring during a 

project; dependence between tool and controlling. 

All of these sites of digitalization potential have been unraveled during 

workshops with employees involved in the process by having them freely 

annotate process steps with very limited number of annotations. Beyond 

the detailed suggestions, it is evident that knowledge of this central process 

has been fragmented and explicit awareness of the listed shortcomings and 

potential risks was not given before the annotation procedure. In fact, it 

took some effort to get these employees to actually conduct the annotation 

process, as everyone was convinced of the sufficiency of their knowledge 

and efficiency of the current process (Hart, 1991). This highlights the need 

for training regarding awareness of such shortcomings and, ideally, aiming 

at enabling employees to conduct this type of inquiry independently. With 

reference to components of strategic cognitive readiness, situation aware-

ness, while being more aptly replaced by sense making as requirement for 

the process analysis, is part of the requirements for assembly workers, 

whose activities are mapped to annotations 11-19. Thus, the component 

metacognition, and more specifically metacognitive knowledge, declara-

tive and procedural knowledge with respect to sub-processes in assembly 

work and with respect to the whole process at the abstract level discussed 

in the workshop have been a main requirement. The annotation process it-

self requires individuals to plan, monitor, evaluate and revise their own 

thinking processes and products (Hartman, 2013). Automaticity, that is, the 
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ability to do things without occupying the mind with the low-level details 

required, allowing it to become an automatic response pattern (Bargh, 

2014), is connected to this in two ways: First, participants needed to be 

aware of assembly processes taking place in this manner to evaluate, which 

of these have potential for automation. Second, automaticity of social be-

havior (self-reported) played a role in participants' willingness to consider 

taking part in the process analysis a valuable activity. Problem solving, 

surely, is a requirement of the whole process analysis, while more specifi-

cally, the generic method (annotations and structured discussion) applied 

by participants to the problem (process analysis). For the choice of possible 

process improvements and their ranking, individual choices and individual 

and collective preferences had to be formed (decision-making). Specifi-

cally, decision-making procedures inherent to the annotation analysis or 

implied by it (e.g. the suggestive character of the annotation 'automation') 

needed to be made explicit in the discussion ensuing the annotation proce-

dure, to achieve a preference order of process improvement measures sup-

ported by all stakeholders. 

4.3 Synthesis: The Role of Employee Training in Fostering 
Strategic Cognitive Readiness 

 Necessary conditions to enable employees to remain in the state of strate-

gic cognitive readiness (Grier, 2012) are affected by pervasive digitalization, 

and efficient use of digitalization measures requires just the kind of optimal 

cognitive performance described by strategic cognitive readiness. It is sen-

sible to integrate efforts toward development and sustenance of it as soon 

as possible on a digitalization project timeline, preferably beginning with 

conceptualization and requirements definition phases, before even a single 



Digital Logistics, Strategic Cognitive Readiness and Employee Training  141 

 

line of code has been written. Employee training ensures sustainability of 

the described state, and psychological risk assessments add to this as well 

as contributing to avoidance of adverse effects of digitalization on em-

ployee health and well-being. Idea Management (Oldham and Cummings, 

1996) intersects with the process discussed in the case example and ap-

pears to be a good leverage point for employee-centered digitalization 

since its processes embody a company's error culture, and, by extension, 

its communication culture as a whole (Hand, 2016; Crama, Sting and Wu, 

2019). 

5 Discussion and Outlook 

Since only one case study was implemented, applicability and transferabil-

ity of the findings are limited. However, in viewing the annotations ap-

proach to digitalization process analysis in light of the strategic cognitive 

readiness requirements, a few general recommendations for logistics em-

ployee training can be derived: It is advisable to involve employees in (bot-

tom-up) digitalization of processes as early on as possible to gain ac-

ceptance and an apt picture of implicit and explicit requirements (Book, 

Grapenthin and Gruhn, 2014). It is recommended to train employees in the 

annotations method in order to enable companies to iteratively assess and 

maintain requirements and process knowledge. Thus to this point in the re-

search project, triangulation with the practical results is still insufficient 

and it will be crucial to gather further data from additional case studies in 

order to establish triangulation (Mangan, Lalwani and Gardner, 2004). This 

will take place over the course of the research project DIAMANT (2018-2021) 

when more company cases are examined and iterations of case studies like 
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the one presented in this article take place. Applicability and transferability 

of current findings is quite limited, which is also due to limited ability of the 

authors to disclose company information. A more detailed process descrip-

tion, including a detailed process diagram would likely make the company 

recognizable as their (iteration factor one) product is quite unique. Later 

publications further down the project timeline are likely to present more 

comprehensive and detailed results. 
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Purpose: SmartAirCargoTrailers improve short-distance air cargo transports within 
airport premises. They create real-time-transparency between the partners in the 
transport chain and thereby reduces waiting times while at the same time increasing 
equipment utilization. An autonomous truck with swap bodies facilitates these 
short-distance transports. 
 
Methodology: The SmartAirCargoTrailer system consist of an autonomous truck 
with swap trailers which is controlled by a cloud platform. To allow for real-time-
transparency all shipments loaded onto the trailer are detected by a camera-based 
system.  
 
Findings: To enable reliable scannings of AirwayBill numbers (AWBs) a system of 
multiple cameras was developed.   Challenges arose from the big variationin ship-
ment size and scanning in motion. While the truck could be triggered automatically 
based on time or filling level, also human interaction had to be integrated. 
 
Originality: The system introduces a combined push-pull-algorithm to optimize the 
utilization of the autonomous trucks. The camera-based barcode scanning allows for 
shipment identification without interrupting the loading process. Autonomous driv-
ing in the mixed traffic environments of the landside airport premises is another in-
novative part of the project. 
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1 Introduction 

Air transport is an important part of global supply chains, particularly in 

view of decreasing lead times. Air cargo accounts for one third of the global 

cargo value exchange while at the same time representing less than 1% of 

the cargo volume (Shepherd, Shingal, and Ray, 2016). Global eCommerce is 

the main driving factor of future growth.1 At present, the market for smaller 

packages and express shipments is being dominated by the leading Cou-

rier, Express and Parcel service providers (CEP). In an environment of in-

creasing distance and decreasing lead time requirements, faster modes of 

transport have become more and more important. To meet those customer 

requirements and to better compete with CEP-providers, the industry, rep-

resented by the International Air Transport Association (IATA), aims at a sig-

nificant acceleration of the overall transport time (IATA, 2018). 

While increasing the speed of air transport seems to be neither economical 

nor technically unambitious, acceleration of the overall lead time within 

processes on the ground deserve all attention. Especially at hub airports, 

the links between continental forwarder networks and intercontinental air-

line networks provide potential for improvement. Typically, physical ex-

changes of shipments between forwarder hubs and air cargo handling fa-

cilities of designated airlines are executed via road transport. The covered 

distance is often less than a few kilometers. As a result, the process of de-

livering or receiving shipments between forwarder hub and air cargo han-

dling facilities takes hours whereas the actual driving activity accounts for 

                                                           
1 For further information on global supply chains and the impact of digitization on 
freight forwarding refer to Lehmacher, 2015 and Dietrich and Fiege, 2017.  
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a few minutes only. The purpose of the forwarder hub is to consolidate sin-

gle shipments to achieve a better weight and volume mix and reduced kg-

pricing for bigger shipments. As many shipments are last-minute-deliveries 

(or pick-ups from the shipper site) this consolidation is based on dynamic 

and experienced-based decision making. As the consolidated air cargo 

shipments have to be delivered prior to a Latest Acceptance Time (LAT) for-

warders tend to deliver at the latest possible time to maximize the consoli-

dation potential. However, in peak times the congestion of the air cargo 

handling facilities generates the decision problem regarding the right cut-

off-time at the forwarder facility: Apart from the LAT and the transport dis-

tance the delay caused by the congestion has to be taken into account. 

The aim of the SmartAirCargo trailer is to increase the transparency of the 

process by realizing a demand-driven transport concept. The autonomous 

transports are planned for August and September 2019. So far the basic 

functions and integration of camera-based barcode reading and the cloud 

platform are in workable conditions while the preparatory work on the au-

tonomous transport is almost finished. 

In the following, the paper gives a short review of relevant literature regard-

ing air cargo processes, camera-based barcode identification, and autono-

mous transports (Chapter 2). Then, the air cargo supply chain is introduced 

in more detail (Chapter 3). Chapter 4 consists of the goals and a concept 

overview. Preliminary and expected results, but also limitations are de-

tailed in chapter 5. At the end an outlook is given. 
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2 Literature Review 

In this section we give a brief overview of the relevant and latest relevant 

publications While the section of air cargo provides an general overview of 

the area of application, the following sections highlight the current status 

in the area of autonomous vehicles in freight transport and camera-based 

barcode reading. The literature review on air cargo is the basis for the de-

scription of the air cargo supply chain and its challenges while camera-

based barcode reading and autonomous vehicles are two central concep-

tual elements of the SmartAirCargoTrailer. 

 
2.1 Air Cargo 

Most publications related to air transport and airport operation focus either 

on passenger processes, airside ground handling or on network design. 

Feng et al. provide a literature review of air cargo operation studies (Feng, 

Li, and Shen, 2015). Lange has identified an increase in departure delays 

caused by cargo operations (Lange, 2019). Liu et al. specify this fact by de-

veloping a model to calculate costs of flight delays caused by late package 

deliveries (Liu, Yin, and M. Hansen, 2019). The airport classification defined 

by Mayer can be used to identify cargo hubs (Mayer, 2016). Selinka et al. 

provide an analytical solution for truck handling at air cargo terminals 

(Selinka, Franz, and Stolletz, 2016) while Azadian et al. formulate an algo-

rithm to optimize air cargo pick-up and deliveries (Azadian, Murat, and 

Chinnam, 2017). Brandt and Nickel focus on the planning problem of air 

cargo (F. Brandt and Nickel, 2018). Bierwirth and Schocke have analyzed 

the status quo and challenges of digitization in the air cargo supply chain 
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(Bierwirth and Schocke, 2017). In summary, it can be stated that handling 

agents have to face various challenges heavily influencing costs and perfor-

mance. 

 

2.2 Autonomous Vehicles 

In intralogistics, the use of AGVs (Automated Guide Vehicles) is common 

since decades (Schmidt, 2018 and Ullrich, n.d.). Applications in transport 

are rare as the use on public roads has some challenges regarding liability 

and regulations (Bartolini, Tettamanti, and Varga, 2017 and Hey, 2019). The 

AGVs of Container Terminal Altenwerder (CTA) in Hamburg are used for con-

tainer transport between operate quay and staging area. Technology-wise 

they are centrally managed in a closed environment without other vehicles 

or humans beings around and they navigate with the help of transponders 

in the ground (Ranau, 2011). Today camera- or radar-based systems are ap-

plied and under further development (Dixon, 2018 and Meinel, 2018) 

The interaction between human and AGVs or robots is under development. 

While research and experimental applications in warehouse and production 

environment focus on full automation (Bonini et al., 2015), flexible AGVs 

(Wurll, 2016) and interaction with workers (Neubauer and Schauer, 2017) 

and do not require fixed guiding infrastructures, the steering of autono-

mous trucks for road transport is more complex and therefore requires a 

different approach. Especially the navigation and docking or maneuvering 

of truck-trailer combinations is challenging.2 

                                                           
2 For the docking process further information can be found in Clarembaux et al., 
2016, David and Manivannan, 2014. For the special requirements on navigation re-
fer to Stahn, Stark, and Stopp, 2007 and Kober, Huber, and Oberfell, 2017. 
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The current state and future visions for autonomous driving can be found 

in (Bäumler and Kotzab, 2017, Clausen and IVI, 2018 and Flämig, 2016). An 

overview of AGVs already applied can be found at (Kückelhaus, Zeiler, and 

Niezgoda, 2014). Pipp, Reiners, and Roesgen (2018) describes applications 

of autonomous driving in an airport environment. In (Parreira and Meech, 

2011) autonomous haulage systems are discussed, but so far technical and 

regulative restrictions hinder the realisation. While platooning is conceptu-

ally designed (Kunze et al., 2011) and tested to increase efficiency on high-

ways, autonomous trucks are deployed in on-site applications delivering 

goods from one building to another or in moving swap bodies (A. Brandt, 

2018 or KAMAG, 2019). 

 

2.3 Camera-based Barcode Reading 

In general, camera-based barcode reading can be divided into two tasks: 

detection and decoding. Most work focuses on only one of these two tasks. 

For example, there are many commercial and free software libraries for de-

coding barcodes, such as QS-Barcode SDK, QR-Code SDK, ZXing, or ZBar to 

name a few. All these libraries can reliably decode a barcode if it can be seen 

in an image of sufficient quality, i.e. size, sharpness and orientation, other-

wise they fail. 

The size of the image area in which the barcode is visible is perhaps the 

most important aspect of camera-based barcode decoding. If the minimum 

thickness of a single bar of a barcode cannot be displayed correctly, the 

barcode cannot be decoded. Thus, a sufficient local resolution must be 

guaranteed by using a proper camera setup. Another important factor in 

camera-based barcode decoding, which can be corrected algorithmically 
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to a certain extent, is the sharpness of the image containing the barcode. 

Beside defocusing, motion of the barcode recorded by the camera is an im-

portant reason for blur. The alignment of a captured barcode in an image is 

also critical, as most barcode decoding algorithms expect horizontally ori-

ented barcodes, which cannot be guaranteed in practice. A reliable camera-

based barcode reading system suitable for practical use must therefore be 

able to cope with the three problems just mentioned. Thus, beside reliable 

barcode localization, the deblurring of the image regions containing the 

barcodes and their proper horizontal alignment are important pre-pro-

cessing steps before the actual decoding. 

State of the art localization methods such as (Gallo and Manduchi, 2011, 

Sörös and Flörkemeier, 2013, Creusot and Munawar, 2015, Yun and Kim, 

2017 or Namane and Arezki, 2017), detect 1D or 2D barcodes from blurry, 

low contrast and low resolution images. However, all these methods re-

quire that the barcodes are very present in the image, i.e. the distance be-

tween camera and barcode is small and the barcode is aligned almost par-

allel to the camera image. In addition, they focus only on localizing bar-

codes, but do not correct their orientation or sharpen the image, both of 

which, as we have seen, are important for decoding. Katona and Nyúl, 2013 

developed an algorithm to address some of these drawbacks by using mor-

phological operations, but also does not consider small resolutions. More 

recent approaches based on deep learning proposed a barcode localization 

pipeline (see D. K. Hansen et al., 2017 and Zhang et al., 2018). The authors 

used a specialized neural network to locate barcodes and then rotate them 

to align them horizontally. However, The proposed approaches do not cope 

with motion blur. In (Yahyanejad and Ström, 2010) the authors presented a 
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method for deblurring barcode images that are mainly affected by transla-

tional motion blur. A more recent neural network-based approach to 

sharpen barcode images was presented by Kupyn et al., 2018. 

 

3 Air Cargo Supply Chain 

For this paper, we focus on the processes between forwarder and air cargo 

handling agents. For a better understanding of the overall context we de-

scribe a generic air cargo supply chain from shipper to consignee first (see 

also Figure 1). We then highlight the relevant processes and describe them 

in more detail. 

The air cargo supply chain starts with a shipper, usually a company, as air 

cargo is mostly used in the Business-to-Business (B2B) context. Based on a 

contract between shipper and consignee a forwarder is contracted by one 

of the parties based on the INCOTERMS agreed. The shipment is picked up 

by the forwarder and brought to a local forwarder facilities. From there, it 

is consolidated with other air cargo shipments and transported to the for-

warder hub at the airport. There, all air cargo shipments with the same des-

tination (airport-wise) will be consolidated. Part of the consolidation pro-

cess at the forwarder hub is also the booking of airline capacity. As air cargo 

pricing is varying and multiple carriers and routings are available for almost 

all destinations, bookings are done at the latest possible point – ideally 

when all cargo is known and already at the hub. Then, shipments will be 

labeled with the airway bill (AWB) number according to a standardized for-

mat defined by IATA. 
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The consolidated shipments will then be transported to the airline air cargo 

handling facility. Typically, only home-base carriers operate their own fa-

cilities while most airlines use handling agents offering their services to 

multiple airlines. Transport from forwarder to airline, therefore, typically 

consists of multiple shipments to multiple destinations of multiple airlines. 

It is the handling agent who receives and consolidates all shipments of all 

forwarders for one flight. This process is called ”build-up”. The handling 

agent has his own cut-off-time for the transport from the handling facility 

to the plane. Depending on the airport and permissions, this is done by the 

handling agent or a ground handling agent. The cargo is then transported 

to the destination, sometimes with an additional handling process at the 

airline hub. After arrival at the destination airport the cargo follows the 

same processes only in reverse order. Most important is the customs clear-

ance process as the shipments can only be processed any further after 

clearance. Usually, the forwarder will focus on a limited number of urgent 

shipments to be picked up from the handling agent immediately after clear-

ance while the rest of the shipments will be processed later. 

The physical exchange of shipments is accompanied by the exchange of 

transport documents. Although IATA and many companies try to digitize 

documents only slightly more than 50% of all shipments are transported 

with an electronic AWB (IATA, 2019). The handling agents try to improve 

transparency by implementing truck slot booking systems where the in-

coming or outgoing AWBs have to be listed. But for short distance trans-

ports those slots are booked either with no AWB information or just-in-

time. 
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For shipments requiring special handling such as Dangerous Goods, Phar-

maceuticals or Perishables, additional physical and documentary pro-

cesses apply. However, this lies outside the focus of this paper. 

Figure 1: Simplified air cargo supply chain and application area of the 
SmartAirCargoTrailer. 

4 Methodology 

4.1 From Gap Analysis to Goals 

In chapter 2, the main deficits in the air cargo supply chain have already 

been identified, so the main goal of the presented concept can be easily 

deducted as the optimization of short distance transports in the air cargo 

supply chain. In more detail, this goal can be broken down into several sub 

goals: 
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 To increase truck and truck driver utilization and load factors 

 To optimize the planning processes and to avoid of peaks by in-

creasing the transparency 

 To reduce congestion at the handling agent facilities 

 To simplify import processes 

4.2 Concept Overview 

The concept of the SmartAirCargoTrailer rests on the following three ele-

ments which are illustrated in Figure 2: 

1. Air cargo shipments which are ready to be transported to the next 

supply chain partner (outbound: the handling agent; inbound: 

the forwarder) will be loaded directly onto a trailer. The loading 

or unloading will be surveyed and steered by a camera-based bar-

code reading system. 

2. The information about the shipments loaded onto the trailer 

will be shared between the parties involved, typically the for-

warder and the handling agent. A cloud-based platform is serv-

ing as the enabling technology. 

3. Transports will be executed by using trailers or swap-bodies with 

an autonomous truck managed by the cloud platform. 

The shipment identification process is based on the existing AWB-Labels 

which usually provide a 1D barcode. The use of more modern identification 

technologies such as Radio Frequency IDentification (RFID) would be pref-

erable, but the global scope and the volatile network structures circumvent 

the introduction of RFID tags early in the supply chain. What is more im-

portant, as machinery parts belong to the most shipped category, are the 
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difficulties with too much surrounding metal that would also lead to detec-

tion rates well below 100%, but would require an extra process (tagging 

each piece). Labeling the piece with the AWB number is always necessary 

as not all facilities around the globe would be equipped with RFID readers. 

As the AWB-labeling is done after the booking, which – as mentioned above 

– comes after virtually consolidating the shipments, this happens shortly 

before these are transported to the handling agent. Therefore, it can be as-

sumed that most labels will be placed on the outside of a pallet and can be 

decoded by a camera from one side or the top. Instead of consolidating the 

shipments in the warehouse in a dedicated staging area, the individual 

shipments are loaded directly onto the trailer. When identified, the infor-

mation is sent to the cloud-based platform. The camera system is designed 

so that it can be integrated into the trailer and is compatible with all ware-

houses and facilities. The cloud-based platform receives the information 

from the camera system. Additionally, the consolidation plan will be pro-

vided by the forwarder. The system has to provide information to the oper-

ative staff about the loaded shipments and the number of pieces and miss-

ing shipments or pieces. The transport itself can then be automatically trig-

gered by multiple events, which will be detailed below. Using an autono-

mous truck is possible as the transport is done on-airport premises in an 

infrastructure which is known and where many of todays obstacles to au-

tonomous driving like pedestrians or cyclists may rarely interfere. As the 

truck only moves the swap bodies or trailers, waiting times are irrelevant. 
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Figure 2: Elements and partners of the SmartAirCargoTrailer (Source: 
Sieke and Mehrtens, 2019). 

 

5 Preliminary and Expected Results 

As the testing of the autonomous vehicle will start this August, only the pre-

paratory results are shown. 

5.1 Process 

As defined in the concept section, first the overall process with different use 

cases (or event-triggers) was developed. Up to 17 participants are involved 

in the air cargo supply chain from shipper to departure. At the beginning of 
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a loading process, the transportation plan has to be uploaded to the system 

to ensure that the system can be identified correctly, i.e. intended AWB 

numbers with the right number of pieces as well as to identify and warn if 

wrong AWBs are loaded onto the trailer. To ensure compliance with safety 

and security regulation the swap body has to be closed and sealed before 

it is picked up by the AGV. After transport it has to be ensured that the swap 

body will be opened only after the AGV has finished its docking process. As 

for security regulation the intactness of the seal has to be checked. 

Today’s regulations require that a person presents the shipment related 

documents and that the identity and security status of this person, the 

driver, is verified. In the future, the projects propose the use of electronic 

seals which are also managed by the platform to lock the swap body or 

trailer and transport the documents inside. As the AGV and the status of the 

seal would be under 100% surveillance, as all motions would be tracked, 

this would enhance security. Any manipulation could be detected immedi-

ately. 

With regard to triggering autonomous transports the following events have 

been defined: 

 The basic push process is triggered by a full swap body. The load-

ing status, or to be precise the empty loading meters, are moni-

tored with an additional camera or an array of ultrasound detec-

tors. To prevent a disruption of operation at the loading facility 

the AGV will be triggered before 100% capacity will be reached. 

 Another trigger-event can be derived from the LAT of one of the 

shipments loaded. If one of the shipments comes close to its LAT, 
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the transport will be triggered and even if the loading is not com-

plete, the operative staff would be requested to close the swap 

body. In this case a manual intervention – a rejection or approval 

– by the transport manager is necessary. The sending facility de-

cides if they want to finish loading first and risk missing the LAT 

or if they would modify their transport plan. 

 A pull request from the receiving side can be sent if the load of the 

shipment onto the trailer would be needed to optimize their 

workflow and processes although the trailer still has capacity left 

and also time-wise a transport is not necessary. This could be the 

case when heavy shipments which are handled first in the build-

up process would be already processed at the forwarder, but as 

capacity in the trailer is still available and more shipments of the 

same forwarder are currently being handled in the forwarders fa-

cility, the forwarder intends not to transport those shipments. 

The handling agent on the other side would profit from those 

shipments as the build-up could start and other shipments which 

are at the handling agent’s warehouse could be processed after-

wards. Although this generates an additional transport, the over-

all process benefits from early delivery of the shipments (as build-

up already started the peak load after LAT is significantly lower). 

 A manual pull request could also be sent from the receiving side 

if it seems appropriate or beneficial to bring in available ship-

ments. This could be triggered by free manpower or free truck 

docks at the receiving side, esp. if they expect upcoming peaks. 

 For highly time-critical shipments such as urgently awaited im-

ports an on-demand transport can be triggered automatically 
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once the shipment has been registered as being loaded onto the 

trailer. 

 While the push of a trailer is triggered by reaching maximum ca-

pacity it could be that the cargo loaded is not time-critical and at 

the same time the receiving side is under peak load conditions or 

expects a peak soon. In this case, the receiving side could advise 

the AGV to transport the swap body to a staging area. As a conse-

quence, the forwarder profits from being able to continue its op-

erations while the handling agent can focus on time-critical ship-

ments. 

 To optimize work load, the transport manager of the handling 

agent could delay a transport that is generated by LAT if the man-

ager decides that the shipments could be handled later, for exam-

ple if the LAT-critical shipment is a small pieces which will be pro-

cessed late in the build-up process. This would lead to fewer 

transports. 

Generally speaking, to understand the roles and tasks of the different par-

ties involved in transports seems to be of utmost importance: 

 The operative warehouse staff should have a mobile device which 

shows them which shipments should be loaded, how many pieces 

have been loaded and wether any mistakes have occurred. They 

need options to modify the number of pieces detected (in case 

the barcodes of some pieces could not be read or any other de-

tection error occurred). 

 The transport manager is responsible for initially creating the 

transport list, but also for any updates and modifications. In case 
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a transport request is generated, the transport manager has the 

possibility to intervene. The transport manager could also send 

out a pull request. 

 For the setup with multiple parties and AGVs an AGV manager is 

needed. The responsibilities of the AGV manager would be to 

monitor the AGV operation and solve conflicts, for example if not 

all transport requests could be served due to a limited number of 

operating AGVs. 

 

5.2 Cloud-based Platform 

The cloud-based platform links the elements of the SmartAirCargoTrailer 

concept, mainly the camera system, the autonomous vehicle and the user 

frontend. The architecture was developed based on the process and role 

models. The system is designed as a stand-alone solution, as previous ex-

perience with digitization and interfaces in the air cargo supply chain (see 

Bierwirth and Schocke, 2017 for details) showed that IT integration would 

be challenging and time-consuming. The web-based frontends would have 

to run on mobile devices as well as on stationary computers. While the cam-

era system should provide AWB numbers and the responding number of 

pieces, the interface with the autonomous vehicle has to exchange status 

information as well as transport orders. For export or outbound shipments 

a transport plan (according to the consolidation) has to be provided by the  

forwarder. 

The core of the platform is the algorithm which automatically manages the 

autonomous vehicle based on multiple triggers detailed above. As the au-

tomatic triggers are time-driven the algorithm has to take into account the 
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process time of the vehicle operation. To increase or maximize the vehicle 

utilization the vehicle may perform other transport orders and has to drive 

to the forwarder facility first. After the swap body is closed and a starting 

signal is given – at least to ensure the closing of the swap body – the 

transport is performed and the swap body arrives at the handling agent. So 

depending on the current position of the AGV the total transport time has 

to be considered to ensure that the transport arrives prior to LAT. The plat-

form consists of a server application (backend) and a web application 

which serves as the frontend. The cloud application platform Heroku is 

used to provide a highly scalable infrastructure. Programming is done using 

Python and the framework Django. The platform uses a Postgresql data-

base, while the transport orders are managed with the help of a worker pro-

cess. The interfaces with the AGV and the camera system use a REST API. 

The web frontend is programmed in responsive HTML5 using the JavaScript 

Framework Angular.js and websocket connections which enables instant 

updates. The web site offers a login to ensure security and user role selec-

tion. The current status of the transportation plan is displayed for the oper-

ative staff. Single entries can be modified by the user in case of reading er-

rors. Completed shipments will be indicated in green, incomplete ship-

ments with an orange indicator and wrong shipments shown in red. Ship-

ments which are missing completely are shown in grey. 

To generate input data prior to finishing the interface with the camera sys-

tem a web-app for Android was developed. Based on the basic barcode 

reading capabilities of smart phones AWB numbers could be scanned and 

the information processing could be tested. User role models, IT security 
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and specific processes, e.g. to ensure that the swap body is closed, will be 

added in later stages. 

 

5.3 Autonomous Transport 

For autonomous transports we decided to use swap bodies in combination 

with swap body trans- porters upgraded with AGV capabilities (see Figure 

3). The AGV was already successfully tested at closed cross-docking facili-

ties. The guidance of the vehicle is GPS- and camera-based so no modifica-

tion of infrastructure is needed. 

Figure 3: AGV swap body truck (Source: KAMAG, 2018). 

The internal airport roads were originally designed to allow for the opera-

tion of all ground handling equipment with a lane with of 5 m, the move-

ment of the swap bodies with an additional width due to the down-folded 



170      Benjamin Bierwirth et al. 

 

legs will be possible. As airport roads are private roads they allow the oper-

ation of vehicles without legal permission (Straßenverkehrszulassung) and 

a license plate with the approval of the airport operator only. The speed 

limits on these roads is 30 km/h. The area is connected to the public road 

system via two gates. Although the area is accessible to everyone who 

wants to enter, the registration procedure or the need of an airport ID en-

sures that the roads are not used by misguided passenger cars or through 

traffic. 

The final system test is planned for several weeks, but prior to that the au-

tonomous vehicle has to be adapted to the special conditions of the airport 

premises. Prior to that, the routing will be tested with a conventional swap 

body transporter. The swap body will contain the camera system which then 

will be battery-powered. As the sites of the handling agent and the forwarder 

were those of the project partners, the preferable routing had to be chosen 

taking into account that both intersections and turns or changing lanes and 

possible interferences with normal traffic do create additional problems. 

Occasionally, trucks and other vehicles stop or even park at the roadside 

which can pause problems. Figure 4 shows the chosen route which contains 

two right and two left turns where the right of way has to be given. To gain 

experience and avoid peak traffic hours the tests with the AGV will not be 

conducted neither during shiftover times (7-9 am and 4-6 pm) nor during 

cargo traffic peak times. 
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Figure 4: Chosen AGV-routing (Source: Own representation based on 
Fraport, 2019). 

5.4 Camera-based Barcode Reading 

The two biggest challenges in decoding barcodes using conventional cam-

era systems during air cargo loading are the large field of view that needs 

to be covered and the rather difficult lighting conditions in the vicinity of 

the loading ramp. The latter often lead to blurred images. In the following, 

we describe our camera setup, with which we try to ensure that we can cap-

ture as many barcodes as possible. Furthermore, we present our approache 

to deal with the large field of view and blurred image regions containing 

barcodes. 

Figure 5 shows the proposed camera-setup, which fits the typical dimen-

sions in the surrounding of a loading ramp. The load is on a standard pallet 

moving through an archway with a size of approximately 3m 2.8m into a 

trailer. Our camera arrangement consists of cameras at the corners and up-

per center of the archway to cover all sides of the pallet. All cameras are 

hardware synchronized, which guarantees that alle images are taken at the 

same time. This allows to filter out barcodes that are seen simultaneously 

in different camera images. 
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Despite a well-thought-out optical setup, based on several synchronized 

cameras, the reliable recognition of the barcodes in the camera images 

and, above all, their subsequent decoding poses a major challenge. To 

meet these challenges, our camera-based system for reading barcodes es-

sentially consists of the three successive stages (see also Figure 6). 

 

Figure 5: Camera arch equipped with synchronized cameras. 

1. barcode detection, where image regions that contain barcodes are 
marked, 

2. image region enhancement, where the image regions containing bar-

codes may be sharpened and, above all, aligned horizontally, and fi-

nally 

3. barcode decoding, where the detected and aligned barcode is de-

coded. 
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Figure 6: Top row: Original camera image and barcode detected with Bar-
code-YOLO. Bottom row: Corners of the barcode detected with 
Corner-YOLO, determined orientation, and aligned image region 
that is used to decode the barcode. 

The aim of the first stage of our system is to recognize all relevant barcode 

candidates in each of the camera images (see Figure 7). This step is based 

on the real-time object detection system YOLO (see Redmon, Divvala, et al., 

2016 and Redmon and Farhadi, 2017), a neural network that outputs 

bounding boxes for objects it detects in real-time. Since YOLO is a deep neu-

ral network, it requires a lot of training data to work properly. However, 

there are pre-trained variants of YOLO that can be adapted to specific prob-

lems. We have customized such a pre-trained network for the task of bar-

code detection using 300 manually labelled images of barcodes. In the fol-

lowing we will refer to this network as Barcode-YOLO. 
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Figure 7: From left to right: Original camera image, detecting relevant bar-
codes (ignoring others) and decoded barcodes. 

In the second step we estimate the alignment of the detected barcodes (see 

Figure 6). For this step we use another YOLO network (which we call Corner-

YOLO) that we have trained to recognize the corners of a barcode. As illus-

trated in Figure 6 the input for Corner-YOLO is a cropped area of the original 

image based on the prediction boxes of Barcode-YOLO. Creating a rotated 

minimum rectangle over the centers of the detected corners of the boxes, 

we can estimate the rotation of the barcodes. 

The last step is the decoding of the barcodes. For this step we use the 1D/2D 

barcode image processing library ZXing3. As already mentioned, the decod-

ing rate can be further improved by first deburring the rotated image area 

containing the barcode. It turned out that neural network-based ap-

proaches such as the one presented in (Kupyn et al., 2018) are not suitable 

for deblurring as they provide visually very appealing results but halluci-

nate false lines leading to incorrect barcodes. Thus, algorithms such as the 

one presented in (Yahyanejad and Ström, 2010) should be used for deblur-

ring. 

                                                           
3 ZXing speaks ”zebra crossing”. You can find it at: 
https://github.com/zxing 



           SmartAirCargoTrailer 175 

 

5.5 Limitations 

Although the overall concept is applicable to air cargo supply chains in gen-

eral, some limitations have to be considered. 

 The concept is only applicable for cargo hub airports where short 

distance transports between on-airport forwarder hubs and han-

dling agent facilities exist. Furthermore, the concept requires des-

ignated truck doors for swap bodies or trailers during loading pro-

cesses which are longer than at present. As for the handling 

agents, their number is usually limited, in most cases less than 10, 

but sometimes even below 5. As for the forwarders the concept 

has been designed to serve the 5 to 10 biggest players on a spe-

cific airport. If the number of truck doors is identified as a limiting 

factor the concept of AGV based swap body positioning at cross 

docking facilities could be applied. 

 The camera system is trained and developed based on the IATA 

AWB standard with some optional modification by the forwarder. 

As the labels are not 100% standardized, the system would have 

to be slightly modified and trained to read new partners labels. 

 A mobile internet connection is necessary to ensure near-time 

communication with the platform and to provide timely feedback 

to the operator while loading. The information of the identified 

shipments has to appear on the mobile device within seconds so 

the operator can modify or rescan the shipments if errors occur. 

 The autonomous transport relies on the operation of an unregis-

tered vehicle within a gated airport area with almost no through-

traffic and no pedestrians or cyclists. To transfer the results to 
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other airports additional requirements may have to be consid-

ered. The system is designated for airports with multiple facilities, 

forwarder hubs and handling agents. At some airports there is ei-

ther one common building or buildings are connected so trans-

ports are done with forklifts or tow tractors. The basic principles 

of the cloud-based platform, the steering algorithm, and the cam-

era-system can be used, but other types of trailers and AGVs have 

to be used. 

 The autonomous transport may encounter difficulties in certain 

road conditions (e.g. snow or heavy rains) which are unknown as 

of today. 

 

6 Managerial Implications and Outlook 

The SmartAirCargo trailer concept is meant to improve short distance 

transports. While the outbound operation of the forwarder remains un-

changed, handling agents gets additional information about upcoming 

shipments and options to optimize workload at the truck gates and in the 

build-up process by pulling useful shipments from the forwarder. The in-

bound process is accelerated by pushing all shipments which passed cus-

toms to the forwarder. By means of an automatic trigger urgent shipments 

can be processed without any delay. 

Overall the systems helps to overcome the LAT-driven export peaks and to 

come to a more demand- driven supply chain optimized process flow with 

more dynamic LATs. 
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The use of swap bodies (or trailers) increases truck utilization as loading or 

unloading does not require a truck and its driver to be present any more. By 

using an AGV, manpower costs could be eliminated. In view of the current 

truck driver shortage the deployment of AGVs seems to offer a most ade-

quate perspective. The camera-system ensures the completeness of ship-

ments by providing a piece count and minimizes the chances of loading 

wrong shipments. In combination with the platform the workload of the 

transport manager is reduced as the system ensures punctual delivery. 

The main investments required to make such a concept operational stem 

from the AGV and the camera system. On the other hand, the following cost 

savings can be achieved: 

 Manpower costs (mostly truck drivers). As hub airports operate 

24/7 – even if a night curfew exist – for the continuous operation 

of one truck a minimum of 5 drivers are needed. 

 Quality costs which consist of penalties for missed flights, rebook-

ing or paying for unused capacity, cost of last-minute actions to 

deliver missing pieces, cost of searching or even cost for unjusti-

fied claims. 

With the achieved transparency, currently existing buffer times can be re-

duced which makes it possible to shorten lead times, so cargo could either 

be picked up later or delivered earlier. Also the throughput of the facility 

can be raised. 

Attention ought to be given to the following issues for future research and 

developments: 
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 Air cargo transports should be tested with trailers as they provide 

more capacity, particularly mega-trailers with less limitations re-

garding shipment size. Even as trailers are used in closed areas 

they would have to be connected to the braking and electric sys-

tems of the tow truck. Using an AGV would require an automatic 

connection for both systems. 

 The power supply for the camera-system in the trailer has to 

be changed, as the current battery-based power supply is not ca-

pable of a 24/7 operation. Two options exist: Either the system is 

charged by a connection to the truck while being transported or 

the charging takes places while being connected to a truck gate. 

 Overall, it would be preferable to change the AGV to a e-mobility 

version. As total payload is seldom used, the speeds are rather 

low and as the total distance travelled is low only a limited battery 

capacity is needed while charging options could be provided at 

the   facilities. 

 An integration with cargo community systems (CCS) and the 

warehouse management systems (WMS) has to be developed, to 

make use of truck slot booking systems, but also to integrate the 

information flow to make sure that transport plans are automati-

cally uploaded and updated from the WMS. 

 The security of the outbound process has to be developed in more 

detail with the regulation being modified, to allow for a non-hu-

man transport and handover of secured shipments. Therefore 

electronic seals have to be added to the system and security-re-

lated alerts and monitoring has to be programmed. The approval 
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from the responsible authority, the Luft- fahrtbundesamt (LBA), is 

required prior to a day-to-day-operation. 

 A method of automated image processing meant to detect any 

damages has to be developed to be used for a better claims man-

agement. 

 The camera system could also be used to verify dimensions. 

 Once data from regular operations is available the transport plan-

ning algorithm can be optimized with AI and predictive analyt-

ics. 3F3F

4 

  

                                                           
4 Kappel et al., 2019 describes potential use cases for AI in autonomous 
driving. 
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Purpose: The purpose of this analysis is to study the Collaborative Logistics process, 
its implementation within the Consumer Electronics and Household Appliances Sup-
ply Chain and to assess the benefits stemming from it. 

Methodology: To achieve the objectives the Activity-Based-Cost logic has been 
used. Each single defined activity has been associated to its most appropriate cost 
drivers. Moreover, an analytic simulation model has been built and implemented 
through a simplified representation of the Supply Chain composed of three actors: a 
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Findings: The benefits stemming from the Collaborative Logistics project are equal 
to 35.51%. The majority of Supply Chain benefits comes from the reduction in Stock-
Out costs and Inventory Management costs.  

Originality: The analytical model has been developed to foster the diffusion of this 
process by showing the potential benefits achievable through its implementation. 
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1 Introduction 

In recent years, the adoption of innovative technologies in Supply Chain 

Management is accelerating faster and faster, changing the competitive 

paradigm. The needs of the final customers are getting more sophisticated, 

and this drives the companies to develop innovative products in ever-

shorter time at affordable prices. To deal with these market changes, com-

panies could implement collaborative projects both upstream and down-

stream in the Supply Chain, creating a competitive advantage. Indeed, 

these projects enhance the efficiency and effectiveness, such as production 

or inventory costs reduction and service level improvement. In particular, 

the Italian Consumer Electronics and Household Appliances Industry is 

characterised by a heterogeneous product portfolio and a wide product va-

riety in terms of value and size. In the Italian market the most of companies 

are small and medium enterprises, the Supply Chain is rather concentrated 

in the upstream levels and extremely fragmented at the retail channel level. 

On the one hand, this complexity represented an initial barrier to establish 

collaboration among all the partners; on the other hand, the implementa-

tion of innovative technologies was necessary to create a competitive ad-

vantage. In this industry the use of e-Supply Chain Collaboration solutions 

is still sporadic: Consignment Stock between Manufacturers and Suppliers, 

Continuous Replenishment Programs (CRP) and after-sales support solu-

tions between Manufacturers and Retailers are the most common. Re-

cently, new collaborative processes have been emerged, such as the Col-

laborative Logistics project, able to centralise in a unique digital solution 

strategic and operational information in order to better integrate the actors 
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of the chain. Based on these new technologies, there is room for improve-

ment both in the efficiency and in the effectiveness of logistics activities 

(Cervello and Triventi, 2018). 

The paper is organised as follows: the literature review presents evidence 

from the extant knowledge, the research questions and methodology de-

fines the research questions and describes the adopted methodology, the 

findings section introduces the results, and conclusions and further devel-

opment summarise the contribution and limitations of the model which 

can be addressed through future works. 

2 Literature review 

In the current scenario of the digital economy, the use of Internet can be a 

key factor for the enhancement of the Supply Chain Management (SCM) 

(Tan et al., 2002), thanks to the exchange of the information in real time and 

to the launch of collaborative project between the different business part-

ners, thus creating the e-Supply Chain Management (e-SCM) (Gimenez and 

Ramalhinho, 2004). An e-Supply Chain can be described as a strategy of 

business where the e-commerce helps to optimise the processes, reduce 

the time production, give a faster and efficient response to the final cus-

tomers (Luo et al., 2001). The advantage of the internet is that it allows the 

integration of the various systems of the different actors of a specific supply 

chain (Braglia and Frosolini, 2014), but the enterprise needs to invest a lot 

of resources, management commitment (as well as the commitment of the 

partners), time and energy and to handle the organizational changes  to ob-

tain real benefits from such solution (Pant et al., 2003). 
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With the adoption of integrated system within the organisation, companies 

could achieve different benefits such as: the developing of a cooperative 

business climate and an interactive approach to the supply chain, the ca-

pacity to foresee and react to demand fluctuation, and to improve the rela-

tionship between the actors of the supply chain and the consequent crea-

tion of strategic partnership (Luo et al., 2001). Other types of benefits are: 

the optimization of the internal and external operations, the response to 

the market in real-time (Pant et al., 2003), the cost savings (due, for exam-

ples, to the reduction of inventory level, procurement costs, and cycle time) 

and the increasing in the profitability (Akyuz and Rehan, 2009). 

In this context, even the notion of the Supply Chain Collaboration (SCC) has 

gained the attention of many authors. The Supply Chain Collaboration 

arises when two or more firms share the responsibility of exchanging com-

mon planning, management, execution, and performance measurement 

information (Anthony, 2000) in order to accomplish a “synchronized Supply 

Chain” (Anderson and Lee, 1999). The reason is that integration with Supply 

Chain partners is needed to provide a value-add for the clients, with a con-

sequent increase in satisfaction level and sales (Cao and Zhang, 2011). 

Moreover, thanks to the agreements with partners, a company can increase 

efficiency, reducing wastes, decreasing costs and achieving in this way a 

potential continuous flow (Narus end Anderson, 1995). Furthermore, part-

ners have realised that they could extend the collaboration agreement to 

different activities with the purpose of enlarging the efficiency and the ef-

fectiveness of their processes and that the advancement in technologies 

have helped to deal with different activities, which imply the communica-

tion with partners (Cascio and Montealegre, 2016). Thanks to technological 
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improvements partners have increased the quality and the type of infor-

mation to exchange and have been able to extend the relationship with 

partners over different types of inter-organizational processes (Cao and 

Zhang, 2011). One of these projects is the Collaborative Logistics that builds 

on the existing relationship between trading partners (Manufacturers and 

Retailers) by extending this relationship to one or more service providers 

(Logistics Operators), act as the collaborative “hub” with their logistics 

base (Kaveh and Khosravi Samani, 2009). The Collaborative Logistics pro-

cess can decrease the costs, and increase supply chain efficiency, in addi-

tion to make trading partners more flexible to manage the consumer de-

mand fluctuation (Kaveh and Khosravi Samani, 2009). 

The adoption of this solution is taking attention in the Italian Consumer 

Electronics and Household Appliances Supply Chain (eInvoicing & eCom-

merce B2b Observatory, 2018), and in the literature there is a lack of analy-

sis regarding the benefits derived from the sharing of forecasting data 

stemming from the exchange of information between manufacturers, logis-

tics operators and specialised retailers, enabled by the ICT-driven in the or-

der-to-payment cycle integration (Cervello and Triventi, 2018). In fact, the 

communication of such data increases the visibility of each actor along the 

entire Consumer Electronics and Household Appliances Supply Chain (Cer-

vello and Triventi, 2018).  

3 Research questions and methodology 

Given the identified gap, this paper attempts to contribute to the extant lit-

erature by proposing a model that aims at identifying which activities are 

involved into the implementation of a Collaborative Logistics project, how 

the processes change with respect to the traditional approach and how the 
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adoption of this new approach can generate benefits for all the actors in the 

Supply Chain.  

To reach this objective, the following research questions were identified: 

RQ1: How is the Collaborative Logistics project performed? What are the in-

volved activities and the benefits stemming from its implementation? How 

can their costs be modelled? 

RQ2: What are the benefits of adopting Collaborative Logistics in the Con-

sumer Electronics & Household Appliances industry and how are they distrib-

uted among the triad of actors (i.e. Manufacturer, Retailer and Logistics Op-

erator)? What are the benefits for the entire Supply Chain? 

The employed methodology encompasses specific activities, belonging to 

two different phases. The first step is characterised by the empirical analy-

sis. It aims at defining the Collaborative Logistics model. In particular, 56 

potential companies have been initially contacted. Finally, 12 out of 56 

companies (4 Retailers, 4 Manufacturers and 4 Logistics Operators) have 

been selected, basing of the level of digitalisation and the role in the Supply 

Chain, and the implementation of the specific project we analysed to gather 

information through the interview. Thus, this phase was represented by the 

description of the process and the identification of all the activities per-

formed by different actors. In particular, two different scenarios have been 

studied: AS-WAS, before the adoption of the Collaborative Logistics project; 

AS-IS, after the adoption of the Collaborative Logistics project. In the sec-

ond phase, the model has been structured from an analytic perspective, in 

order to quantify the benefits coming from the adoption of a Logistics Col-

laborative project, through the Activity Based Methodology. The benefits 

have been computed with respect to three actors: Retailer, Manufacturer 
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and Logistics Operator. Furthermore, the benefits of the overall Supply 

Chain have been quantified. Five differential costs elements between the 

two scenarios have been considered: Administrative costs, Inventory Man-

agement costs, Stock-Out costs, Penalty costs and Transportation costs. 

The simulation has taken into account a simplified Supply Chain made up 

of three companies. It was performed through Excel.  

3.1 General hypotheses 

The model represents a simplified representation of the reality, some gen-

eral hypotheses need to be formulated. The hypotheses of the model try to 

be as adherent to reality as possible, so that the generated output can give 

companies trustful insights.  

The cost modelling is based on two categories of hypotheses: 

 The Demand profile; 

 Inventory management. 

With reference to the time, a time horizon equal to one year is applied, con-

sidering 52 weeks. Furthermore, in the simulation a time bucket of one 

week is used.  The demand presents a strong seasonality, on the basis of 

what emerged from Statista website, filtering the Italian Household Appli-

ances and Consumer Electronics sector in the year 2017. In particular, the 

Seasonality Index (S.I.) – for what concerns the demand seen by the retailer 

- is equal to the ratio between the actual monthly demand (Dt) and the av-

erage monthly one (μୈ) (equation 1). The demand follows a standard nor-

mal distribution and the considered variables are independent one to each 

other. The seasonality of the demand profile influences the computation of 
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all the parameters and the variables (equations 2, 3, 4 and 5). The Table 1 

lists all the variables of the seasonality index. 

Table 1: Demand seasonality components 

Variable Description 
Unit of meas-

ure 
Source 

𝑺. 𝑰.𝒕 
Seasonality in-

dex 
െ 

Formula re-

sult 

𝑫𝒕 
Demand of the 

week t 
[items] 

Simulation 

computation 

𝑫𝒕;𝑻ା𝑳𝑻 

Demand over 

the Replenish-

ment Period 

and the Replen-

ishment Lead 

Time of the 

week t 

[items] 
Simulation 

computation 

𝑺𝑺𝒕;𝑻ା𝑳𝑻 

Safety Stock 

facing the De-

mand and Lead 

Time Variability 

[items] 
Simulation 

computation 
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Variable Description 
Unit of meas-

ure 
Source 

over the Replen-

ishment Period 

and the Replen-

ishment Lead 

Time of the 

week t 

𝑨𝑻𝒕 

Maximum In-

ventory Level 

for the week t 

[items] 
Formula re-

sults 

Below, all the formulas are reported: 

𝑆. 𝐼.௧ ൌ  


ఓವ
   (1) 

𝐷௧ ൌ ሺ 𝜇  𝑧௧ ⋅  𝜎ሻ ⋅  𝑆. 𝐼.௧         𝑤𝑖𝑡ℎ 𝑧௧ ~ 𝑁ሺ0; 1ሻ  (2) 

 

𝐷௧;்ା் ൌ 𝜇 ⋅ ሺ𝑇  𝐿𝑇ሻ ⋅  𝑆. 𝐼.௧    (3) 

𝑆𝑆௧;்ା் ൌ 𝑘 ⋅ ቀඥሺ𝑇  𝐿𝑇ሻ ⋅ 𝜎
ଶ   𝜇

ଶ ⋅ 𝜎்
ଶ   ቁ ⋅  𝑆. 𝐼.௧       (4) 

𝐴𝑇௧ ൌ 𝐷௧;்ା்  𝑆𝑆௧;்ା்             (5) 
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This implies that the inventory level is not “static” but adherent to the real 

demand trend. The Retailer demand does not change from the AS-WAS to 

the AS-IS situation because it is always influenced by the variability of the 

final customer, so the collaboration or the technology used do not influ-

ence it. Instead upstream, the Manufacturer in the AS-WAS faces the varia-

bility both of the final customer and the Retailer. The Manufacturer demand 

forecasting is less accurate than the Retailer one because it is influenced by 

a “double” variability: that of the Retailer and that of the final consumer. 

Historical data do not come solely from the Manufacturer, but also by the 

Retailer. This affect all the subsequent activities of the model, including the 

production planning and the inventory management. The huge variability 

is smoothed in the AS-IS because it comes only by the final customer thanks 

to the visibility ensured by the platform. 

The inventory planning model chosen is the Periodic Review. The orders are 

placed every T (Time, order interval) that in the simulation is equal to one 

week, both for the Manufacturer and the Retailer. The implementation of a 

fixed replenishment time period requires the existence of an Availability 

Target (AT) to be reached and a variable purchasing quantity (𝑄௧) which is 

computed on the basis of the inventory level (𝐼𝐿௧ሻ (equation 6). 

The availability target (𝐴𝑇) (equation 7) takes into consideration both the 

average demand, during the fixed replenishment period (𝑇) and the replen-

ishment lead time (𝐿𝑇), and the demand variability taken into account with 

the safety stock (𝑆𝑆). 

In particular, the average demand (𝐷்ା்) (equation 8) and the safety 

stocks (𝑆𝑆்ା்) (equation 9) are computed as. 
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In the Table 2 below all the variables of the inventory level componenets 

are described. 

Table 2: Inventory level components 

Variable Description Unit of measure Source 

𝑻 
Fixed Replenishment 

Period 

[weeks] Interviews 

𝑳𝑻 
Replenishment Lead 

Time 

[weeks] Interviews 

𝑸𝒕 
Purchasing Quantity [items] Formula re-

sult 

𝑨𝑻 
Availability Target [items] Formula re-

sult 

𝑰𝑳𝒕 

Inventory Level [items] Simulation 

computa-

tion 

𝑫𝑻ା𝑳𝑻 

Average Demand over 

the Replenishment 

[items] Simulation 

computa-

tion 
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Variable Description Unit of measure Source 

Period and the Re-

plenishment Lead 

Time 

𝑺𝑺𝑻ା𝑳𝑻 

Safety Stock facing 

the Demand and Lead 

Time Variability over 

the Replenishment 

Period and the Re-

plenishment Lead 

Time 

[items] Simulation 

computa-

tion 

𝝁𝑫 

Average Weekly De-

mand 

[items/weeks] Simulation 

computa-

tion 

𝒌 

Function of the Ser-

vice Level 

െ Simulation 

computa-

tion 

𝝈𝑫
𝟐  Demand Variance ሾitemsଶ] Hypothesis 

𝝈𝑳𝑻
𝟐  Lead Time Variance ሾweeksଶ] Hypothesis 

Below, all the formulas concerning the inventory level are reported: 
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𝑄௧ ൌ 𝐴𝑇 െ 𝐼𝐿௧                 (6) 

 

𝐴𝑇 ൌ 𝐷்ା்  𝑆𝑆்ା்      (7) 

 

𝐷்ା் ൌ  𝜇 ⋅ ሺ𝑇  𝐿𝑇ሻ     (8) 

 

𝑆𝑆்ା் ൌ 𝑘 ⋅  ඥሺ𝑇  𝐿𝑇ሻ ⋅ 𝜎
ଶ   𝜇

ଶ ⋅  𝜎்
ଶ       (9) 

Obviously, different demands are considered with respect to different clas-

ses. The Stock Keeping Units (SKUs) are divided into three classes (see Ta-

ble 3 for details) on the bases of the inventory turnover index, collected in 

Statista website. Class A is made by the high-rotating SKUs, class B by the 

medium-rotating and class C by the low-rotating. The assignment of the 

SKUs to the classes follows the marginal increase methodology. This items 

classification holds true for both the Retailer and the Manufacturer. 

Table 3: Division in classes 

Classes Items Volume 

Class A 1% 50% 

Class B 50% 40% 
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Classes Items Volume 

Class C 49% 10% 

3.2 Cost modelling 

After the definition of the general hypotheses, the cost structure has been 

modelled so that all the costs drivers are included.  

The costs categories considered within the simulation are: 

 Administrative costs; 

 Inventory management costs; 

 Stock-out costs; 

 Transportation costs; 

 Penalty costs. 

Table 4: Cost categories for each actor 

 

Adminis-

trative 

Costs 

Inventory 

Management 

Costs 

Stock 

Out 

Costs 

Trans-

porta-

tion 

Costs 

Pen-

alty 

Costs 

Manu-
facturer Impacted Impacted 

Im-

pacted 

Not-im-

pacted 

Im-

pacted 
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Adminis-

trative 

Costs 

Inventory 

Management 

Costs 

Stock 

Out 

Costs 

Trans-

porta-

tion 

Costs 

Pen-

alty 

Costs 

Logis-
tics Op-
erator 

Impacted Not-impacted 
Not-im-

pacted 

Im-

pacted 

Im-

pacted 

Retailer Impacted Impacted 
Im-

pacted 

Im-

pacted 

Not-im-

pacted 

Entire  

Supply 
Chain  

Impacted Impacted 
Im-

pacted 

Im-

pacted 

Im-

pacted 

In Table 4, the categories considered for each actor and for the whole Sup-

ply Chain perspective are synthesized. 

In order to distinguish the costs related to different actors, some indexes 

are used: “M” refers to the manufacturer, “R” to the retailer, “L” for the Lo-

gistics Operator. Moreover, as the items are divided in three classes, the 

subscript “i” is used to specify them and “t” refers to the time period (one 

week in this case).  

The Supply Chain costs function (equation 10) is given by: 
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𝑇𝑜𝑡𝑎𝑙  𝑐𝑜𝑠𝑡𝑠 ൌ  ∑ 𝑃𝑒𝑛𝑎𝑙𝑡𝑦  𝑐𝑜𝑠𝑡𝑠ୀெ, 
∑ ሺ𝐼𝑛𝑣𝑒𝑛𝑡𝑜𝑟𝑦  𝑚𝑎𝑛𝑎𝑔𝑒𝑚𝑒𝑛𝑡  𝑐𝑜𝑠𝑡𝑠   𝑆𝑡𝑜𝑐𝑘 െ 𝑜𝑢𝑡 𝑐𝑜𝑠𝑡𝑠ୀெ,ோ ሻ 

 ∑ 𝑇𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑎𝑡𝑖𝑜𝑛  𝑐𝑜𝑠𝑡𝑠   ∑ 𝐴𝑑𝑚𝑖𝑛𝑖𝑠𝑡𝑟𝑎𝑡𝑖𝑣𝑒  𝑐𝑜𝑠𝑡𝑠ୀெ,ோ,ୀோ,      (10) 

The Manufacturer costs function (equation 11) is given by: 

𝑇𝑜𝑡𝑎𝑙 𝑐𝑜𝑠𝑡𝑠 ൌ 𝑃𝑒𝑛𝑎𝑙𝑡𝑦 𝑐𝑜𝑠𝑡𝑠  𝐴𝑑𝑚𝑖𝑛𝑖𝑠𝑡𝑟𝑎𝑡𝑖𝑣𝑒 𝑐𝑜𝑠𝑡𝑠 
               𝐼𝑛𝑣𝑒𝑛𝑡𝑜𝑟𝑦 𝑚𝑎𝑛𝑎𝑔𝑒𝑚𝑒𝑛𝑡 𝑐𝑜𝑠𝑡𝑠  𝑆𝑡𝑜𝑐𝑘 െ 𝑜𝑢𝑡 𝑐𝑜𝑠𝑡𝑠                 (11) 

The Retailer costs function (equation 12) is equal to: 

𝑇𝑜𝑡𝑎𝑙 𝑐𝑜𝑠𝑡𝑠 ൌ 𝐴𝑑𝑚𝑖𝑛𝑖𝑠𝑡𝑟𝑎𝑡𝑖𝑣𝑒 𝑐𝑜𝑠𝑡𝑠  𝑇𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑠𝑡𝑠 
      𝑆𝑡𝑜𝑐𝑘 െ 𝑜𝑢𝑡 𝑐𝑜𝑠𝑡𝑠  𝐼𝑛𝑣𝑒𝑛𝑡𝑜𝑟𝑦 𝑚𝑎𝑛𝑎𝑔𝑒𝑚𝑒𝑛𝑡 𝑐𝑜𝑠𝑡𝑠                           (12) 

The Logistics Operator costs function (equation 13) is given by: 

𝑇𝑜𝑡𝑎𝑙 𝑐𝑜𝑠𝑡𝑠 ൌ 𝐴𝑑𝑚𝑖𝑛𝑖𝑠𝑡𝑟𝑎𝑡𝑖𝑣𝑒 𝑐𝑜𝑠𝑡𝑠   𝑇𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑠𝑡𝑠 
      𝑃𝑒𝑛𝑎𝑙𝑡𝑦  𝑐𝑜𝑠𝑡𝑠                                                                      (13) 

For all the costs categories, all the formulas and the specifications are re-

ported. For the administrative cost the main components are illustrated in 

the Table 5 and the related formulas in the equation 14. 
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Table 5: Administrative cost components 

Variables Description Unit of 
measure 

Source 

𝑻𝒑𝒓𝒐𝒄 
Delivery Pro-
cessing Time 

[hour] Interview 

𝒄 𝒍𝒉 

Administra-
tion Hourly 
Labor Cost 

[€/hour] https://www.fisco-
etasse.com 

𝑪𝒑𝒂𝒑𝒆𝒓 Paper cost [€/sheet] eCommerce website 

𝒔𝒉𝒆𝒆𝒕𝒔 

Number of 
sheets per 

order 

[sheet/or-
der] 

Hypothesis 

𝑪𝒔𝒑𝒂𝒄𝒆 
Space Occu-
pation Cost 

[€/mଷ] Hypothesis 

𝒔𝒑𝒂𝒄𝒆𝒔𝒉𝒆𝒆𝒕𝒔 

Space Occu-
pied by 
Sheets 

[mଷ/sheet] Hypothesis 

𝑵𝒐 

Number of 
deliveries per 

Week 

[or-
der/week] 

Interview 
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Administrative  Cost ൌ ൣT୮୰୭ୡ ⋅ c l୦   C୮ୟ୮ୣ୰ ⋅ sheets  Cୱ୮ୟୡୣ ⋅
         spaceୱ୦ୣୣ୲ୱ ⋅ sheets൧ ⋅ N୭                                       (14) 

For the inventory management cost, formula and components (as example 

are reported cost and components referring to the manufacturer case) are 

illustrated in the Table 6 and the related formulas in the equation 15, equa-

tion 16, and equation 17. 

Table 6: Inventory management cost components 

Variables Description Unit of meas-
ure 

Source  

r 

Inventory Car-
rying Cost 

Rate 

[€/(€*year)] Financial website 

𝒄𝒖;𝑴 

Manufacturing 
Unitary Cost 

[€/item] Consumer Elec-
tronics and 

Household Appli-
ances websites 

𝒌𝑴 

Manufacturer 
Function of 
the Service 

Level 

െ Simulation com-
putation 
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Variables Description Unit of meas-
ure 

Source  

𝑪𝑺𝑴 

Manufacturer 
Average Cycle 

Stock 

[items] Formula result 

𝑺𝑺𝑴 

Manufacturer 
Average Safety 

Stock 

[items] Formula result 

𝑻𝑴 

Manufacturer 
Fixed Replen-
ishment Pe-

riod 

[weeks] Hypothesis 

𝑳𝑻𝑴 

Manufacturer Re-
plenishment Lead 

Time 

[weeks] Interview 

𝝈𝑫𝑴;𝒊
𝟐 

Manufacturer De-
mand Variance for 
the Product Class i 

ሾitemsଶ] Hypothesis 

𝝁𝑴;𝒊 

Manufacturer Av-
erage Weekly De-

mand for the Prod-
uct Class i 

[items/weeks] Interview 
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Variables Description Unit of meas-
ure 

Source  

𝝈𝟐
𝑳𝑻;𝑴 

Manufacturer Lead 
Time Variance 

ሾweeksଶ] Hypothesis 

𝑪𝑺𝑴;𝒕;𝒊 

Manufacturer Cy-
cle Stock for the 

Product Class i in 
the week t 

[items] Formula result 

𝑺. 𝑰.𝑴;𝒕 

Manufacturer Sea-
sonality Index of 

the week t 

െ Formula result 

 

𝐼𝑛𝑣𝑒𝑛𝑡𝑜𝑟𝑦 𝑀𝑎𝑛𝑎𝑔𝑒𝑚𝑒𝑛𝑡 𝐶𝑜𝑠𝑡ெ ሺ 𝐼𝑀𝐶ெ ሻ ൌ  𝑟 ⋅ 𝑐௨;ெ ⋅ ሺ𝐶𝑆ெ  𝑆𝑆ெሻ    (15) 

 

𝐴𝑣𝑔. 𝑆𝑎𝑓𝑒𝑡𝑦 𝑆𝑡𝑜𝑐𝑘ெ ൌ  
ಾ⋅ ∑ ∑ ቆ ටሺ ಾ்ା  ಾ்ሻ⋅ఙವಾ;

మା ఓಾ;
మ⋅ఙమ

ಽ;ಾቇయ
సభ ⋅ௌ.ூ.ಾ;

ఱమ
సభ

ହଶ

                          (16)  

            𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐶𝑦𝑐𝑙𝑒 𝑆𝑡𝑜𝑐𝑘ெ ሺ𝐶𝑆ெሻ ൌ  
∑  ∑ ௌಾ;;

య
సభ ⋅ ௌ.ூ.ಾ;

ఱమ
సభ

ହଶ
                       (17) 
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For the stock-out cost, formula and components (as example are reported 

cost and components referring to the manufacturer case) are illustrated in 

the Table 7 and the related formulas in the equation 18 and equation 19. 

Table 7: Stock-out cost components 

Variables Description Unit of 
measure 

Source 

𝑆𝐿ோ  
Retailer Service 

Level 
[percentage] Interview 

𝐷ோ; ௬௬  
Yearly Retailer 

Demand 
[items] Interview 

𝑝௨; ோ  
Retailer Unit 

Price 
[€/item] Statista 

𝑐௨; ோ  
Retailer Unit 

Cost 
[€/item] Simulation com-

putation 

𝑆𝐿ெ 
Manufacturer 
Service Level 

[percentage] Interview 

𝐷ெ; ௬௬  
Yearly Manufac-

turer Demand 
[items] Interview 

𝑝௨; ெ 
Manufacturer 

Unit Price 
[€/item] Statista 
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Variables Description Unit of 
measure 

Source 

𝑐௨; ெ 
Manufacturer 

Unit Cost 
[€/item] Simulation com-

putation 

 

𝑆𝑡𝑜𝑐𝑘 െ 𝑜𝑢𝑡 𝑐𝑜𝑠𝑡𝑠ெ ൌ   ሺ1 െ 𝑆𝐿ெሻ ⋅ 𝐷ெ; ௬௬ ⋅ ሺ𝑝 ௨; ெ െ 𝑐 ௨; ெሻ     (18) 

𝐷ெ; ௬௬ ൌ ∑ ∑ 𝐷ோ; ௧; 
ଷ
ୀଵ

ହଶ
௧ୀଵ           (19) 

For the transportation cost, formula and components are illustrated in the 

Table 8 and the related formulas in the equation 20, equation 21, and equa-

tion 22 for the Retailer, and equation 23 for the Logistics Operator. 

Table 8: Transportation cost components 

Variables Description Unit of 
measure 

Source 

𝑐𝑙  
Hourly haulers 

Labor Cost  
[€/hour] https://www.fisco-

etasse.com 

𝐴𝑆 
Average Speed 

of Truck 
[km/hour] Ministero delle Infra-

strutture e dei 
Trasporti 
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Variables Description Unit of 
measure 

Source 

l 
Diesel liters 
consumed 

liters Simulation computa-
tion 

#𝐷𝑒𝑙𝑖𝑣𝑒𝑟𝑖𝑒𝑠 
Number of De-

liveries 
െ Simulation computa-

tion 

ton 
Weight of 

goods trans-
ported 

ton Simulation computa-
tion 

For Retailer: 

𝑇𝑟𝑎𝑛𝑝𝑜𝑟𝑡𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑠𝑡𝑠 ൌ 0,75 ⋅ 𝑇𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑎𝑡𝑖𝑜𝑛 𝑠ℎ𝑎𝑟𝑒  0,25 ⋅
         𝐷𝑖𝑒𝑠𝑒𝑙 𝑠ℎ𝑎𝑟𝑒                (20) 

𝑇𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑎𝑡𝑖𝑜𝑛 𝑠ℎ𝑎𝑟𝑒ோ ൌ #𝐷𝑒𝑙𝑖𝑣𝑒𝑟𝑖𝑒𝑠 ⋅ ቂ∑ ∑ 

௧
ଷ
ୀଵ ⋅ ହଶ

௧ୀଵ ቀ
€

⋅௧
ቁቃ  (21) 

 

𝐷𝑖𝑒𝑠𝑒𝑙 𝑠ℎ𝑎𝑟𝑒 ൌ  
€


⋅ ቀ𝑘𝑚 ⋅  




ቁ                        (22) 

 

For Logistics Operator: 

𝑇𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑠𝑡𝑠 ൌ  


ௌ
⋅  𝑐𝑙    (23) 

Eventually, for the penalty cost, formula and components are illustrated in 

the Table 9 and the related formulas in the equation 24 and equation 25 for 
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the Manufacturer, and equation 26 and equation 27 for the Logistics Oper-

ator. 

Table 9: Penalty cost components 

Variables Description Unit of 
measure 

Source 

𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝑜𝑓 𝑂𝑇𝐷 
Logistics Opera-
tor’s On-Time-De-
livery 

[percent-
age] 

Interview 

0,2 

Penalties Payed 
by the Logistics 
Operator in case 
of Consignments 
not Delivered on 
Time 

[euro] Hypothesis 

0,2 
Penalties Payed 
by the Manufac-
turer 

[euro] Hypothesis 

𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝑜𝑓 𝑂𝑇𝐼𝐹 
Manufacturer’s 
On-Time-In-Full 

[percent-
age] 

Interview 
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Variables Description Unit of 
measure 

Source 

𝑃ெ 

Purchase price 
paid by the Re-
tailer to the Manu-
facturer 

[euro] Hypothesis 

For Manufacturer: 

𝑃𝑒𝑛𝑎𝑙𝑡𝑦 𝐶𝑜𝑠𝑡𝑠ெ ൌ #𝐷𝑒𝑙𝑖𝑣𝑒𝑟𝑖𝑒𝑠 ⋅ ሾሺ1 െ 𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝑜𝑓𝑂𝑇𝐼𝐹ሻ ⋅ 0,2 ⋅ 𝑃ெ

  (24) 

𝑂𝑇𝐼𝐹 ሺ𝑝𝑒𝑟𝑐𝑒𝑡𝑎𝑛𝑔𝑒ሻ ൌ
௨  ௗ௩௦ ை்ூி

௧௧ ௨  ௗ௩௦
⋅ 100  (25) 

For Logistics Operator: 

𝑃𝑒𝑛𝑎𝑙𝑡𝑦 𝑐𝑜𝑠𝑡𝑠 ൌ ሺ1 െ 𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝑜𝑓 𝑂𝑇𝐷ሻ ⋅ 0,2 ⋅
𝑇𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑠𝑡𝑠ோ        (26) 

𝑂𝑇𝐷 ൌ
ைௗ௦ ௗ௩ௗ  ௧

௧௧ ௗ௦ ௦ௗ
    (27) 

4 Findings 

The Italian Consumer Electronics and Household Appliances Industry is 

characterised by high product variety and high fragmentation at the down-

stream side of the Supply Chain. This sector is attending the rising of a new 

collaborative model accessible via B2b Web Portals: Collaborative Logis-

tics. The reason why this model is rising in the matter of Supply Chain Man-

agement is that this type of collaboration integrates in one single solution 

manufacturers, logistics operators and retailers operational and strategic 
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information. This is possible since the technology supporting this program 

allows partners to quickly share data on a centralised platform, which en-

hances visibility on that specific information needed by partners. Moreover, 

the main technology used between manufacturers and their suppliers is 

B2b Portals for the development of automatic replenishment and Consign-

ment Stock solutions.  

Analysing more in depth the Collaborative Logistics project, the model de-

scription has the aim of analysing the logistics processes of Retailer, Manu-

facturer and Logistics Operator, identifying the main activities and under-

standing how they change when passing from the AS-WAS to the AS-IS sce-

nario. In particular, the AS-WAS scenario considers the Supply Chain before 

the adoption of the Collaborative Logistics project. While the AS-IS scenario 

takes into consideration the process after the adoption of this solution. The 

process is divided into different phases. The first step for all the activities is 

the forecast of the annual demand. In the AS-WAS scenario, each actors of 

the chain made the forecast as a single entity, on the basis of the order his-

tory of the immediate customers. This creates great variability due to the 

information distortion. In the AS-IS model, the demand forecast is made in 

an aggregated way, given that each actor shares online information across 

the whole Supply Chain (including third Parties Logistics). Thanks to the 

new technology, it is possible to communicate and coordinate the demand 

and the production with the other players in the Supply Chain. This signifi-

cantly reduces the variability and the inefficiencies, leading to a reduction 

of the total Supply Chain lead time. Another difference between the AS-WAS 

and AS-IS situation is the way in which the request for reservation of the 

delivery slot is made. The main functionality of the platform is the one re-

lated to the booking of delivery slots, made possible by sharing the agendas 
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of the different depots. This phase changes very greatly in the two situa-

tions. The phases majorly impacted by the implementation of the collabo-

rative model (in the AS-IS situation) and in particular by the technology are: 

creation of the appointment request, made by the Logistics Operator; man-

agement of the appointment request, made by the retailer. The technology 

on which the portal is based (e.g., a Cloud solution) optimizes this process 

by shortening booking times and thus speed up the physical delivery of 

goods. Therefore, by eliminating all traditional methods such as tele-

phone/email, and any other means that can be used to send data in an un-

structured format, it is possible to speed up the booking process down-

stream. Summarizing, the exploitation of the technology creates a single, 

shared platform accessible from every device, for an integrated manage-

ment of inter-company processes: it supports a single standard method for 

managing bookings and, more generally, delivery activities through a 

shared tool within the entire Supply Chain for Household Appliances and 

Consumer Electronics industry. 

The benefits of using the Collaborative Logistics portal are several and 

transversal for each category of users accessing the platform. The positive 

contribution of the platform is not limited to purely administrative activi-

ties (e.g., management of documentation related to the delivery process), 

but also has an impact on typically operational activities (e.g., loading/un-

loading of the vehicle). This project allows to improve both the supply side 

(efficiency) and the demand-side (effectiveness) issues. By combining these 

two elements, the project helps adjusting Supply Chain processes to better 

meet demand without neglecting efficiency. In addition, having identified 

a single standard and structured communication language enables better 
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communication between the parties, which can be immediately under-

stood and automated. The combination of these features allows to improve 

the efficiency and effectiveness of the process, thanks to a better quality of 

data (proven, for example, by the reduction of errors in data due to data 

entry) and a higher productivity of the resources used that can be freed 

from the execution of low value-added activities to devote themselves to 

other. The shared data allows to co-manage the customer and so creates 

implicitly a value for everyone.  

In detail, the benefits for the Manufacturer related to the project implemen-

tation are the higher visibility on the products present at the Retailer PoS, 

with the opportunity to better program the internal operations to satisfy 

the retailer  requirements and, if present, to incur in less penalties, the ar-

rangement, with the other partners, of the quantities and the time windows 

of the deliveries in order to touch the goods as low times as possible, the 

optimization of the production planning, the increasing of orders frequency 

and accuracy and reduction of orders size, and the general reduction of lo-

gistics costs. 

While the benefits for the Logistics Operator can be synthesised in the fol-

lowing way: the possibility to plan the delivery in advance, with a reduction 

of waiting time for loading at the depot and unloading at the Point of Sale, 

and the reduction of the number of trips, due to a major aggregation of dif-

ferent manufacturers. 

The main benefits for the Retailer are, instead, the higher service level to 

the market, due to the certainty of delivery date from the Manufacturer, and 

the possibility of claiming about problems by using the online platform. 
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Finally, through the platform, it is also possible to monitor the perfor-

mances by some Key Performance Indicators (KPIs). 

Here are some examples: the appointment response: e.g., percentage of re-

sponse, percentage of expired response, the degree of acceptance of Col-

laborative Logistics: e.g., percentage of acceptance, percentage of rejec-

tion, the exception monitoring: e.g., percentage of advances, number of re-

programming, and the monitoring deliveries (e.g., percentage of On-Time 

Deliveries). 

According to the interviewed companies, different implementation barriers 

are present, such as: the internal organizational inertia to the change, for 

all the three considered actors, due to the employees’ fear of moving on a 

new solution, very different from the traditional one. To overcome this bar-

rier, is fundamental to involve all the human resources at any level and pass 

from a vertical organization to a transversal, cross-managed one, the ne-

cessity of educating the human resources to use the new technology, 

through a training program, with the aim of having skilled people, the Re-

tailer resistance to stock and demand information sharing with the Manu-

facturer, and the difficulties in coordinating the logistics and the commer-

cial functions. 

4.1 Quantitative benefits 

The cost structure has been modelled so that all the costs drivers are in-

cluded in the simulation. The costs categories considered within the simu-

lation are: 

 Administrative costs; 

 Inventory management costs; 
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 Stock-out costs; 

 Transportation costs; 

 Penalty costs. 

Once the model has been initialised, it is possible to analyse the obtained 

results. The outputs refer to the benefits that each actor could achieve by 

adopting the Collaborative Logistics project. 

The Manufacturer could achieve high benefits in implementing the Collab-

orative Logistics project. After its introduction, it faces a reduction of 

11.25% in the total costs, which corresponds to an absolute value of € 

5,880,787.24. In this way, it is easier to understand which the cost compo-

nents are having the highest impact on the manufacturer benefits. The In-

ventory Management costs face the highest absolute variation from the AS-

WAS to the AS-IS. However, the highest incidence value is covered by the 

Penalty costs. Consequently, even if their percentage variation is not the 

highest one (+25.16%), they have a huge effect on the total benefits due to 

their incidence on them (47.54% in the ASWAS and 67.05% in the AS-IS). On 

the opposite side, the Administrative costs have the biggest percentage 

variation (-93.07%) from the AS-WAS to the AS-IS situation, but they do not 

heavily affect the total benefits, as they cover a small portion of the total 

costs (0.48% in the AS-WAS and 0.04% in the AS-IS).  

The Logistics Operator could achieve high benefits in implementing the 

Collaborative Logistics project equal to a reduction of 9.74% in the total 

costs, which corresponds to an absolute value of € 283,927.70. The reduc-

tion in the other costs leads to an overall benefit, even if the total costs re-

duction is the lowest compared to the Manufacturer and the Retailer. The 
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costs undergoing the highest variations, thanks to the Collaborative Logis-

tics project, are the Administrative costs. The percentage variation of the 

Transportation costs is -11.5%, they have a huge effect on the total benefits 

due to their incidence on them (60.71% in the AS-WAS and 59.54% in the 

AS-IS). Moreover, the Administrative costs have the biggest percentage var-

iation (-72.39%) from the AS-WAS to the AS-IS situation, but they do not 

heavily affect the total benefits, as they cover a small portion of the total 

costs (7% in the AS-WAS and 2.4% in the AS-IS).  

The Retailer benefits are the highest compared to the Manufacturer and Lo-

gistics Operator ones. The Retailer achieves a reduction in the total cost of 

-17.24%, corresponding to an absolute value of € 24,554,784.31. The costs 

undergoing the highest variations, thanks to the Collaborative Logistics 

project, are the Administrative and Stock-out costs. Moreover, the increase 

in the Inventory Management Costs is a consequence of the reduction of 

the bullwhip effect. The inventory benefits are not equally distributed 

among the Manufacturer and the Retailer; only the Retailer faces the avoid-

able costs of inventory management and, to make it accept the strategy, a 

costs’ sharing assurance is required. The most impacting costs over the to-

tal benefits are the Transportation costs. The Transportation costs are re-

duced because there is an optimization of the trips that allows to saturate 

better the trucks and given that the number of trucks used is tied to the 

cost, consequently the total costs are reduced. Therefore, this high percent 

variation has a huge impact on the total benefits as the Transportation 

costs cover a big portion of them (75.88% in the AS-WAS and 80.01% in the 

AS-IS).  
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After having explained the benefits for each actor of the triad, it is funda-

mental to analyze the improvements under the entire Supply Chain per-

spective. Considering the Supply Chain as a whole, the benefits are still pos-

itive. In the AS-WAS situation, each player acted as an individual entity and, 

as it is clear from the data shown above, the goal of everyone was to mini-

mize its own costs rather than the Supply Chain ones. The consequence 

was inefficiency due to higher Supply Chain costs, in particular, in terms of 

both Inventory and Stock-Out. There is a reduction of 35.51% in the total 

costs, which corresponds to an absolute value of € 23,686,761.21. The high-

est benefits for the Supply Chain come from the Stock Out Costs reduction 

(- € 12,210,000.00). In particular, the Transportation costs are composed by 

the Transportation share and the Diesel share, but since the Transportation 

share represents a cost for the Retailer and an income for the Logistics Op-

erator, they are not differential considering the entire Supply Chain per-

spective. Moreover, the total Supply Chain Inventory Management costs 

mainly decrease because of the Manufacturer, this is due to the implemen-

tation of the PULL logic instead of the PUSH. Thanks to the collaboration, 

the inventories shift to the Retailer, enabling the chain to cope with the de-

mand variation. This implies that one player in the Supply Chain bears more 

risks than the other players along the Supply Chain. As concerns the Admin-

istrative costs, they represent a very small part of the total costs, but they 

are the only ones that decrease for each of the three actors. 
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5 Conclusions and further development 

This paper has the main aim to provide an effective practical tool for man-

agers to understand the main benefits of the Collaborative Logistics pro-

ject. The analytical model has been developed to foster the diffusion of this 

process by showing the potential benefits achievable through its imple-

mentation. Moreover, the impact for scholars is the analytical contribu-

tions, since there is a lack of quantitative assessment stemming from the 

Collaborative Logistics in the current literature. The work sheds light on a 

new process that is becoming more and more important in the Italian con-

text and that has not been deeply studied by scholars yet. 

Nevertheless, some limits are present. First of all, just three actors along the 

chain have been considered: Retailer, Manufacturer and Logistics Operator. 

An important hint for future researches could be to study the inclusion of 

other actors upstream, as an example the manufacturers’ supplier. Further-

more, a simplification has been introduced within the analytical model: 

only a one-to-one relationship has been studied among the three actors.  

It would be interesting to simulate a real Supply Chain with the introduc-

tion of multiple actors at different echelons and discovering how their in-

teractions could change the results. Furthermore, better results could be 

achieved in more efficient way, programming Excel macros to simulate the 

interactions among different Supply Chain actors. Finally, even other ana-

lytic tools could be used in future researches to reach higher precision and 

complexity level, such as S.I.R.I.O., which is a simulation tool that allows to 

assess the cost differential between different hypotheses. It allows to min-

imise the overall costs for the chain and understand how costs vary as the 

variables varies. 
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Purpose: Shuttle based storage and retrieval systems (SBS/RS) are suitable for ap-
plications which require a high throughput. Many times, however, the maximum per-
formance of SBS/RS is not required. For example, when customers initiate a large 
number of retrieval requests at a specific time, or when a large number of storage 
requests enter the system at fixed times due to scheduled inbound deliveries. This 
article presents and discusses an algorithm that is based on closed-loop-control. 
 
Methodology: A situation-dependent adaptation of the velocity to the currently re-
quired throughput or the number of currently awaiting orders requires an algorithm 
which needs to be implemented in the control of the SBS/RS. A simulation model of 
a SBS/RS will be introduced, which contains the control of the shuttle carriers and 
elevators as well as a model for calculating the energy requirement. 
 
Findings: The results of this paper is the quantified energy saving by the application 
of the algorithm for situation-dependent adaption of velocity for SBS/RS 
 
Originality: To our knowledge this is the first paper that introduces a situation-de-
pendent adaption of velocity for SBS/RS. 
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1. Introduction 

SBS/RS consists of one or more shuttle carriers, at least one elevator, a rack 

structure and a control system (VDI-2692, 2015). Systems with aisle- and 

tier-captive shuttle carriers are often used for high troughput demands. 

Tier-to-tier shuttle carriers cannot change the aisle, but the tiers. In such 

cases, the shuttle carrier uses the elevator to change tiers. This usually 

leads to throughput-reducing waiting times (Kriehn, 2017). It is also possi-

ble to combine both systems. The combination is same as a tier-captive 

SBS/RS with an additional elevator for shuttle carriers. 

Aisle- and tier-captive SBS/RS use a shuttle carrier for each tier, which can-

not leave the tier. The shuttle carrier and the elevator use buffer locations 

at each tier to store or retrieve totes. As a result, the horizontal and vertical 

transport is largely decoupled from one another. Accordingly, aisle- and 

tier-captive SBS/RS can often achieve a higher throughput than tier-to-tier 

SBS/RS (Kriehn, 2017). 

Figure 1 shows an aisle- and tier-captive, tier-to-tier and a combined 

SBS/RS. 
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Figure 1: Tier-captive (left), tier-to-tier (middle) and combined (rigtht) 
SBS/RS, top view 

The energy consumption of a SBS/RS can be decreased by reduced velocity 

of the shuttle carriers. But if the velocity is reduced permanently, the 

throughput also decreases. Therefore, the velocity should be lowered or in-

creased depending on the situation. By reducing the velocity, no or only a 

small reduction of the throughput and the retrieval request processing time 

should occur. Therefore, the velocity should be adapted to the current sit-

uation in the SBS/RS. With only a few retrieval requests, the velocity should 

be relatively low, with many requests, the velocity should be relatively high. 

This paper presents an algorithm for that purpose.  

We compare the energy consumption (calculated in Joule), the troughput 

(measured with a simulation model in totes per hour) and the retrieval re-

quest processing time (in seconds) with and without applying the algorithm 

for situation-dependent adaptation of velocity. The energy consumption of 

an SBS/RS consists of the energy consumption for elevators, shuttle carri-

ers and tote handling attachments as well as the constant (standby) energy 

consumption. The throughput of an SBS/RS is the number of totes that are 
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stored or retrieved in a certain time, e.g. in one hour. The retrieval request 

processing time is the time that a retrieval request spends in the SBS/RS. 

The time starts as soon as the retrieval request is received by the SBS / RS, 

and it ends as soon as the corresponding tote leaves the SBS/RS. 

This paper is structured as follows: Chapter 1 gives an introduction. Chapter 

2 contains an explanation of the existing literature on papers that deal with 

energy consumption for SBS/RS (2.1), the description of the analytical 

model for the calculation of the energy consumption (2.2) and the simula-

tion model (2.3) as well as the algorithms for situation-dependent adapta-

tion of velocity for shuttle carriers. (2.4). Chapter 2 ends with the results re-

ceived by the applied algorithm (2.5). Chapter 3 contains a summary of the 

paper. 

2. Models and algorithms 

2.1 Literature 

In (Ekren, 2018; Eder, 2017; Borovinsek, 2017; Akpunar, 2016; Lerher, 2016) 

models for calculating the energy consumption of SBS/RS are shown. In 

(Ekren, 2018; Borovinsek, 2017; Akpunar, 2016; Lerher, 2016) the power of 

the elevators and shuttle carriers are calculated with friction coefficients 

and multiplied by the travel time. This leads to the calculation of the energy 

consumption. With these analytical models, it is possible to show the po-

tential in decreasing the velocity of shuttle carriers. With appropriate ana-

lytical models for calculating the throughput, e.g. in (Eder, 2017; Lerher, 

2016), can also be shown how the achievable throughput decreases by low-

ering the velocity. It is also possible to measure the throughput with a sim-

ulation model, as we do in this paper. 
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In (Eder, 2017) the energy consumption is calculated on the basis of the law 

of conservation of energy. Coefficients of friction for horizontal movement 

are taken into account, but only for traveling with constant velocity. Our 

approach is the calculation of the energy consumption on the basis of the 

balance of forces. We consider for our model coefficients of friction for the 

entire route (acceleration, traveling with constant velocity, deceleration). 

The friction coefficient thus also increases the consumption of energy dur-

ing the acceleration and reduces the recuperation of energy during the de-

celeration. 

In this paper the reduction of energy consumption without or with very lit-

tle loss of throughput is shown by applying the developed algorithm. The 

algorithm decreases and increases the velocity of the shuttle carriers de-

pending on the number of retrieval requests. To our knowledge there is no 

other situation-dependent adaptation of the velocity of shuttle carriers 

published. 

2.2 Analytical model to calculate energy consumption 

The energy consideration includes the following motion processes: 

 Movement lift, 

 movement shuttle carrier, and 

 movement tote handling attachement. 

The movements can be divided into two movement patterns: 

 Movement with only acceleration and deceleration (case 1) and 

 movement, with acceleration, deceleration and a constant veloc-

ity component (case 2). 
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Figure 2 shows the movement sequence for case 1. 

Figure 2: Movement sequence, case 1 

sଵis the distance traveled from the beginning to the end of the acceleration. 

sଶ is the distance traveled from the beginning to the end of the decelera-

tion. The length of the distance sଵ has the numerical value of the area below 

the function line to 𝑡ଵ. 𝑡ଵ is the time to reach  𝑣௫. 𝑡 is the time required for 

the movement, from the beginning of the movement to the standstill of the 

mass. If acceleration and deceleration are identical, then 𝑠ଵ and 𝑠ଶ are 

equal (𝑠ଵ ൌ 𝑣௫ ⋅ ௧భ

ଶ
ൌ  𝑠ଶ). For different acceleration and deceleration val-

ues is 𝑠ଶ ൌ 𝑣௫ ⋅ ௧మି௧భ

ଶ
. 𝑣௫  is the achieved velocity. 𝑣௫  is less than or equal to 

the maximum achievable velocity 𝑣. 
  

Case 1

time

velocity

𝑣𝑥 

𝑠1 𝑠2 

𝑡1 𝑡 
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Figure 3 shows the movement sequence for case 2. 

Figure 3: Case 2 

sୡ୭୬ୱ୲ is the distance traveled at constant velocity. 

Calculation of the critical distance to make a case distinction 

Case 1 occurs when the distance to be traveled is less than or equal to the 

distance at which the maximum velocity is reached. Case 2 occurs when the 

distance to be traveled is greater than the distance at which the maximum 

velocity is reached. The distance required to reach the maximum velocity 

(and then immediately start with the deceleration) is referred to as the crit-

ical distance 𝑠௧. 

The critical distance is calculated as follows: 

𝑠௧ ൌ
భ

ଶ
ሺ𝑡ଵሻଶ 

మ

ଶ
ሺ𝑡 െ 𝑡ଵሻଶ  

𝑠௧ ൌ  
𝑎ଵ

2
൬

𝑣
𝑎ଵ

൰
ଶ


𝑎ଶ

2
൬

𝑣
𝑎ଶ

൰
ଶ

 

     𝑠௧ ൌ  
ଵ

ଶ
𝑣ଶ ቀ

ଵ

భ


ଵ

మ
ቁ           (1)
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𝑎ଵ denotes the acceleration, 𝑎ଶ the deceleration. 

Calculation of the travel time for case 1 

It applies 𝑠  𝑠௧. 

The travel time for case 1 is calculated as follows: 

𝑠 ൌ  
1
2

𝑣௫
ଶ ൬

1
𝑎ଵ


1

𝑎ଶ
൰ 

𝑣௫ ൌ  ඩ
2𝑠

ቀ
1
𝑎ଵ


1

𝑎ଶ
ቁ
 

𝑡 ൌ  
𝑣௫

𝑎ଵ
  

𝑣௫

𝑎ଶ
 

        𝑡 ൌ  ቀ
ଵ

భ


ଵ

మ
ቁ ඨ

ଶ௦

ቀ భ
ೌభ

ା
భ

ೌమ
ቁ
                    (2) 

Calculation of the travel time for case 2 

It applies 𝑠  𝑠௧. 

The travel time for case 2 is calculated as follows: 

𝑡 ൌ  
𝑣
𝑎ଵ


𝑣
𝑎ଶ


𝑠 െ 𝑠௧

𝑣
 

𝑡 ൌ  
𝑣
𝑎ଵ


𝑣
𝑎ଶ


𝑠 െ  
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1
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𝑎ଶ
ቁ

𝑣
 

              𝑡 ൌ  
௩

ଶ
ቀ

ଵ

భ


ଵ

మ
ቁ 

௦

௩
          (3) 
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Calculation of the energy consumption of the vertical movement (ele-

vator) 

For the calculation of the energy consumption of the elevator movement, it 

is assumed that the elevator needs energy when moving upwards, and that 

it can maybe recover energy while moving downwards. If no energy can be 

recovered, since no recuperation is used, the recuperation efficiency is 0 

percent, so no energy is consumed and none is recovered for moving down-

wards. 

The energy consumption of an elevator movement upwards is calculated 

as follows: 

𝐸ா௩௧,௨ ൌ
ଵ

ఎಶೡೌೝ
 ሺ𝑚ா௩௧  𝑚ௌ௨௧௧  𝑚்௧ሻ  ⋅ 𝑔 ⋅ 𝑠ா௩௧   (4) 

𝜂ா௩௧  is the efficiency factor of the elevator. 𝑚ா௩௧  is the moving 

mass of the elevator. 𝑚ௌ௨௧௧  is the mass of the shuttle carrier. For tier-cap-

tive SBS/RS applies 𝑚ௌ௨௧௧ ൌ 0, since no shuttle carriers are transported 

by the elevator. 𝑚்௧  is the mass of the tote. If no tote is transported by 

the elevator, then 𝑚்௧  = 0. 𝑔 is the gravitational acceleration. 𝑠ா௩௧  is 

the vertical distance traveled. 

The energy demand of an elevator movement downwards is calculated as 

follows:  

𝐸ா௩௧,ௗ௪ ൌ  െ𝜂ா௩௧,ோ௨ ⋅ ሺ𝑚ா௩௧  𝑚ௌ௨௧௧  𝑚்௧ሻ ⋅ 𝑔 ⋅
𝑠ா௩௧               (5) 

െ𝜂ா௩௧,ோ௨ is the recuperation efficiency factor of the elevator. If no 

recuperation is used, െ𝜂ா௩௧,ோ௨ ൌ 0. A negative value for the energy 

consumption corresponds to an energy recovery. 
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Calculation of the energy requirement of the horizontal movement 

(shuttle carrier or tote handling attachement) for case 1 

Figure 4 shows the balance of forces of the horizontal movement during the 

acceleration process. The air resistance is neglected, due to low estimated 

impact. 

 

 

 

 

Figure 4: Balance of forces horizontal mass movement during acceleration 

𝐹  is the force needed to accelerate the mass. 𝐹ி is the friction force. 𝐹 

is the force of mass inertia. 

The friction force is calculated as follows: 

𝐹ி ൌ 𝜇 ⋅ 𝐹ே ൌ 𝜇 ⋅ 𝐹 ൌ 𝜇 ⋅ ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ⋅ 𝑔 

mୌ denotes the mass of the tote handling attachment (only the moving 

mass of it). μ୰ denotes the coefficient of friction. When calculating a move-

ment with a shuttle carrier, μ୰ uses the coefficient of friction for the shuttle 

carrier, and when there is movement of the tote handling attachment, the 

coefficient of friction is applied to the tote handling attachment. When a 

movement of the tote handling attachment is calculated, then mୗ୦୳୲୲୪ୣ = 0. 

If there is no tote on the shuttle carrier unit during the move, then m୭୲ୣ  = 

0.  

 

𝐹ி 

𝐹 
𝐹 
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The force of mass inertia is calculated as follows: 

𝐹 ൌ ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ⋅ 𝑎ଵ 

The balance of forces of horizontal acceleration gives: 

𝐹 ൌ 𝐹  𝐹ி ൌ ሺ𝑚ௌ௨௧௧  𝑚்௧  𝑚ுሻ ⋅ 𝑎ଵ  𝜇 ⋅ ሺ𝑚ௌ௨௧௧

  𝑚்௧  𝑚ுሻ ⋅ 𝑔 

The energy requirement for horizontal acceleration thus results: 

𝐸 ൌ 𝐹 ⋅ sଵ 

𝐸 ൌ 𝜇 ⋅ ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ⋅ 𝑔 ⋅ 𝑠ଵ  ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ

⋅ 𝑎ଵ ⋅ 𝑠ଵ 

𝐸 ൌ 𝜇 ⋅ ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ⋅ 𝑔 ⋅ 𝑠ଵ  ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ

⋅ 𝑎ଵ ⋅
1
2

𝑎ଵ𝑡ଵ
ଶ 

𝐸 ൌ 𝜇 ⋅ ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ⋅ 𝑔 ⋅ 𝑠ଵ  ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ

⋅ 𝑎ଵ ⋅
1
2

𝑎ଵ
𝑣௫

ଶ

𝑎ଵ
ଶ 

𝐸 ൌ 𝜇 ⋅ ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ⋅ g ⋅ sଵ 
1
2

ሺ𝑚ௌ௨௧௧  𝑚்௧

 𝑚ுሻ𝑣௫
ଶ 

Ancillary calculation to express 𝑠ଵ as a function of acceleration and decel-

eration and total distance traveled: 

𝑣௫ ൌ  ඩ
2𝑠

ቀ
1
𝑎ଵ


1

𝑎ଶ
ቁ
 

𝑠ଵ ൌ
1
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𝑎ଵ
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Thus, the energy consumption of the acceleration can be formulated as fol-

lows: 

𝐸 ൌ μ୰ ⋅ ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ⋅ g ⋅ 𝑠
𝑎ଶ

𝑎ଵ  𝑎ଶ
 ሺ𝑚ௌ௨௧௧   𝑚்௧

 𝑚ுሻ ⋅ 𝑠 ⋅
𝑎ଵ ⋅ 𝑎ଶ

ሺ𝑎ଵ  𝑎ଶሻ
 

If we substitute 𝑎 ൌ
భ⋅మ

ሺభାమሻ
, then follows: 

𝐸 ൌ ሺ𝑚ௌ௨௧௧  𝑚்௧  𝑚ுሻ ⋅ 𝑠 ⋅ 𝑎 ⋅ ቀ𝜇 ⋅ 𝑔 ⋅ ଵ

భ
 1ቁ            (6) 
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With consideration of an efficiency factor 𝜂

, the energy requirement is: 

𝐸, ൌ
ଵ

ఎ
ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ⋅ 𝑠 ⋅ 𝑎 ⋅ ቀ𝜇 ⋅ 𝑔 ⋅ ଵ

భ
 1ቁ            (7) 

When a movement is calculated for a shuttle carrier, the efficiency factor 

for the shuttle carrier is used, when a movement of the tote handling at-

tachement is calculated, the efficiency factor of the tote handling attache-

ment is used. 

In the following, the energy recovery during the deceleration  is calculated. 

Figure 5 shows the balance of forces of horizontal mass movement during 

braking. Air resistance is neglected. 

 

 

 

Figure 5: Force balance horizontal mass movement during deceleration 

The balance of forces of the deceleration gives: 

𝐹ௗ ൌ 𝐹 െ 𝐹ி 

The energy recovery of the deceleration thus results in: 

𝐸ௗ ൌ ሺ𝐹 െ 𝐹ிሻ𝑠ଶ 

𝐸ௗ ൌ ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ⋅ 𝑠 ⋅ 𝑎 െ 𝜇 ⋅ ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ

⋅ 𝑔 ⋅ 𝑠
𝑎ଵ

𝑎ଵ  𝑎ଶ
 

𝐸ௗ ൌ ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ⋅ 𝑠 ⋅ 𝑎 ⋅ ሺ1 െ 𝜇 ⋅ 𝑔 ⋅ ଵ

మ
ሻ           (8)

     

𝐹ி 
𝐹 

𝐹ௗ 
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With consideration of the efficiency of the recuperation 𝜂,, the energy re-

covery results in: 

𝐸ௗ, ൌ 𝜂,ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ⋅ 𝑠 ⋅ 𝑎 ⋅ ሺ1 െ 𝜇 ⋅ 𝑔 ⋅ ଵ

మ
ሻ           (9)

    

The total energy consumption for case 1 is calculated as follows: 

𝐸௦ଵ, ൌ  𝐸, െ 𝐸ௗ, 

𝐸௦ଵ, ൌ
1

𝜂
ሺ𝑚ௌ௨௧௧  𝑚்௧  𝑚ுሻ ⋅ 𝑠 ⋅ 𝑎 ⋅ ൬𝜇 ⋅ 𝑔 ⋅

1
𝑎ଵ

 1൰ െ 

െ𝜂,ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ⋅ 𝑠 ⋅ 𝑎 ⋅ ሺ1 െ 𝜇 ⋅ 𝑔 ⋅
1

𝑎ଶ
ሻ 

𝐸௦ଵ, ൌ ሺ𝑚ௌ௨௧௧  𝑚்௧  𝑚ுሻ𝑠 ⋅ 𝑎 ቆ
ଵ

ఎ
ቀ𝜇 ⋅ 𝑔 ⋅ ଵ

భ
 1ቁ െ 𝜂, ቀ1 െ

𝜇 ⋅ 𝑔 ⋅ ଵ

మ
ቁቇ               (10) 

Calculation of the energy consumption of the horizontal movement 

(shuttle carrier or tote handling attachement) for case 2 

In the case of the accelerated movement, in case 2, the achieved velocity is 

known (maximum velocity), therefore, the formulas for calculating the ac-

celeration and the deceleration can be simplified as follows. 

The energy consumption for the acceleration is calculated as follows: 

𝐸 ൌ 𝜇 ⋅ ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ⋅ g ⋅ sଵ 
1
2

ሺ𝑚ௌ௨௧௧  𝑚்௧

 𝑚ுሻ𝑣ଶ 

𝐸 ൌ 𝜇 ⋅ ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ⋅ g ⋅
𝑣ଶ

2𝑎ଵ


1
2

ሺ𝑚ௌ௨௧௧   𝑚்௧

 𝑚ுሻ𝑣ଶ 
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𝐸 ൌ
ଵ

ଶ
ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ𝑣ଶ ⋅ ቀ𝜇 ⋅ 𝑔 ⋅ ଵ

భ
 1ቁ                 (11)

     

With consideration of the efficiency factor 𝜂, the energy consumption of 

the acceleration results: 

𝐸, ൌ
ଵ

ଶఎ
ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ𝑣ଶ ⋅ ቀ𝜇 ⋅ 𝑔 ⋅ ଵ

భ
 1ቁ          (12)

     

The energy recovery of the deceleration is calculated as follows: 

𝐸ௗ ൌ
ଵ

ଶ
ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ𝑣ଶ ⋅ ሺ1 െ 𝜇 ⋅ 𝑔 ⋅ ଵ

మ
ሻ                           (13)

     

Including the efficiency factor of the energy recovery 𝜂,  of the decelera-

tion results in: 

𝐸ௗ, ൌ
ఎ,ೝ

ଶ
ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ𝑣ଶ ⋅ ሺ1 െ 𝜇 ⋅ 𝑔 ⋅ ଵ

మ
ሻ         (14)

     

The energy consumption of the constant velocity movement is calculated 

below. The balance of forces is shown in Figure 6. 
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Figure 6: Balance of forces horizontal mass movement during constant ve-
locity motion 

The balance of forces results: 

𝐹௦௧ ൌ 𝐹ோ 

The energy consumption of the movement with constant velocity results in: 

𝐸௦௧ ൌ 𝐹ோ ⋅ s௦௧ 

𝐸௦௧ ൌ 𝜇 ⋅ ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ⋅ g ⋅ 𝑠௦௧ 

𝐸௦௧ ൌ 𝜇 ⋅ ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ⋅ g ⋅ ሺ𝑠 െ 𝑠ଵ െ 𝑠ଶሻ 

𝐸௦௧ ൌ 𝜇 ⋅ ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ⋅ g ⋅ ቆ𝑠 െ
௩మ

ଶ
ቀ

ଵ

భ


ଵ

మ
ቁቇ         (15)

      

Taking into account the efficiency factor 𝜂 results in the energy consump-

tion: 

𝐸௦௧, ൌ
1

2𝜂
ℎ

𝜇 ⋅ ሺ𝑚ௌ௨௧௧  𝑚்௧  𝑚ுሻ ⋅ g ⋅ ቆ𝑠 െ
௩మ

ଶ
ቀ

ଵ

భ
െ

ଵ

మ
ቁቇ  (16)

       

The following summarizes the energy consumption of accelerated motion 

and constant motion: 

𝐹௦௧ 𝐹ோ 
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𝐸  𝐸௦௧ ൌ 𝜇 ⋅ ሺ𝑚ௌ௨௧௧  𝑚்௧  𝑚ுሻ ⋅ 𝑔 ⋅ 𝑠ଵ 
1
2

ሺ𝑚ௌ௨௧௧

  𝑚்௧  𝑚ுሻ𝑣ଶ  𝜇 ⋅ ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ

⋅ 𝑔 ⋅ 𝑠௦௧ 

𝐸  𝐸௦௧ ൌ 𝜇 ⋅ ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ⋅ 𝑔 ⋅ ሺ𝑠ଵ  𝑠௦௧ሻ


1
2

ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ𝑣ଶ 

𝐸  𝐸௦௧ ൌ 𝜇 ⋅ ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ⋅ 𝑔 ⋅ ሺ𝑠 െ 𝑠ଶሻ 
1
2

ሺ𝑚ௌ௨௧௧

  𝑚்௧  𝑚ுሻ𝑣ଶ 

𝐸  𝐸௦௧ ൌ 𝜇 ⋅ ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ⋅ 𝑔 ⋅ ሺ𝑠 െ
𝑣ଶ

2𝑎ଶ
ሻ


1
2

ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ𝑣ଶ 

𝐸  𝐸௦௧ ൌ ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ ቀ𝜇 ⋅ 𝑔 ⋅ ቀ𝑠 െ
௩మ

ଶమ
ቁ 

ଵ

ଶ
𝑣ଶቁ (17) 

With consideration of the efficiency factor 𝜂, the energy consumption is: 

𝐸,  𝐸௦௧, ൌ
1

2𝜂
ℎ

ሺ𝑚ௌ௨௧௧  𝑚்௧  𝑚ுሻ ቀ𝜇 ⋅ 𝑔 ⋅ ቀ𝑠 െ
௩మ

ଶమ
ቁ 

ଵ

ଶ
𝑣ଶቁ                      (18) 

The total energy consumption for case 2 is: 

𝐸௦ଶ, ൌ 𝐸,  𝐸௦௧, െ 𝐸ௗ, 

𝐸௦ଶ, ൌ
1

2𝜂
ℎ

ሺ𝑚ௌ௨௧௧  𝑚்௧  𝑚ுሻ ቆ𝜇 ⋅ 𝑔 ⋅ ቆ𝑠 െ
𝑣ଶ

2𝑎ଶ
ቇ 

1
2

𝑣ଶቇ

െ
𝜂ℎ,𝑟

2
ሺ𝑚ௌ௨௧௧   𝑚்௧  𝑚ுሻ𝑣ଶ ⋅ ൬1 െ 𝜇 ⋅ 𝑔 ⋅

1
𝑎ଶ

൰ 

𝐸௦ଶ, ൌ ሺ𝑚ௌ௨௧௧  𝑚்௧  𝑚ுሻ ቆ
1

2𝜂
ℎ

ቀ𝜇 ⋅ 𝑔 ⋅ ቀ𝑠 െ
௩మ

ଶమ
ቁ 

ଵ

ଶ
𝑣ଶቁ െ

ఎℎ,𝑟

ଶ
𝑣ଶ ⋅ ቀ1 െ 𝜇 ⋅ 𝑔 ⋅ ଵ

మ
ቁቇ                 (19)
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2.3 Simulation Model 

The simulation model was developed as part of the research project 

SmartShuttle. This paper focuses is on the description of the situation-de-

pendent adaptation of velocity for SBS/RS. The simulation model, however, 

includes other storage management policies, such as class-based storage, 

sequencing of retrieval requests, dwell point strategies, and warehouse re-

organisation. The model can be configured online (http://smartshuttle.hs-

heilbronn.de), the simulation run is started after entering the configuration 

data (size of the warehouse, velocity of elevators and shuttle carriers, etc.) 

on the server. The user receives the results automatically after the simula-

tion run is completed. This takes approximately five to thirty minutes. 

The simulation model can be used for tier-captive and tier-to-tier SBS/RS, 

see Figure 1. In addition, a combined version can also be simulated by add-

ing an elevetator in the middle of the aisle for transporting shuttle carriers 

to an originally tier-captive SBS/RS, see also Figure 1 (then not all tiers need 

to be occupied by shuttle carriers). In the combined version, the elevator in 

the middle is only responsible for transferring unloaded shuttle carriers to 

another tier on the basis of corresponding requests. The simulation is 

based on the software AutoMod. The visualization of the simulation model 

is three-dimensional. Figure 7 shows a visualization example of the simula-

tion model with a tier-to-tier configuration. 
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Figure 7: Visualization of the simulation model 

For the simulations performed for this paper, the capacity of the elevator 

and  shuttle carriers is one. This paper uses the simulation model for tier-

to-tier SBS/RS. The simulation model can simulate single- and double-deep 

SBS/RS. Also retrieval requests can be given as input, over a period of 

twenty four hours. The retrieval requests entered per hour are equally dis-

tributed during the hour in the SBS/RS. As soon as a retrieval request has 

been completed by the SBS/RS, it waits for a configurable time before it is 

sent to the SBS/RS as a storage request. Elevator and shuttle carriers travel 

singe- or dual-command cycles, depending on the current request situa-

tion. An attempt will be made whenever possible to travel dual-command 

cycles. Each tier can accommodate a maximum of one shuttle carrier. Fig-

ure 8 shows the process of single- and dual-command cycles of elevator 

and shuttle carriers. 

 

 

Shuttle carrier 

Tote on shuttle carrier 

Elevator 

Tote on storage location 
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Figure 8: Single- and dual-command cycle of elevator and shuttle carrier 

The following outputs of the simulation run were measured: energy con-

sumption of the shuttle carriers, energy consumption of the entire SBS/RS, 

throughput of the SBS/RS (one aisle is considered) and retrieval request 

processing time. The energy consumption of all shuttle carriers is measured 

every hour over a simulation period of twenty four hours. The troughput of 

the SBS/RS  and the retrieval request processing time is also measured 

every hour. The retrieval request processing time refers to a single position 

of an order. In result when a tote leaves the SBS/RS, the retrieval request 

processing time for it is measured. The retrieval requests are assigned to an 

order (positions of an order). The quantity of retrieval requests that belong 

to an order influences the retrieval request processing time, since the 

SBS/RS then simultaneously enters this quantity of retrieval requests at an 

equally distributed time within the hour. If there are many orders entering 

the system, then the retrieval request processing time increases. For this 

study, the amount of retrieval requests assigned to an order is equally dis-

tributed between one and nine. The storage management policy closest-
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location is used. Elevator and shuttle carriers travel to the closest possible 

location to store a tote. That leads to random storage assignment in the 

filled area of the aisle, because every tote in the SBS/RS is chosen with the 

same probability to be retrieved. In result totes that entering the SBS/RS 

could be stored in this (new) free storage locations. The dwell-point is 

point-of-service-completion (POSC). The retrieval request processing fol-

lows the first-in-first-out (FIFO) principle by the shuttle carriers within the 

tiers. The elevator also follows the FIFO-principle. However, in the case of 

many retrieval requests, some retrieval requests may have longer waiting 

times, since there is no shuttle carrier in the corresponding tier and the el-

evator travels to the closest location to transport a shuttle carrier to an-

other tier.  

2.4 Algorithm for adaption of velocity 

The algorithm is based on a closed loop control with three-step controller 

with hysteresis, as described in the literature, e. g. in [1]. Figure 9 shows the 

controller output (velocity) depending on the controller input (waiting re-

trieval requests). 
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Figure 9: Output signal from the three-step controller, dependent from the 
input signal 

The algorithm includes storage requests as another input signal. If the stor-

age requests exceed a configurable limit, the highest velocity is issued, re-

gardless of the number of waiting retrieval requests. This can prevent long 

queues forming at the entry point of the SBS/RS. The behavior of the three-

step controller, as shown in Figure 9, only occurs as long as there are fewer 

waiting storage requests than the configured limit. In addition to the veloc-

ity adjustment, an adaptation of the acceleration and the deceleration 

takes place. 
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The algorithm is shown below: 

if retrieval requests >= upper limit max retrieval requests or storage requests >= limit 

storage requests 

 set velocity, acceleration, deceleration to max value 

else 

if retrieval requests =< lower limit max retrieval requests and velocity = 

max) or (retrieval requests >= upper limit retrieval requests min and veloc-

ity = min)  

  set velocity, acceleration, deceleration to middle value 

 else  

  if retrieval requests <= lower limit retrieval requests 

   set velocity, acceleration, deceleration to min value 

In the simulation model, the algorithm is executed after each completed 

cycle of the elevator and the variable values for velocity, acceleration and 

deceleration are set. The shuttle carriers check the variables before each 

travel and the values are updated. 

2.5 Results 

In the following, the influence of a situation-dependent adaption of the ve-

locity on the energy consumption for different variants is shown.  
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Table 1 shows the constant parameter values of the simulated SBS/RS. Ta-

ble 2 shows the variants. 

Table 1: Constant parameter values 

Parameter Value 

Distance between tiers [m] 0.4 

Distance between first tier and I/O-point [m] -1 

Distance between aisle and first storage position in 

lane [m] 
0.5 

Distance between aisle and second storage position 

in lane [m] 
1 

Storage positions per tier 100 

Distance between storage positions 0.5 

Velocity tote handling attachment, unloaded 2 

Velocity tote handling attachment, loaded 1 

Acceleration and deceleration tote handling attach-

ment, unloaded 
2 
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Parameter Value 

Acceleration and deceleration tote handling attach-

ment, loaded 
1 

Friction coefficient for shuttle carrier  0.06 

Friction coefficient for tote handling attachment 0.5 

Storage ratio [%] 95 

Mass elevator 100 

Mass shuttle carrier 100 

Mass tote 50 

Mass tote handling attachment 15 

efficiency factor for energy consumption elevator 

[%] 
70 

efficiency factor for energy consumption shuttle car-

rier [%] 
70 
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Parameter Value 

efficiency factor for energy consumption handling 

unit [%] 
70 

efficiency factor for energy recuperation elevator 

[%] 
40 

efficiency factor for energy recuperation shuttle car-

rier [%] 
40 

efficiency factor for energy recuperation tote han-

dling attachment [%] 
40 

Time Gap until a retrieved tote enters the SBS/RS to 

be stored [s] 
500 +-100 

SBS/RS 
Tier-to-tier, 

double-deep 

Tiers 12 

Velocity elevator 4 

Acceleration elevator 4 
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Parameter Value 

Velocity shuttle carrier 7 

Acceleration shuttle carrier 6 

Pick-up and set-down time shuttle carrier 4 

Velocity reduction middle [%] 60 

Velocity reduction min [%] 90 

 

Table 2: Variants 

Variant 1 2 3 4 5 6 7 8 

Retrieval 

requests 

per hour( 

100, 

70, 

90, 

150, 

200, 

300, 

50, 

30, 

170, 

100, 

70, 

90, 

150, 

200, 

300, 

50, 

30, 

170, 

100, 

200, 

300, 

150, 

100, 

50, 

30, 

10, 

20, 

100, 

200, 

300, 

150, 

100, 

50, 

30, 

10, 

20, 

100, 

200, 

300, 

150, 

100, 

50, 

30, 

10, 

20, 

100, 

200, 

300, 

150, 

100, 

50, 

30, 

10, 

20, 

100, 

70, 

90, 

150, 

200, 

300, 

50, 

30, 

170, 

100, 

70, 

90, 

150, 

200, 

300, 

50, 

30, 

170, 
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120, 

100, 

50, 

30, 

140, 

230, 

120, 

100, 

90, 

40, 

30, 

20, 

10, 

25, 

10 

120, 

100, 

50, 

30, 

140, 

230, 

120, 

100, 

90, 

40, 

30, 

20, 

10, 

25, 

10 

30, 

10, 

20, 

30, 

100, 

150, 

120, 

100, 

90, 

40, 

30, 

20, 

10, 

25, 

10 

30, 

10, 

20, 

30, 

100, 

150, 

120, 

100, 

90, 

40, 

30, 

20, 

10, 

25, 

10 

30, 

10, 

20, 

30, 

100, 

150, 

120, 

100, 

90, 

40, 

30, 

20, 

10, 

25, 

10 

30, 

10, 

20, 

30, 

100, 

150, 

120, 

100, 

90, 

40, 

30, 

20, 

10, 

25, 

10 

120, 

100, 

50, 

30, 

140, 

230, 

120, 

100, 

90, 

40, 

30, 

20, 

10, 

25, 

10 

120, 

100, 

50, 

30, 

140, 

230, 

120, 

100, 

90, 

40, 

30, 

20, 

10, 

25, 

10 

Upper 

limit max 

retrieval 

requests 

50 20 50 20 50 20 50 20 

Lower 

limit max 

retrieval 

requests 

40 10 40 10 40 10 40 10 
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Upper 

limit min 

retrieval 

requests 

30 5 30 5 30 5 30 5 

Lower 

limit min 

retrieval 

requests 

20 2 20 2 20 2 20 2 

Shuttle 

carriers 
5 5 5 5 2 2 3 3 

Pick-up 

and set-

down 

time ele-

vator 

4 4 4 4 4 4 1 1 
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Figure 10 to 15 shows the energy consumption for the shuttle carriers (only 

for traveling, without tote handling), the throughput of the SBS/RS and the 

retrieval processing time for all variants. The retrieval request processing 

time is the average of all retrieval request processing times of one hour. It 

is calculated separately for each hour. 

Figure 10: Energy consumption for traveling, shuttle carriers, variant 1 
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Figure 11: Throughput SBS/RS, variant 1 

 

 

Figure 12: Retrieval request processing time, variant 1 
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Figure 13: Energy consumption for traveling, shuttle carriers, variant 3 

 

Figure 14: Throughput SBS/RS, variant 3 
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Figure 15: Retrieval request processing time, variant 3 

Table 3 shows the energy consumption for the shuttle carriers and the 

SBS/RS (including tote handling, elevator and shuttle carrier traveling) 

without constant (or standby) energy consumption for elevator and shuttle 

carriers. Constant energy consumption is the consumption of energy that 

is independent from traveling or tote handling. Whether an elevator or 

shuttle carrier is active with traveling/tote handling or not, this value re-

mains the same. 
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Table 3: Energy consumption of variants 

 

Energy 

con-

sumption 

shuttle 

carriers  

[J/(24 h)] 

Energy con-

sumption 

for SBS/RS 

[J/(24 h)] 

Reduc-

tion of en-

ergy con-

sumption 

shuttle 

carriers 

[%] 

Reduc-

tion of en-

ergy con-

sumption 

SBS/RS 

[%] 

Variant 1 

with adap-

tion of ve-

locity 

50918139 71377549 7.85 5.86 

Variant 2 

with adap-

tion of ve-

locity 

51128641 71292362 7.47 5.97 

Variant 1 

and 2 with-

out adap-

tion of ve-

locity  

55258511 75817101  
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Energy 

con-

sumption 

shuttle 

carriers  

[J/(24 h)] 

Energy con-

sumption 

for SBS/RS 

[J/(24 h)] 

Reduc-

tion of en-

ergy con-

sumption 

shuttle 

carriers 

[%] 

Reduc-

tion of en-

ergy con-

sumption 

SBS/RS 

[%] 

Variant 3 

with adap-

tion of ve-

locity 

51647973 72075765 6.14 4.07 

Variant 4 

with adap-

tion of ve-

locity 

52486542 72757432 4.62 3.17 

Variant 3 & 4 

without 

adaption of 

velocity 

55028070 75137493  
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Energy 

con-

sumption 

shuttle 

carriers  

[J/(24 h)] 

Energy con-

sumption 

for SBS/RS 

[J/(24 h)] 

Reduc-

tion of en-

ergy con-

sumption 

shuttle 

carriers 

[%] 

Reduc-

tion of en-

ergy con-

sumption 

SBS/RS 

[%] 

Variant 5 

with adap-

tion of ve-

locity 

53132358 73301028 1.89 1.23 

Variant 6 

with adap-

tion of ve-

locity 

53790160 74044842 0.67 0.23 

Variant 5 & 6 

without 

adaption of 

velocity 

54153257 74217491  
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Energy 

con-

sumption 

shuttle 

carriers  

[J/(24 h)] 

Energy con-

sumption 

for SBS/RS 

[J/(24 h)] 

Reduc-

tion of en-

ergy con-

sumption 

shuttle 

carriers 

[%] 

Reduc-

tion of en-

ergy con-

sumption 

SBS/RS 

[%] 

Variant 7 

with adap-

tion of ve-

locity 

50094455 71169149 12.00  8.76 

Variant 8 

with adap-

tion of ve-

locity 

52937432 74093209 7.00 5.01 

Variant 7 & 8 

without 

adaption of 

velocity 

56925019 78000624  

As can be seen in the figures, throughput is only slightly changed by the ad-

aptation of the velocity. In the first four variants, the lift is the major bottle-

neck, as the SBS/RS is equipped with five shuttle carriers. For variants five 
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and six, the shuttle carriers are the bottleneck, since only two shuttle carri-

ers are used. The retrieval request processing time increases slightly due to 

the velocity adaption during peak times for variants five and six. Variants 

five and six have an retrieval request entry that uses the SBS/RS with many 

retrieval request at peak times and rarely otherwise. Since only two shuttle 

carriers are available, the achievable maximum throughput is lower. This 

creates a long queue at the peak. The SBS/RS therefore runs at maximum 

velocity most of the time. Only when the queue is reduced, the velocity is 

reduced. Reducing of the queue takes longer than with variants three and 

four (which have the same hourly retrieval requests) due to fewer shuttle 

carriers in the SBS/RS. Since only very few retrieval requests are received 

between the two peaks, only a few retrieval requests are processed corre-

spondingly at a reduced velocity.  

Variant seven has the highest savings potential, here the retrieval request 

intake is rather evenly distributed, there are also two peaks, but in the 

meantime more retrieval requests are coming into the system. Accordingly, 

it is more often possible to travel at reduced velocity. Variation seven also 

has broader limits for the algorithm, so the velocity is reduced earlier re-

spectively increased sooner. Nevertheless, the throughput and the retrieval 

request processing time is only slightly affected.  

The influence of the broadened limits for the algorithm is most apparent 

when comparing variants five and six. Variant five has the broader limits 

and the retrieval request processing time is significantly higher at the sec-

ond peak than at variant six, in which narrower limits are used. 

Accordingly, the application of the algorithm depends on a suitable param-

eterization of the limits. The broader the limits, the more energy can be 
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saved. At the same time, from a certain point on, a significant reduction in 

throughput and retrieval request processing time occurs. These should be 

avoided. Narrowed limits leads to less influence of the algorithm to save 

energy.  

The retrieval request situation also has an impact on energy savings: if the 

SBS/RS receives more retrieval requests than it can handle, a long queue is 

formed. Then, the velocity cannot be reduced until the queuing is largely 

reduced. If there are subsequently no phases with request entries below 

the achievable throughput of the SBS/RS, there is little potential for saving 

energy. Velocity can only be reduced while the retrieval requests intake is 

less than maximum throughput. 

The variants show that often energy savings of more than 5% are possible 

without having a significant effect on the throughput achieved and the re-

trieval request processing time. The energy consumption for the traveling 

of the shuttle carriers could be reduced in the variants up to 12 percent and 

the total energy consumption up to 8.76 percent. 

3. Conclusion 

This paper shows an analytical model for the energy calculation of SBS/RS 

and an algorithm for situation-dependent velocity adaptation. The analyti-

cal model is based on the balance of forces of the moving masses. For the 

horizontal movement the friction was considered. This model can be used 

to determine the energy consumption of the elevators, the shuttle carriers 

and the tote handling attachement. The algorithm is based on a three-step 

controller. The input signal is the number of retrieval requests. The output 

signal is one of the three velocity levels. The algorithm is configurable and 
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can be adapted to a specific SBS/RS. If the limits for adjusting the velocity 

are chosen to be relatively high, a higher amount of energy can be saved. 

Excessive limits can lower throughput, however. The algorithm reduces the 

energy consumption, but at the same time the throughput is hardly influ-

enced by proper parameterization. The algorithm and the energy model 

were applied within a simulation model of an SBS/RS. Results for energy 

saving and minimal impact on throughput and retrieval request processing 

time were shown. 

Further interesting research topics for future work:  

 The analytical energy model does not calculate energy savings by 

lowering the velocity of the elevator, so the velocity of the eleva-

tor was not lowered by the algorithm. By extending the model, it 

would be possible to calculate reductions of energy consumption 

by velocity regulation of the elevator. The algorithm allows shut-

tle carriers and elevators to reduce their velocity.  

 The algorithm can be optimized in terms of energy savings, pos-

sibly by increasing the steps (multi-step controller) or another 

closed loop control.  

 The input size for the algorithm can be changed. It does not nec-

essarily have to be the quantity of retrieval requests that causes 

the velocity adaption, it may also be the waiting time of the shut-

tle carriers or the utilization of shuttle carriers. It is also conceiva-

ble to adjust the velocity to request-related priorities or specified 

deadlines.  



Algorithm for Situation-dependent Adaptation of Velocity for SBS             263 
 

 
 

 Methods of artificial intelligence, e.g. for deep reinforcement 

learning for adapting the velocity and optimize energy savings for 

SBS/RS. 

 Furthermore, a velocity reduction also leads to less maintenance 

costs, and this relationship could be explored in the future. 
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Supply Chain Processes 

Stephanie Niehues1, Tan Gürpinar1 
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Purpose: Based on technological progress, companies innovate and design a variety 
of new processes to be implemented in order to gain a competitive advantage. Nev-
ertheless, many companies face issues during the initial integration of these emerg-
ing technologies with their existing business processes. This paper will collect and 
analyze existing procedures to leverage process innovations by means of emerging 
information- and production technologies with disruptive potential. 
 
Methodology: An exploratory research of relevant procedures for the implementa-
tion of new processes is chosen to give a systematic overview of existing models. Fur-
thermore, requirements for the technology integration of emerging information 
technologies and production technologies are collected within a systematic content 
analysis and based on these requirements, the existing models are compared and 
evaluated.  
 
Findings: None of the existing models meet the requirements of a technology-based 
integration of process innovations. In order to integrate particularly emerging tech-
nology based innovations into business processes, existing models must be further 
developed, particularly with regard to the flexibility requirements of industry 4.0 pro-
cess changes. 
 
Originality: This paper collects and compares all important models for the imple-
mentation of process innovations, based on requirements specific to the integration 
of emerging information- and production technologies. Blockchain technology and 
additive manufacturing are used as exemplary current technologies with disruptive 
potential.  
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1 Introduction 

The development of emerging technologies, especially of those that have a 

disruptive potential, are increasingly changing existing business processes 

and affecting the entire supply chain of organizations. In recent years, more 

and more administrative processes have become obsolete and new pro-

cesses based on given disruptive technologies have diffused into the pro-

cesses of organizations. Many of these so called process innovations have 

been integrated into existing business processes without a strategic ap-

proach.  

One important field to represent process innovations is the field of IT tech-

nologies, where we have process innovations like the blockchain technol-

ogy that has the potential to radically change business processes. Organi-

zations from various industries already started pilot projects to transfer the 

technology to their specific case of application. The blockchain, represent-

ing a ledger of data that gets distributed over several network nodes, builds 

a base not only for digital money transactions, but also for chaincode, the 

so called smart contracts, which represent the missing link for the realiza-

tion of the vision of Industry 4.0 and the Internet of Things. (Xu, Weber and 

Staples, 2019, p. 3 ff.) Apart from IT technologies, we also have manufactur-

ing technologies with disruptive potential. Building up on the digitalization 

of processes, new product manufacturing possibilities like additive manu-

facturing are out into place. The technology also possesses an enormous 

potential to affect the entire supply chain by creating the ability to save 

costs and pare down process steps in several stages (Moreira, Ferreira and 

Zimmermann, 2018, p. 262) 
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In this paper, the most important models for the integration of processes 

will be listed in order to evaluate their suitability for the integration of dis-

ruptive technologies like blockchain and additive manufacturing along the 

following research questions: 

 What requirements can be seen for the integration of process 

innovations, with emphasis on new technologies? 

 In which areas do existing integration models have to be adapted, 

in order to achieve a structured integration of new technologies? 

2 Theoretical background 

2.1 Innovation 

Innovation, as defined by Porter, includes both technological improve-

ments and better methods or ways of doing things. This can manifest itself 

in product changes, process changes, new marketing approaches, new 

sales forms and new concepts on scope and reach. (Porter, 2014) 

In the result-oriented view, innovations are consequently understood as 

"technological, economic, legal and social innovations in the form of prod-

ucts, processes, contract forms and distribution channels". (Corsten and 

Gössinger, 2016, p. 6 ff.) The various innovations are differentiated in more 

detail by describing the subject of innovation (performance, process, mar-

ket or social), the degree of innovation (incremental or radical) and the ref-

erence unit for determining the novelty characteristic (business-oriented, 

customer-oriented, competitive) (Schallmo and Brecht, 2017, pp. 23–24).  
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2.2 Process Innovations 

Process innovations can be described as process improvements which in-

clude product creation process procedures and/or information distribution 

procedures. This type of innovation focuses on technologies that make pro-

cesses more effective and consistent (Winkler and Kaluza, 2008). In combin-

ing the terms "process" and "innovation", process innovations can thus be 

understood as the renewal of an entire process or of individual process 

components (e.g. tasks and services). With regard to the degree of innova-

tion, it should be noted that both radical and incremental further develop-

ments of processes occur. (Schallmo and Brecht, 2017, p. 25)  

To build the link to disruptive technologies, blockchain technology can be 

seen as a radical process innovation by influencing the entire settlement of 

payment processes that can be secured and automatized (Holotiuk, Moor-

mann and Pisani, 2019, p. 199 ff.). Furthermore, a process innovation can 

be represented by the adoption of technically new or significantly im-

proved production methods (OECD, 2005, p. 53; Raymond and St-Pierre, 

2010, p. 48). Thus, the introduction of additive manufacturing can be seen 

as a radical process innovation for organizations and supply chains. (Marzi, 

et al., 2018, p. 185).  

3 Methodology 

To evaluate existing models for the integration of new process, in a first 

step, existing models are collected within a systematic review following the 

approach of Fettke & Loos. After the systematic collection, the models are 

documented, in order to evaluate them on the basis of set criteria. (Fettke 

and Loos, 2004, p. 3) 
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In a second step, the requirements to evaluate the models are collected. 

Therefore we take into account requirements for the integration of innova-

tions in general and requirements of IT- or rather production technologies 

for their integration in supply chain processes. Based on those require-

ments, the existing models are compared in regard to their suitability for 

the integration of disruptive technologies in existing supply chain pro-

cesses. 

3.1 Existing models for process management 

3.1.1 Allweyer 

The business-process-management-cycle of Allweyer (Figure 1) is primarily 

focused on IT-related processes, but can also be simultaneously  applied to 

different fields (Allweyer, 2012, p. 89).  

Figure 1: Business process management cycle (Allweyer, 2012, p. 91) 
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The first phase of the cycle, strategic process management, essentially re-

fers to the design of the company and its relations with the environment. 

The next phase, "process design", has the task to identify, document and 

analyze the business processes of a company (Allweyer, 2012, p. 91 ff.). The 

third phase of the business process cycle deals with the question of how the 

designed business processes will be put into practice. (Allweyer, 2012, pp. 

145, 314-315). The last phase, "process controlling", closes the business 

process management cycle. Essential tasks are the planning, monitoring 

and evaluation of the processes carried out during operation. (Allweyer, 

2012, p. 385).  

3.1.2 Brecht  

Brecht's process model (Figure 2) contains five total phases, each of which 

is based on one another. These five phases are comprised of multiple sub-

sections. 

Figure 2: Procedural model by Brecht (Schallmo, Brecht and Ramosaj, 
2018, p. 38) 
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In the first phase of strategic process design, the strategic business areas of 

the company are analyzed with the help of process architecture planning. 

In the second step, the strategic process design is refined until it is possible 

to collect the necessary reference variables needed to measure the new 

process performance. This is done so that not only will the processes of the 

developed process map be implemented as far as possible in the strategic 

process control phase, but they will also be regularly examined with regard 

to their output. In the phase of operational process control, the developed 

processes of process design are planned and implemented (Brecht, 2002, 

p. 207 f.). The process development phase represents the activities that 

evaluate the process potential gained while also initiating possible process 

optimizations. (Brecht, 2002, p. 202) 

3.1.3 Davenport 

The process model of Thomas H. Davenport can be divided into five phases, 

as shown in the figure below (Figure 3). 

Figure 3: Procedural model by Davenport (Davenport, 1997, p. 25) 

In the first phase, the processes that are to be improved or adapted must 

be identified. As such, all processes of the process map are examined with 

regard to this aspect. In the second phase the central question is where to 

start improving and changing processes in order to achieve the greatest 

possible effect. (Davenport, 1997, p. 36). 

In the third phase, the goal is to determine the future characteristics of pro-

cesses and then generate specific, measurable criteria for said processes. It 
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thus links the strategic corporate goals with the operational procedures 

(Davenport, 1997, p. 119). Before the new process can be created, the exist-

ing process is first evaluated on the basis of the created process vision in 

the fourth phase. (Davenport, 1997, p. 137). The final phase, development 

and prototyping, elaborates the new processes and introduces them into 

the company. In addition, the organizational structure for the new process 

is determined (Davenport, 1997, p. 153).  

3.1.4 Österle 

The process model for the introduction of process innovations by Österle is 

divided into a total of eleven phases (Figure 4).  

Figure 4: Procedure model by Österle (Schallmo and Brecht, 2017, p. 42) 

The first phase, the creation of a process vision, aids the process design in 

searching for fundamentally new solutions and subsequently outlines the 

new process. (Österle, 1995, p. 63 ff.). A further performance analysis has 

the function of recording, evaluating and documenting services in detail 

(phase two). The next phase of the process planning aims at determining 

the tasks of a process and their sequence by assigning them to organiza-

tional units. (Österle, 1995, p. 85) In  phases four and five, workflow man-

agement systems are presented to support the process control (Österle, 

1995, pp. 100–101).  
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One level below, we have architecture planning as the focal point. Accord-

ing to the definition, this is a part of strategy development (Österle, 1995, 

p. 128). In phase seven, the IT Assessment focuses on the search for new 

potentials in the IT field. Phase eight, focuses on the analyzation of the co-

operation between customer and supplier in order to increase customer 

benefits. Furthermore, the "task-related analysis" deals with the search for 

improvement potentials in the respective processes on the basis of the pro-

cess characteristics or command variables. Prior to the last phase, stand-

ards are set for the process including all its components, until the proce-

dure model finally deals with organizational monitoring (Österle, 1995, p 

159ff.).  

3.1.5 Schallmo & Brecht 

The Schallmo and Brecht model is the most up-to-date procedural model 

of our selection, with respect to time. The authors often refer to the expla-

nations of the Österle. However, in their own model, they limit themselves 

to a total of seven phases (as opposed to the eleven phases seen in the 

Österle model) as shown below (Figure 5). 

Figure 5: Procedure model by Schallmo and Brecht (Schallmo and Brecht, 
2017, p. 67) 
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In the first phase of the "Business Model Analysis" model, the foundation is 

laid for future phases of the process model (Schallmo and Brecht, 2017, 

p. 85). The second phase of the procedural model deals with the planning 

of the process architecture. (Schallmo and Brecht, 2017, p. 103). The third 

phase of the procedural model focuses on the development of a process 

vision. (Schallmo and Brecht, 2017, p. 126). In the fourth phase, process ser-

vices are to be developed. Important activities are the creation of a clear 

presentation of the process to be considered in interaction with other pro-

cesses. (Schallmo and Brecht, 2017, p. 148). The fifth phase of the proce-

dure model focuses on the creation of process flow diagrams and the nec-

essary steps for the creation of such a flow chart (Schallmo and Brecht, 

2017, p. 158). In the sixth phase of the procedure model the process control 

is created. (Schallmo and Brecht, 2017, p. 170). The last phase deals with 

techniques for the implementation of process design (Schallmo and Brecht, 

2017, p. 180).  

3.1.6 Becker 

The procedure model according to Becker et al. is comprised of the seven 

phases shown below. (Figure 6)  

Figure 6: Procedure model by Becker et al.  (Schallmo and Brecht, 2017, 
p. 37) 
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In the first phase of the procedure model all measures are taken to ensure 

the creation of high-quality process models (Becker, Kugeler and Rose-

mann, 2012, p. 51). The focus of the second phase deals with either the cre-

ation of a new process or the modification of an existing framework. 

(Becker, Kugeler and Rosemann, 2012, p. 113). In the third phase, the actual 

state of the company or process must be presented and modelled. (Becker, 

Kugeler and Rosemann, 2012, p. 166).  

Based on the third step, the fourth phase can be used to initiate target mod-

eling and process optimization. (Becker, Kugeler and Rosemann, 2012, 

p. 197). The fifth phase of the procedure model aims to efficiently optimize 

business processes with regard to the criteria time, quality, and costs 

(Becker, Kugeler and Rosemann, 2012, p. 229).  

The penultimate stage deals with the implementation of the created pro-

cesses in the company, while the seventh and final stage of the Becker pro-

cess model deals with continuous process management (Becker, Kugeler 

and Rosemann, 2012, 8 ff.).  

3.1.7 Schmelzer & Sesselmann 

The business process model of Schmelzer und Sesselmann consists of four 

phases (Figure 7). A communication and training program runs parallel to 

phases one through four.  
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Figure 7: Procedure model by Schmelzer & Sesselmann (Schmelzer and 
Sesselmann, 2013, p. 545) 

In the first project phase of the business process management, the initial 

situation is analyzed and the strategic orientation of the organization is re-

viewed. The focus of the conception phase is the identification and defini-

tion of business processes with their sub-processes as well as the frame-

work decisions for the implementation phase (Schmelzer and Sesselmann, 

2013, p. 551 ff.).  

The third project phase essentially follows the milestones of the action plan 

adopted in a management workshop. These three phases all work together 

to reach the final project phase, which has the highest priority in the pro-

ject. (Schmelzer and Sesselmann, 2013, p. 566 ff.). 

3.2 Requirements of technology integration 

Technology integration is a special challenge to most organizations, both 

in terms of activity volume and period of time. In particular the integration 

of innovations offers several requirements. These requirements will be 
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summarized in the following chapters and categorized following the hu-

man-technology-organization-approach (HTO) (Karltun, et al., 2017).  

3.2.1 Human-centered requirements 

Motivation of the staff 

As a first point to address human-centered aspects, it is imperative that the 

organization is able to motivate their staff to comply with the necessary 

technology. Following (Delany and D'Agostini, 2015, p. 10), it can be differ-

entiated between promotion- or prevention-focused employees, that each 

need a different motivational approach. 

Thus, the entire technological change process should be designed openly 

and transparently during its course. This allows employees to participate in 

the content of the project. (Ahsen, 2010, p. 10; Wellbrock and Göpfert, 2015, 

p. 285). In addition to transparency issues, knowledge management should 

also be taken into account for staff in innovation projects. (Hervas-Oliver, 

Sempere-Ripoll and Boronat-Moll, 2014, p. 882) 

Strategy to adapt changes 

The change process of the organization is of great importance in the con-

text of technology integration. The corporate environment in which the in-

tegration is carried out, has to be adapted in such a way that the result of 

the integration can be used successfully. (Pleschak and Sabisch, 1996, 

pp. 128–129; Hervas-Oliver, Sempere-Ripoll and Boronat-Moll, 2014, p. 882) 

Human factors play an especially important role when integrating emerg-

ing technologies into modern supply chain processes. Since employees of 

different supply chain partners will be affected by the integration, a clear 
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overarching strategy needs to be developed and integrated in a flow-ori-

ented way. (Wellbrock and Göpfert, 2015, p. 291) 

3.2.2 Technology-centered requirements 

Consideration of challenges and opportunities 

Integration challenges and opportunities can be identified by the organiza-

tion through an assessment of the existent technologies and their environ-

ment. For IT technologies this would also include business applications and 

supporting infrastructure. Required for a consideration in terms of chal-

lenges, it is necessary to raise one-time and time-phased costs, as well as 

risk related information(Nahass, Smith and Curragh, p. 4) 

Technical decisions 

As a further requirement category, the organization needs to take profes-

sional decisions regarding the actual technical integration. Therefore, it is 

necessary to consider adaptions to the current technological infrastructure 

and possible upgrades to be applied in order to fulfill future needs. (Delany 

and D'Agostini, 2015, pp. 22–25) Another aspect of interest would be the de-

gree of autonomy that plays a particularly important role for IT technolo-

gies. Therefore, (Hasselbring, 2000, p. 35) it is a frequent requirement to 

have technologies that are about to be integrated, remain autonomous. 

(Nahass, Smith and Curragh, p. 4). 

Process and product innovation 

In many areas where innovations take place, they do not take place inde-

pendently. Various innovations are mutually dependent. This applies in 

particular to the implementation of process innovations. Thus, the intro-

duction of new process technologies, such as additive manufacturing, is a 
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component of process innovations. (Pleschak and Sabisch, 1996, pp. 20–

23). "Process and product technologies often are equal partners in innova-

tion because process technology has to be in place to support new product 

innovations and without this capability new product developments will 

fail." (Brown, 2001, p. 467) Under this assumption it follows that a profound 

coordination between product and process innovation is necessary in a re-

ciprocal relationship (Lischka, 2011, pp. 18–23).  

Strategy to integrate the technology 

In order to finally introduce and manage new technologies, it is important 

to develop a vision that is easily transferable to a technological strategy. 

This strategy will also strongly support the aforementioned aspect of staff 

involvement, because only those who know the purpose and the goal of 

process change will fully support the integration process (Harrison, 1990, 

p. 165). Furthermore, a technological edge over competitors can only hap-

pen if the supply chain is formulated with a broad production strategy and 

is implemented together with all its partners (Birasnav and Bienstock, 2019, 

pp. 143–144). 

3.2.3 Organizational-centered requirements 

Planning and structured approach 

First and foremost for the organizational aspects, early planning activities 

and a clear understanding of the technology's attributes and functions are 

essential requirements for a successful integration. This stage is strongly 

connected to the organization's business model and builds the basis for 

several existing integration approaches to be chosen from. (Hasselbring, 

2000, pp. 33–36) 
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To get a clear understanding of the technology, the organization should ex-

amine key attributes, considering all areas from which various require-

ments may possibly originate. Following Gollapudi, these ten attributes are 

key for an examination of the proposed technology: usability, interopera-

bility, common business views, agility, scalability, reliability, openness, 

manageability, infrastructure and security (Gollapudi, Jangeti and Ko-

tapati, 2012). 

Holistic approach 

Moreover, an important aspect is that the integration approach supports 

all aspects of the process innovation: from planning to introduction phase. 

A holistic approach to the integration of disruptive technologies is neces-

sary.  

Through a holistic approach and thus given transparency throughout all 

phases of the innovation project, necessary corporate structures that are 

affected by the innovation are taken into account and can be included in 

the transformation process (Wilfling, 2013, p. 44). 

Complexity reduction 

For most companies, innovation processes are unique because they cannot 

be structurally located in the normal organizational structure. They run 

parallel to most processes and usually affect several departments. As a re-

sult, projects and especially innovation projects are conspicuously com-

plex due to their structure (Ahsen, 2010, p. 10). Finding the right measure of 

complexity is therefore a major challenge. An important aspect of complex-

ity control is therefore to break down the core task and divide it into several 

sub-tasks. (Pleschak and Sabisch, 1996, p. 29)   
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Control mechanism 

Control of the process is an important instrument in process management 

and in every management task. Controls are used to check the effective-

ness of actions and ensure the quality of results. Often, the control of an 

activity takes place after its completion. Due to the long period of strategic 

processes, such as innovation processes, a final check alone is not suffi-

cient. Further controls during the course of the project are necessary (Hun-

genberg, 2014, p. 369; Wellbrock and Göpfert, 2015, p. 291). So-called mile-

stones in the course of the project are planned as control points. These can 

be seen as points at which sub-sections are completed. Hence, these mile-

stone checks are necessary to determine if there is satisfactory progression 

within the project (Hungenberg, 2014, p. 306).  

Methodological instruments 

Methodological competence is particularly important in project manage-

ment. Project planning and controlling instruments must be understood 

and applied. These competencies are a particularly important means of 

achieving project goals and adhering to time and resource constraints. 

(Hölzle, 2007, pp. 15–17).  A well planned, methodological approach to 

problems aids in both reducing and structuring the workload (Ahsen, 2010, 

p. 72). The importance of sufficient planning and targeted control methods 

in project management can be statistically proven in most cases (Albers 

and Gassmann, 2011, p. 494).  

Flexibility Enhancement 

Another evaluation criterion is the freedom associated with a flexible inno-

vation process design. In general, many different solutions can be applica-

ble in this regard. However, in order to achieve the best possible solution, 
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subject-specific decisions are necessary (Pleschak and Sabisch, 1996, 

p. 57). Thus, an ongoing adaptation of the project to the developing condi-

tions is essential in order to prevent disruptions over the course of the pro-

ject (Pleschak and Sabisch, 1996, p. 168). It is often a challenge to find the 

balance between the necessary freedom and the necessary room for ma-

neuvering. Additionally, a sufficient structure with measurable and tangible 

goals helps to achieve the best possible project result. 

As a final step of the chapter, the requirements can be summarized and as-

signed to the higher level HTO-categories, as can be seen in Figure 8.  
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Figure 8: Summary of requirements 

The integration of technological process innovations requires employees 

within the entire supply chain to develop a precise understanding of the 

technological components and their characteristics. Furthermore, it is im-

portant to pursue a clear integration strategy to consider challenges and 

opportunities. On the organizational side, a clear determination of existing 
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processes and responsibilities has to be achieved. How these aspects are 

addressed by current models will be analyzed in the next chapter. 

4  Model Evaluation 

In order to examine the different models and make them comparable, the 

following table compares them with regard to the requirements for the in-

tegration of technologies as process innovations in corporate structures. 

The evaluation is based on the above-mentioned literature sources, which 

were also used for their brief introduction. 

Three categories are used in the evaluation in order to ensure the clarity of 

the valuation and to obtain unambiguous evaluations without much dis-

persion (Ahsen, 2010, p. 49f). The three evaluation categories for the mod-

els are "fully satisfied" (+), "partially satisfied" (0) and "not satisfied" (-). 
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Table 1: Model Evaluation 
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Planning 
and Struc-
tured Ap-
proach 

+     0 + + + + 0 

Holistic Ap-
proach +        0 + 0 0 + + 

Complexity 
Reduction 

-      - - - 0 0 0 

Control 
Mechanism +      + 0 + + + + 

Methodo-
logical In-
struments 

+      + + + + + + 

Flexibility 
Enhance-
ment 

0      0 - - 0 - 0 
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5 Findings 

The evaluation table shows that a model, holistically oriented towards 

technological process innovations, is not yet available.  

It becomes obvious that especially aspects from the technology cluster are 

underrepresented in current models. Especially in terms of challenges and 

opportunities, as well as technological decisions to be made, organizations 

have to consider much more far-reaching aspects. In particular blockchain 

technology contrasts with traditional technologies that used to aim at the 

optimization on operational level. In contrast, technical decisions related 

to the blockchain architecture, rights and obligations of the network nodes 

and the related consensus algorithm affect the supply chain on a much 

more strategical level. (Vasilievich Babkin, et al., 2018; Queiroz, Telles and 

Bonilla, 2019) 

Also when considering the integration of additive manufacturing, it is par-

ticularly important to formulate technical decisions precisely in advance 

and to select a suitable processing method on that basis. (Dwivedi, Sri-

vastava and Srivastava, 2017, pp. 975-977) In addition to the processing 

method, the procurement structure of materials in the supply chain, as well 

as the after-sales services, the logistics and expenses are further aspects in-

tegration models would need to consider. (Lindemann, et al., 2012, p. 179) 

Above all, the integration challenges of additive manufacturing lie in the 

production process itself. It is important to note that production speed and 

quality cannot be compared with other processing methods.  (Dwivedi, Sri-

vastava and Srivastava, 2017, p. 975) 



288  Stephanie Niehues and Tan Gürpinar 

 

 

Another aspect that should be highlighted in the technical cluster is "prod-

uct and process innovation" and "strategy for technological integration". 

In this context, it is necessary that processes and their assignment to spe-

cific areas of the organization are clearly determined and recognized in the 

integration procedure. In particular when it comes to blockchain technol-

ogy, its integration has to be accompanied by a necessary restructuring and 

reorganization of processes. This is because the technology affects multiple 

different processes in the company and beyond. Its impact hence, has the 

ability to automatize and change payment-, procurement- and data sharing 

processes radically. The involvement of supply chain partners therefore, 

plays a significant role for integration models that still lack a systematic 

concept in this context. (Toma et. al, 2019, pp. 288-299; Kamble, Gun-

asekaran and Arha, 2019) 

Additive manufacturing has an impact on both product and process inno-

vations like the spare parts management of after-sales services. This rela-

tionship becomes particularly visible in the design process where the new 

manufacturing process and its design liberties but also limits have to be es-

tablished. (Dwivedi, Srivastava and Srivastava, 2017, p. 976)  

Further organizational aspects that are noticeable in the evaluation of the 

models, are the lack in complexity reduction mechanisms and flexibility. 

However, the development of new and disruptive technologies makes it 

necessary to bring the more complex and interconnected change processes 

into manageable modules capable of processing. Innovations also lead to 

new requirements for the flexibility of change processes. A simultaneous 

change and adaptation process should be implemented into newly devel-

oped models. Flexibility is particularly necessary in the area of blockchain 
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and additive manufacturing, because the technologies not only offer the 

possibility to use one specific application, but offers multiple application 

fields and possibilities throughout the entire product life cycle. It is there-

fore particularly important to not only remain on one path of change, but 

also to include changes in related fields and use scaling effects. (Linde-

mann, et al., 2012, pp. 177-180) 

The involvement of employees and their needs, as the last cluster, already 

works very well for the most models. Above all, the Sesselmann & 

Schmelzer model best represents the integration of the employee into the 

change process with a continuous communication and information mod-

ule. Also a practical control mechanism is available in most of the models. 

Only in this way investments can be tracked and justified, in order to 

strengthen management support for further process innovation activities. 

6 Conclusion 

To return to the initial research questions, chapter 5 already presented re-

quirements that are relevant for the integration of technological process 

innovations. Through the exemplary investigation of blockchain technol-

ogy and additive manufacturing, also special requirements for IT- and pro-

duction technologies were highlighted. 

To answer the second research question on how models for the integration 

of technological process innovations have to be adapted, it can be stated 

that the systematic review focused generic models for process integration, 

which did reflect some, but not all the requirements needed for the integra-

tion of technological process innovations. Further steps in conducting re-

search therefore should include the development of a technology-centered 
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model for the integration of technological process innovations. Following 

the principle of flexibility, the model should have possibilities to revise a 

transformation path and offer different modules for different types of inno-

vations, as in our example IT- or production related technologies. 

Above all, the evaluation also showed that the aspect of network integra-

tion is not yet considered in most models. However, the increasingly inter-

connected cooperation of companies in different value-added stages along 

the supply chain makes it necessary to integrate new technologies across 

companies.  

In particular, considering the integration of blockchain technology, it has 

become clear that existing models do not currently meet the necessary re-

quirements needed in the overall integration planning. In particular, the far 

reaching strategical consequences for the organization have to be ad-

dressed correctly, while existing models still aim at technologies that can 

be controlled on an operational level. Moreover, the increased technical 

complexity leads to a greater importance of initial technical decisions to be 

made, like the blockchain architecture type, the consensus algorithm and 

scalability approaches. Apart from that perspective, institutional and legal 

norms also emerge as highly applicable integration problems and do not 

find enough recognition in existing models. Likewise, we a have similar out-

come for the integration of additive manufacturing. Here, it should be par-

ticularly important to consider both product and process innovations. This 

is because an appropriate utilization of 3D printers can usually only occur if 

the design liberties are taken into account. 
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Purpose: In recent years, supply chain innovation (SCI) has become a central char-
acteristic of firms in creating dynamic competitive advantages. The present study 
aims to examine the SCI literature in the last five years. 

Originality: Although there is much research on supply chain management (SCM), 
innovations, sustainable supply chain (SSC), and green supply chain (GSC), limited 
research has identified gaps in the SCI. 

Findings: The study offers useful implications for researchers, managers, market-
ers, and other stakeholders involved in the SCI. The study also motivates the re-
searchers to conduct additional studies in the area of SCI.  Furthermore, the results 
of this study contribute to building new research agendas concerning SCI.  

Methodology: The study adopts a qualitative content analysis approach to exam-
ine the literature on SCI (from 2014 to 2019). Qualitative software MAXQDA12 was 
applied for literature content' classification and coding. 
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1 Introduction 

A large amount of wealth and creating values occurs in the supply chain 

(SC) and supply chain management (SCM). SCM has an indispensable role 

in fostering organizational performance and improving supply chain inno-

vation (SCI). SCM is synonymous with combined logistics systems, focusing 

upon reducing the storage of goods through the supply chain (Chong et al., 

2011). 

The concept of supply chain(SC) refers to the procedures from the early raw 

resources to final and completed product connecting across supplier-user 

businesses, or as the roles inside and outside a corporation that allow the 

value chain to produce goods and offer facilities to the user (Chitale & 

Gupta, 2014; Cox, 1999).  

Researchers shows that ‘innovation’ is the skill of producing economic val-

ues from new ideas that represent progress in the economic development 

of organizations. Innovation is a significant factor in generating success and 

competitive advantages within organizations while at the same time, it has 

also brought significant challenges for organizations (Gao, Xu, Ruan, & Lu, 

2017; Schumpeter, 1934; Wu & Tsai, 2018).  

Supply chain systems are continually varying as an outcome of social as 

well as technological developments (Zijmet et al.,2019). The efficient func-

tioning of SC is particularly essential to those companies which attempted 

to improve their SC systems' effectiveness (Azevedo, 2013).  

Based on resource-based view (RBV), SCI integrates innovative activities 

with logistic approach (logistics-related services), innovative marketing-fo-
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cused activities (customer needs), and other related activities (e.g., devel-

oping technologies, creating new knowledge and technical skills) to aug-

ment joint profit (Bello et al., 2004; Jajja, Kannan, Brah, & Hassan, 2017; 

Paulraj & Chen, 2004; Wong & Ngai, 2019). SCI is a change in processes, tech-

nology, and network, meaning that SCI improves competitive advantage 

and organizational performance. 

By analyzing the literature of the supply chain innovation, we found that 

although numerous articles have been published regarding the SCI, none 

of them have thoroughly addressed the gaps in the SCI. Wong and Ngai 

(2019), systematically reviewed 18 years of the SCI literature in order to find 

the research gaps. However, their study focused only on a general overview 

of SCI employing Gregor's (2006) theory classification. It is still necessary to 

examine existing research gaps. In this study, we reviewed the SCI literature 

from 2014 to 2019 to identify research gaps and address some future re-

search directions on this critical topic. 

Hence, in this study we review and analyze the available literature, looking 

for an answer to the question of "RQ: how to make the supply chain more 

competitive?". Therefore, to reach the aim of the study, in the next section, 

an overview of the SCI literature will be given. Then we explain research 

methodology and present result of preliminary analyses. Content analysis 

by MAXQDA 2018 was applied. Finally, we reflect findings, and highlight 

some possible future research perspectives. 
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2 Literature Review 

SCI has been received many scholars' attention (Abdelkafi & Pero, 2018; Arl-

bjørn et al.,2011; Gao et al., 2017; Iddris, 2016; Munksgaard et al.,2014; Sabri 

et al.,2018; Tan et al., 2015; Yoon et al., 2016; Zimmermann et al., 2016) . In 

the 1980s, organizations focused on a range of diverse systems to achieve 

sustainable competitive advantages. However, since competitors mim-

icked these competitive advantages, they did not have the necessary sta-

bility. Indeed, attempts to optimize organizational processes without tak-

ing into account of external companies, especially suppliers and custom-

ers, seemed ineffective, and meanwhile, organizations in cooperation with 

each other had better performance. It was here that the supply chain con-

cept was born. (Stavrulaki & Davis, 2010). 

Porter (1990) and Drucker (1985) pointed out that innovation is a character-

istic feature of organizational sustainability, and organizations with high 

levels of knowledge in technology are required to pay more attention to in-

novation strategies. Innovation is indeed the process of transforming op-

portunities into new ideas, as well as the application of such new ideas to 

foster specific improvements (West & Farr, 1989).  

SCI is a procedure that can improve organizational processes to manage 

effective SCM through integrated interactions with suppliers, producers, 

distributors, and customers. (Lin, 2007). Thus, SCI causes time and cost re-

duction, developing novel operational techniques and reliable delivery sys-

tem for coping with growing changes in the business (Lee et al.,2011). Chap-

man et al. (2003), propose that service industries should focus on SCI for 

effective delivery services. Researchers agree that supply chain innovation 
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helps companies to maintain their competitive position and improve sup-

ply chain performance (Flint, Larsson, Gammelgaard, & Mentzer, 2005; 

Franks, 2000; Krabbe, 2007; Lee et al., 2011).  

Flint and Larsson (2007), examined innovation management process and 

SC Learning as an SCI' antecedents and considered as part as creating a 

customer. Herzlinger (2006), Highlighted three types of innovation in ser-

vice sectors (i.e., customer-focused, technology-based, integrated innova-

tion) in the SCI process. Hui et al. (2015) found that participatory manage-

ment influences the innovative performance of the supply chain. 

Dubey, Singh, and Tiwari (2012), found that innovation in supply chain pro-

cesses (e.g., sales management and the number of orders) had a significant 

effect on the SC performance. Thus, Suppliers and manufacturers required 

to transform their business through innovation in SC to gain success among 

competitive industries (Wong & Ngai, 2019). According to Shapiro & Wagner 

(2009), modeling technologies allow managers to manage data more effec-

tively in their companies, thus creating rationality in a supply chain net-

work. 

The supply chains are responsible for including any fast transfer and distri-

bution of technological innovations (Sabri et al., 2018). Cai et al.,(2009), 

found that SC-affiliated companies, which produce innovative products for 

the general market, might utilize a supply chain model to meet their daily 

innovative needs in the supply chain. 

Arlbjørn et al., (2011), considered SCI as a gradual or a fundamental change 

in the supply chain network, technology or business processes in the SC 

framework in their systematic review. 
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Moreover, recent discussions of sustainability and sustainable have been 

developed in supply chain. Sustainable supply chain (SSC) means manag-

ing of material, information, and coordination considering economic, so-

cial, and environmental dimensions. Researchers have claimed that emerg-

ing companies perform better in the sustainable supply chain (e.g., 

Nidumolu et al., 2015; PAGELL & WU, 2009). The sustainable supply chain is 

rooted in the traditional concept of SC. Therefore, evaluation of the SSC 

performance can be useful in creating transparency and fostering innova-

tion in the supply chain (Schaltegger & Burritt, 2014). It has been confirmed 

that supply chain management can encourage innovation in organizations 

(Chong et al., 2011). Given the sustainability of current competitive busi-

ness environments, researchers consider innovation as central to the sup-

ply chain (Jellali & Benaissa, 2015). 

The effect of SCI on companies depends on their size. In large-sized firms, 

when innovations are developed to improve supply chain performance, it 

may result in new businesses. Accordingly, SCI leads to the expansion of the 

portfolio for a large-sized company. This phenomenon happens when a 

company uses logistics innovation to optimize its core processes and 

launch new values in the marketplace (Abdelkafi & Pero, 2018). 

Reviewing the supply chain, Wong & Ngai (2019), found that the literature 

has tended to focus mainly on the concept of supply chain structures, ig-

noring the development of measures for operationalizing the concept. 

Therefore, by conducting in-depth analysis and analyzing the content of 

the studies, research gaps in SCI can be identified. As noted earlier, the pre-

sent study examines the SCI literature in the last five years (2014-2019). Ta-

ble 1 summarizes the articles, publication year, and field of study. 
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Table 1: The SCI Literature from 2014 to 2019 

Studies Journals/Proceedings  Area of Study 

Munksgaard 

et al., 2014  

Operations Manage-

ment Research 

Proposed an SCI model 

with three interactive 

components: network 

structure, technology, 

and business pro-

cesses. 

Artsiomchyk 

& Zhivitskaya, 

2015 

IFAC-PapersOnLine 

Proposes an inte-

grated approach to 

help companies man-

age innovation and de-

sign sustainable sup-

ply chains. 

Jangga, Ali, 

Ismail, & 

Sahari, 2015 

Procedia Economics 

and Finance 

Uncertainty and flexi-

bility of the supply 

chain 

Tan et al., 

2015 

International Journal 

of Production  

Economics 

Using big data to gain 

competitive advantage 

through SCI capabili-

ties. 
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Studies Journals/Proceedings  Area of Study 

Nasr, Kilgour, 

& Noori, 2015 

European Journal of 

Operational Research 

Examine innovation 

distribution versus 

protection between SC 

partners. 

Yoon et al., 

2016 

Technological Fore-

casting and Social 

Change 

Illustrated that SCI 

plays an essential role 

in fostering opera-

tional procedures for 

SC effectiveness. 

Iddris, 2016 
International Journal 

of Innovation Science 

Developing SCI'capa-

bility constructs 

Rajabian 

Tabesh, Batt, 

& Butler, 2016 

Journal of Food  

Products Marketing 

Relationship between 

different theoretical 

constructs and how 

they affect SCI and per-

formance. 

Stentoft, 

Mikkelsen, & 

Jensen, 2016 

Supply Chain Forum: 

An International  

Journal 

Comparison of exter-

nal and internal prod-

ucts from SCI' perspec-

tive 
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Studies Journals/Proceedings  Area of Study 

Gao et al., 

2017 

Journal of Cleaner  

Production 

Reviewing 107 studies 

published from 1996 to 

2014. Proposing a the-

oretical framework en-

compassing the mean-

ing of sustainable sup-

ply chain innovation. 

Shah & Naghi 

Ganji, 2017 
British Food Journal 

Lean production and 

SCI  in food industry 

Stentoft & 

Rajkumar, 

2018 

Innovation and Supply 

Chain Management 

Connection between 

SCI and organizational 

and market perfor-

mance. 

Sabri et al., 

2018 

Journal of Engineering 

and 

Technology  

Management 

Implementation of 

process and product 

innovation in SC 

framework. 
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Studies Journals/Proceedings  Area of Study 

Shou, Che, 

Dai, & Jia, 

2018 

International Journal 

of Operations & Pro-

duction Management 

Examining comple-

mentarity and similar-

ity in SCs 

Kwak, Seo, & 

Mason, 2018 

International Journal 

of Operations & Pro-

duction Management 

the linkage between 

SCI, risk management 

capabilities, and com-

petitive advantage in 

international supply 

chains. 

Ted et 

al.,2018 

The International  

Journal of Logistics  

Management 

SCI and sustainable 

transport 

Wu & Tsai, 

2018 

Transportation  

Research 

setting new business 

models based on new 

SC and logistics meth-

ods. 

Abdelkafi & 

Pero, 2018 

Business Process  

Management Journal 

Exploratory analysis of  

SCI' models 
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Studies Journals/Proceedings  Area of Study 

Chen, 

Dimitrov, & 

Pun (2019) 

Omega 

Diverse types of sub-

sidy, collaboration and 

effort, and companies’ 

incomes in SCI 

Ardito, 

Messeni 

Petruzzelli, 

Dezi, & 

Castellano 

(2018) 

Journal of Business  

Research 

Exploring the influence 

of SC' knowledge 

sourcing actions on in-

novation initiatives. 

Wong & Ngai 

(2019) 

Industrial Marketing 

Management 

Systematically review-

ing the construct of 

SCI. 

Reimann, 

Xiong, & Zhou 

(2019) 

European Journal of 

Operational Research 

Examining the rela-

tionship between re-

manufacturing and the 

opportunity to lower 

the variable remanu-

facturing cost via inno-

vation process 
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Studies Journals/Proceedings  Area of Study 

Lv & Qi(2019) 
Computers & Industrial 

Engineering 

Choosing the interac-

tive partner of SC 

based on innovation 

resources 

Hsin Chang, 

Hong Wong, & 

Sheng Chiu, 

(2019) 

Information &  

Management 

Development of the 

conceptual framework 

for understanding fac-

tors of business sys-

tems leveraging (BSL)  

Russell & 

Swanson 

(2019) 

The International  

Journal of Logistics 

Management 

Probing gaps between 

information pro-

cessing and SC dexter-

ity. 

 

3 Research Methodology 

There are three approaches to explore the status of knowledge in a partic-

ular field of study: Delphi-based method, meta-analysis, and content anal-

ysis (Li & Cavusgil, 1995). The Delphi method draws on a panel of experts 

familiar with the field. In the meta-analysis, the results of multiple empirical 

studies are combined and analyzed based on effect size. Finally, content 
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analysis is a scientific approach used to summarize and analyze qualitative 

data (Neuendorf, 2016). Content analysis provides researchers with a tool 

to systematically extract and analyze multiple data. In qualitative research, 

there are different approaches to data analysis depends on the nature of 

the questions and research problems. In this study, the researchers used 

content analysis to discover underlying aspects of SCI. Thus, content anal-

ysis is an appropriate tool to extract, analyze, and interpret the gathered 

data. Content analysis is an appropriate strategy, especially when the data 

are in the form of documents and texts. By analyzing and describing the 

previous theoretical research concerning with supply chain innovation, the 

authors first review, analyze and summarize the SCI research, then present 

a framework for studying supply chain research, and finally, suggest several 

ideas for future research. The stages of content analysis used in this study 

are shown in Figure 1. 

 

Figure 1: Stages Involved in Content Analysis 

Period studied: 
from January 

2014 to 
February 2019 

Selection of Database: 
Springer, Taylor and 
Francis, Science Di-
rect, and Emerald 

Selection of 
articles based on 

keyword  

Identifying the 
dimensions of articles 

and coding  

Analyzing 
articles using 

MAXQDA 

Identify 
existing 

research gaps 
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In the first phase, this study collected articles related to SCI. The authors 

focused on articles published from January 2014 to February 2019, search-

ing for keywords such as ‘supply chain innovation’ ‘innovation in the supply 

chain’ The full text of each article was carefully analyzed in order to remove 

articles unrelated to SCI. 

In the next phase, articles were selected and collected from accredited da-

tabases such as Science Direct, Taylor & Francis, Emerald, and Springer. 

The reason was that these databases publish relevant and appropriate ar-

ticles related to SCI. The study did not include prefaces, editing notes, book 

reviews, general reports, BA, MA, and Ph.D. theses, and textbooks. Although 

we cannot guarantee that this research is comprehensive, we believe that 

the selected journals and articles contain a holistic structure of research 

done on SCI. Finally, extensive literature analysis generated 25 articles re-

lated to SCI.  

 

4 Analysis and Results 

Since the primary purpose of this study was to investigate and identify 

Identifying research gaps in supply chain innovation, our search resulted in 

25 articles related to the concept. In addition, this study employed the con-

tent analysis, several sections of the literature were analyzed (e.g., Intro-

duction, literature reviews, methodology, and research limitations). Such 

classification highlights the growth of research on supply chain innovation. 
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Table 2: publication types and numbers 

Database 

type 

             Count  % 

Article      21                     84% 

Proceedings     2                     8% 

Review     2                     8% 

Table 2 shows the structure of SCI literature database ranging from 2014-

2019. As shown in table 2, the majority of publications are articles (84%). 

The growth of research in SCI literature was determined by conducting a 

frequency analysis of articles published annually. (See Figure 2) 
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Figure 2: related to SCI' publications (2014-2019) 

As revealed in Figure 2, since 2015, the number of articles related to supply 

chain articles has increased steadily. In 2015 and 2016, proper attention 

was paid to SCI. Although In 2017, SCI studies were declined substantially, 

there is a continued increase in SCI studies in 2018. Since the present study 

included two months of 2019, it is hard to predict any increase or decrease 

in SCI studies. However, it can be argued that the attention to SCI has been 

increasing since 2015, as there were not many relevant articles in the previ-

ous year.  

According to Table 1, SCI studies were published in journals, including Op-

erations Management Research, European Journal of Operational Re-

search, etc. Our literature analysis showed that several topics related to 

supply chain innovation are of rising interest to marketers in various indus-

tries and businesses. 

In this study, we conducted a content analysis approach to detect research 

gaps in supply chain innovation using MAXQDA. We hope that future re-

search will draw more on content analysis methods and provide significant 

opportunities for research in the area of SCI. 

4.1 Summary of the results of content analysis using 
MAXQDA 

In this section, a summary of the key steps in conducting content analysis 

is presented. Content analysis can be used to analyze textual, audio and 

video data. First, data are analyzed using open, axial and selective coding 

stages. Then MAXQDA is used to analyze the qualitative data effectively. Fi-
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nally, initial codes, emerging categories and related dimensions are deter-

mined in the open coding stage. In the axial coding, the main categories are 

identified and elaborated.  

The first step in conducting content analysis is to determine the variables 

and factors. When the conceptualization and usability of variables are com-

pleted, the researcher can continue the coding process(Neuendorf, 2016). 

If the utility of the variables does not match with the definition of variables, 

the coded data will be wrong in the next stage, and inaccurate results will 

be presented. In this study, the open coding stage began considering arti-

cles and literature. In this stage, the relevant text was carefully analyzed 

and related SCI information was extracted. The result of this process was 

some notes considered as initial data. Concepts were extracted from these 

initial data. In the first stage, 970 initial codes (e.g., increased market share 

and operational performance of supply chain innovation, formulation of 

strategic objectives, human capital and skilled force in technical projects, 

interdependence among companies) were extracted.  After removing and 

adjusting the initial codes, 34 principal codes were obtained (see Table 3 

and Figure 3). When concepts created, it is necessary to group them under 

categories having higher explanatory power. When a category is identified, 

clarification of its features and dimensions requires careful attention. 

Therefore, at this stage, the constant comparative analysis was employed 

to find similarities and differences between the concepts and similar con-

cepts were placed in a category. Table 3 introduces categories related to 

the concepts. 
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After specifying the categories, the axial coding step begins. The axis coding 

is the process of connecting categories at the level of features and dimen-

sions. It is called "axial" because the researcher attempts to make a con-

nection among categories. As Corbin & Strauss (2008) observed, categories 

that have a logical connection with each other are all subsumed under the 

central construct. i.e., supply chain innovation. 

Table 3: Extracted Codes from literature 

Initial/Primary Codes 
Open Codes (Cate-

gories) 
Selective Code 

The rapid growth of the 

industry, Firm size, 

Technological inten-

sity, Equity 

SCI' moderators 

 

Supply chain inno-

vation 

Product characteristics 

SCI' driving forces 

Aggregation of ideas, 

Knowledge, and skills 

Internal coordination 

Research and develop-

ment 
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Initial/Primary Codes 
Open Codes (Cate-

gories) 
Selective Code 

Workforce training 

Focus on knowledge 

Interdependence 

among companies 

Flexibility towards the 

environment 

Product timing 

Aligning business strat-

egy with supply chain 

Functional supply chain 

management 

Leadership and senior 

management 

Effective logistics pro-

cesses 



316             Fatemeh Seidiaghilabadi et al.  

 

Initial/Primary Codes 
Open Codes (Cate-

gories) 
Selective Code 

Intra-organizational 

processes 

Innovation in logistics 

Innovation in business 

processes 

Innovation in network 

structure 

Technological innova-

tion 

Human capital and 

skilled force in tech-

nical projects 

Formulating strategic 

goals (general to partic-

ular) 

Customer value Consequences of SCI 



                     Identifying Research Gaps in Supply Chain Innovation  317 

 

Initial/Primary Codes 
Open Codes (Cate-

gories) 
Selective Code 

Reduced cost 

Competitive advantage 

Risk management 

Improving the supply of 

goods 

Operational perfor-

mance of innovation in 

supply chain 

Creating values 

Delivering value 

Gaining values 

Supply chain develop-

ment 
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According to Table 3 and Figure 3, in this study, three categories of open 

coding including SCI' moderators (4 items), SCI' driving forces (20 items), 

and the Consequences of SCI (10 items) were generated. Figure 3 shows the 

frequency of each category of items in terms of its importance. 

Figure 3 shows the importance of categories. Since innovation plays a cru-

cial role in creating competitive advantages, the ability to generate innova-

tion is becoming an essential area of attention in innovation research. In 

this study, we considered this capability as "SCI’ driving forces" – a critical 

factor in the survival of companies. Based on the output matrix of MAXQDA, 

and Figure 3, 20 codes were identified as a driving force in the supply chain. 

From these codes, the most essentials are the interdependence among 

companies, flexibility towards the environment, aggregation of ideas, 

knowledge, and skills, innovation in business processes and technology, 

product characteristics, and human capital (see Figure 3). It was found that 

the nature of products and product demand are associated with supply 

chain innovation. Characteristics such as product life-cycle management, 

product diversification, product sales forecast, and product distribution in-

tensity stimulate innovation in the supply chain. Product characteristics ex-

ert an essential effect on the design and application of SCI. When delivering 

any product to the market, the product itself affects the supply chain. Thus, 

the supply chain requires redesigning in order to deliver the product to the 

marketplace successfully. 
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Figure3: MAXQDA Code Matrix Browser 
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Flexibility to the environment helps organizations meet their current needs, 

without losing the ability to produce. Since some organizations no longer 

compete as an independent organization, they prefer to compete as a sup-

ply chain. Therefore, the concept of flexibility has been expanded from an 

organizational focus to the supply chain. Moreover, an expert with tech-

nical skills can influence innovation in the supply chain. Human capital has 

always been emphasized as an important source of innovation (McGuirk et 

al., 2015; van Uden, Knoben, & Vermeulen, 2017). Human capital is a major 

driving force behind an organization’s economic growth and a crucial fac-

tor in generating success and innovation. Aggregation of ideas, knowledge, 

and skills is also a vital part of organizational strategy in the process of sup-

ply chain innovation. Companies seek opportunities to foster their corpo-

rate knowledge. When the knowledge is shared, performance, as a result, 

will be increased because the primary source of innovation in the supply 

chain is the knowledge that the organization has access to it. Therefore, 

successful organizations are those who can acquire the most useful and re-

liable knowledge in their business and use them effectively. Such valuable 

knowledge must be managed skillfully. Innovative organizations actively 

promote their members’ knowledge, provide a high level of job security, 

and help their employees change.  

Information and Communication Technology (ICT) is another area rapidly 

affecting business processes. Since technological innovation is the result of 

product innovation (services) and innovation in business processes, as a ca-

pability and stimulus, it can expand supply chain activities and processes. 

The development, diffusion, and use of innovation in practice can be act as 

a stimulus for the process of SCI. 
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The role of SCI in generating competition and growth is a precise fact, as 

observed by managers, policy makers, and researchers. Ideally, SCI can im-

prove efficiency and operational performance, manage risks, reduce costs, 

and create a competitive advantage for the organization. Supply chain in-

novation can both increase and reduce business risks (Kwak et al., 2018). 

Any risk associated with the flow materials and information can disrupt the 

operation. Therefore, it can be argued that SCI not only advances the sup-

ply chain' performance but also develops the ability to manage related 

risks. In the traditional supply chain, opportunities or risks cannot be con-

trolled by companies, and it is supply chain innovation that provides an ef-

fective solution to such problems. Depending on the organization's priori-

ties, supply chain innovation can improve products and services, reduce 

costs, prevent waste of resources, and increase efficiency. Reducing costs 

is, in fact, one of the key outputs of innovation in the supply chain, leading 

to increased efficiency, competitiveness, and profitability.  

On the other hand, the rapid growth of the industry, firm size, technological 

intensity, and equity are the moderators of SCI. Firm size plays a leading 

role in SCI. SCI' functions differently in large sized companies as it gener-

ates portfolios and improves business performance. Technological inten-

sity is effective in improving and adjusting supply chain innovation. Alt-

hough the application of advanced technologies increases costs in the ini-

tial stages, it ultimately leads to improved performance and efficiency. 

5 Discussion 

This study explored previous research on supply chain innovation using 

qualitative content analysis. The employment of content analysis is vital in 
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SCI because dominant quantitative methods might fail to meet the expec-

tations of individuals and organizations. Therefore, the present study con-

tributes to supply chain and SCI, and provides opportunities for the ad-

vancement of SCI through the employment of content analysis methods. 

Although content analysis methods have been used in SCM literature, SCI 

studies have not deployed a content analysis methodology. 

Additionally, among the 25 articles in this study, only two systematic review 

articles dealt with SCI (Gao et al., 2017; Wong & Ngai, 2019). This indicates 

a lack of qualitative studies employing content analysis methods. Thus, our 

study demonstrates that research gaps in supply chain innovation can be 

more effectively studied through qualitative content analysis methods. 

According to the results of the present study, research opportunities were 

discussed in three areas (moderators ,driving forces and consequences). 

Therefore, considering advances in technology and knowledge, managers 

should realize the significance of innovation and the management of inno-

vation in all parts of the organization. There are many opportunities for fu-

ture research. For example, in order to promote supply chain innovations, 

it is essential to engage all members of the organization (e.g., employees, 

managers) in research and development, and to take advantage of cus-

tomer ideas information of activities in the organization. Considering issues 

such as high demand as well as competition at the international and supra-

national level, the importance of the final customer should be prioritized. 

Besides, it is essential to pay attention to innovation facilitators/modera-

tors when evaluating supply chain innovation. 

The present study has three limitations. First, we focused on those articles 

published in the English language, ignoring other articles in non-English 
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languages. This bias might result in a lack of useful information in the area 

of supply chain innovation. Second, we restricted our study to four data-

bases. Local-scientific journals and theses can offer a rich picture of the 

supply chain. Third, we did not analyze the articles separately based on the 

research setting and industry under investigation. Addressing these limita-

tions, further research can provide rich insights into supply chain innova-

tion 
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Purpose: The logistics sector faces a worldwide shortage of skilled personnel. Gam-
ification represents a new approach to attract people's interest by applying game 
elements in a non-game context. In our study, we develop a theoretical framework 
to improve the image of the logistics sector using gamification for future studies. 
 
Methodology: Based on the findings of the literature review, we discuss gamification 
and its potential to improve the image of the logistics sector. Moreover, the core of 
this paper is to develop a theoretical framework to apply career choice theories for 
gamification to attract logistics personnel.  
 
Findings: In total, six career choice theories were identified as appropriate for a the-
oretical framework. We suggest using these six theories for future empirical studies 
to measure how gamification influences people’s career choices. 
 
Originality: This paper introduces gamification to attract people to the logistics sec-
tor as a new approach with substantial potential. It provides an initial valuation of 
the potential of gamification to improve the image of logistics jobs. Due the novelty 
of the topic, the theoretical framework provides a starting point for future empirical 
studies. 
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1 Introduction 

Logistics represents a worldwide growth sector in terms of activity and ex-

penditure. The logistics sector plays a vital role in the European economy, 

with approximately 7% of the total GDP generated in the EU-28. The 

transport sector, which is part of the logistics sector, accounts for more 

than 11 million jobs in Europe (Ecorys, et al., 2015). Despite other sector 

facing a jobs reduction due to automation and digitalization, the vast ma-

jority of logistics jobs are still done by humans. In fact, logistics activities 

are labor-intensive on both operational and managerial levels (McKinnon, 

et al., 2017). The logistics performance of companies is highly dependent 

on the availability and quality of skilled people (Gravier and Farris, 2008; 

Ecorys, et al., 2015). However, current studies suggest that there is a global 

shortage of people with interest and skills within all areas of the logistics 

sector (Fawcett and Rutner, 2014; McKinnon, et al., 2017). For example, 

Dubey and Gunasekaran (2015) and Maloni, et al. (2016) report a lack of jun-

ior, middle and senior level supply managers. Staats, et al. (2017) empha-

size the shortage of truck drivers, who are urgently needed worldwide. The 

situation is similar for order pickers, who play a pivotal role in logistics 

(Grosse, Glock and Neumann, 2017).  

Previous studies claim that one reason for the shortage of skilled people is 

the poor image of the logistics sector. To ensure the worldwide competive-

ness needed in the logistics sector, the attraction of people into the logis-

tics industry represents a major objective of the European Union (Ecorys, et 

al., 2015). One new approach to inform people and attract them to the sec-

tor could be gamification. Gamification is defined as "the use of game de-

sign elements in non-game contexts" (Deterding, et al., 2011). It is a new 
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approach that aims at engaging people using game elements such as com-

petitions, feedback functions or social elements within a non-game con-

text, instead of full-fledged games (Huotari and Hamari, 2012; Treiblmaier, 

Putz and Lowry, 2018). Previous studies found that gamification can be ef-

ficiently used to motivate people into adopting a certain behavior and in-

fluence their attitude regarding a certain topic (such as e.g. sustainability) 

(Corner, Kane and Owen, 2017; Kasurinen and Knutas, 2018). Up to now, 

gamification has been repeatedly applied in operational logistics processes 

such as picking. In fact, game elements are used to make order picking 

more fun and thus increase employees’ engagement and retention to the 

company (Warmelink, et al., 2018; Putz, Hofbauer and Mates, 2019). 

It has been proven that gamification can increase educational performance 

and information gain (Kapp, 2012), that behavior and attitude can be posi-

tively changed (Marcucci, Gatta and Le Pira, 2018). Moreover, gamification 

has been successfully implemented in the logistics sector (Warmelink, et 

al., 2018; Putz, Hofbauer and Mates, 2019). In this paper, we follow a new 

approach: We suggest that gamification can influence people's career 

choice, help to attract people to the logistics sector and support the reduc-

tion in the shortage of skilled workers. 

Previous empirical studies on gamification and its impact on the attitude 

towards career choice show that gamification has the potential to increase 

interest in specific job sectors. Pérez-Manzano and Almela-Baeza (2018) 

used gamification-based applications to increase participants' interest in 

science and to promote scientific and technological careers. McGuire, et al. 

(2017) created gamified workplace simulations to increase student motiva-

tion and awareness of career opportunities. Their mixed results show that 
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a well-designed tutorial is required to make sure that the purpose of the 

gamified information system is clearly communicated to the participants. 

Furthermore, the empirical studies show that appropriate measurement 

tools are required to measure the impact of gamified information systems 

on the attitude towards career choice as compared to non-gamified sys-

tems. 

The goal of this paper is to develop a theoretical framework for future stud-

ies into the investigation of gamification and career choices in the logistics 

sector. This paper is organized as follows: In the methodology section, we 

describe how we proceeded to develop the theoretical framework. Subse-

quently, we present the theories and a comprehensive summary of our 

findings. We conclude the paper by highlighting several recommendations 

that might serve as a starting point for future research. 

2 Method 

The investigation of the impact of gamification on the attitude towards ca-

reer choice requires a theoretical framework as a basis for further research. 

As expected, no such framework has been found in our literature search. 

Therefore, we decided to focus on theories which have been used in the 

context of the attitude towards career choice. The literature search was car-

ried out in April 2019 using the SCOPUS database. We used the search term 

“theor*” in combination with several synonyms of “career choice” (Datta, 

2017). The search was limited to title and resulted in 103 hits which were 

further inspected for inclusion or exclusion as shown in Fig.1. As a first step, 

we limited our search results to papers written in English that comprise the 
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term "attitude" in their full-text. The remaining 25 papers were further ex-

amined regarding their content relevance. Eight studies are not concerned 

with the attitude towards career choice and were therefore excluded. Four 

studies used theories which seemed to lack sufficient scientific support to 

have an impact on career choice. Further literature search and analysis of 

these theories confirmed this assumption, therefore the four studies were 

excluded. 13 papers were identified for full analysis and for the creation of 

a theoretical framework. 

Figure 1: Flow chart of the literature search procedure following the ap-
proach of Warmelink, et al. (2018). 

 

 

Literature search 
in Scopus:

103 hits

25 papers Excluded from full analysis:

Studies not concerned with the attitude towards 
career choice

8 papers

Theory used has insufficient support to have an 
impact on career choice

4 papers

Excluded:
No mention of the term "attitude" in full-text

74 hits

Not in English
4 hits

Fully analysed
literature
13 papers
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3 Results and Discussion 

13 papers were identified as relevant for further investigation, resulting in 

six career choice theories. These six career choice theories are: Social cog-

nitive career theory (SCCT), technology acceptance model (TAM), social 

cognitive theory (SCT), theory of reasoned action (TRA), self-determination 

theory (SDT) and Hollands' theory of career choice (RAISEC). Table 1 repre-

sents a list of the 13 papers identified for full analysis and shows their re-

spective research focus and theories used. The papers were analyzed re-

garding the applied research area and the theories which were used to 

identify the career choices. 11 of the 13 papers were applied in the research 

area of education. The most used theories are the SCCT and the RAISEC 

(both applied in 4 out of 13 papers), followed by the TRA theory (with 3 out 

of 13 papers). 
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Table 1: Theoretical framework 

Source Research area 

S 
C 
C 
T 

T 
A 
M 

S 
C 
T 

T 
R 
A 

S 
D 
T 

R 
I 
A 
S 
E 
C 

Ray, Bala and Das-
gupta, 2019 

Education (tech-
nical studies) 

X X     

Gewinner, 2017 Education   X    

Zhang, Rashid and 
Mohammed, 2017 

Education (tour-
ism) 

   X   

Rosenkranz, Wang 
and Hu, 2017 

Education (medi-
cal) 

    X  

Kaminsky and Beh-
rend, 2015 

Education (STEM) X      

Rajabi, Papzan and 
Zahedi, 2012 

Education (agri-
culture) 

X      

Monson, 2012 Dental hygienists      X 

Law, 2010 
Education (ac-
counting) 

   X   
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Source Research area 

S 
C 
C 
T 

T 
A 
M 

S 
C 
T 

T 
R 
A 

S 
D 
T 

R 
I 
A 
S 
E 
C 

Perdue, Reardon 
and Peterson, 2007 

Telecommunica-
tions 

  X   X 

Cunningham, et al. , 
2005 

Education (sports 
and leisure) 

X      

Felton, Dimnik and 
Northey, 1995 

Education (ac-
counting) 

   X   

Guthrie and Her-
man, 1982 

Vocational ma-
turity 

     X 

Laudeman and Grif-
feth, 1978 

Education      X 

The six theories are briefly described in the following section. The theories 

are analyzed regarding their practicability for gamification to reduce the 

shortage of skilled personnel in logistics. 

3.1 Social cognitive career theory 

Social cognitive career theory developed by Lent, Brown and Hackett (1994; 

2000) is based on Bandura's (1986) social cognitive theory and aims to ex-
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plain “three interrelated aspects of career development: (1) how basic aca-

demic and career interests develop, (2) how educational and career choices 

are made, and (3) how academic and career success is obtained” (Lent, 

Brown and Hackett, 2006, p. 750). The focus lies on the cognitive-person 

variables self-efficacy, outcome expectations and goals, and how they in-

teract with other personal and environmental factors (e.g. gender, ethnic-

ity, social supports, barriers) to make educational and career choices  (Lent, 

Brown and Hackett, 2000). 

In the studies from the literature review, SCCT has been mainly used as a 

starting point to test the impact of additional specific factors on career 

choice. Ray, Bala and Dasgupta (2019) used SCCT in combination with the 

technology acceptance model (TAM) to test the role of authenticity and per-

ceived benefits of online courses on career choice. The conclusions were 

that personal input strongly influences the learning experiences and au-

thenticity and perceived benefits from the course are crucial factors for 

course choice and the associated career choice. Kaminsky and Behrend 

(2015) expanded the SCCT model with the factor “calling”,  as a predictor of 

career outcome expectations, interests and goals. The conclusions were 

that calling provides more predictive power than self-efficacy in terms of 

career outcome expectations and interests but is a weaker predictor of 

goals. Rajabi, Papzan and Zahedi (2012) used SCCT to test the cognitive and 

personal factors for career choice intentions of agricultural students. The 

conclusions were that the personality factors extraversion, openness, con-

scientiousness and agreeableness play a significant role for career choice 

intention along self-efficacy belief and career outcome expectations, while 

personal factors such as gender, major, average grade and neuroticism had 

no significant impact. Cunningham, et al. (2005) used SCCT to investigate 
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student intentions to enter the sport and leisure industry. The study gener-

ally supports the SCCT model and showed that a multifaceted approach to 

measure outcome expectations is beneficial because various types of out-

come expectations, such as expected power and satisfaction with the job 

environment differ significantly regarding their impact on choice goals.  

The results of these studies and the frequent use of the theory indicate that 

SCCT is well-suited for the investigation of specific occupational fields and 

can be expanded with additional factors. With regard to the logistics indus-

try, this model offers the opportunity to investigate the reasons for skilled 

labor shortage in detail. Self-efficacy expectations could give insight into 

whether logistics jobs are perceived as too difficult. The model could reveal 

existing barriers and clarify if outcome expectations (e.g. salary, decisive 

power, and satisfaction with the job environment) from respondents differ 

from what the logistics industry currently offers. SCCT is also perceived as 

a suitable theory for measuring the impact of gamification on the attitude 

towards career choice because gamification could be easily implemented 

as an influencing factor on learning experiences. 

3.2 Technology acceptance model 

The technology acceptance model from Davis (1989) „theorizes that an in-

dividual’s behavioral intention to use a system is determined by two beliefs: 

perceived usefulness, defined as the extent to which a person believes that 

using the system will enhance his or her job performance, and perceived 

ease of use, defined as the extent to which a person believes that using the 

system will be free of effort” (Venkatesh and Davis, 2000, p. 187).  

Ray, Bala and Dasgupta (2019) used TAM in combination with SCCT to con-

sider the technological and educational factor of online courses towards 
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career choice. They combined intention and interest from the respective 

model in one variable. Perceived usefulness and perceived use from TAM 

were included in the perceived benefits varia-ble. They conclude that indi-

viduals’ intention to learn a course for their career choice is strongly influ-

enced by perceived benefits (Ray, Bala and Dasgupta, 2019).  

In the logistics industry, TAM is frequently used to measure the acceptance 

of newly implemented technologies  (Qi, et al., 2009; Chen and Chao, 2011). 

As for gamification, TAM could be a suitable approach to measure the im-

pact of gamification on perceived ease of use, when gamification is com-

bined with new technologies such as augmented reality (Bräuer and 

Mazarakis, 2019; Logistikum Steyr, 2019). 

3.3 Social cognitive theory 

Social Cognitive Theory from (Bandura, 1986) theorizes that learning oc-

curs in a social context with a dynamic and reciprocal interaction of the per-

son, environment, and behavior. Individuals observe the behavior of others 

and the related behavioral consequences, remember the sequence of 

events and use this information as guidance for their own behavior. De-

pending on whether the behavior is rewarded or punished, the observer will 

choose to replicate the behavior or not (Bandura, 1986). 

Gewinner (2017) used SCT as a basis for development of a theoretical ap-

proach for gendered occupational choices and stereotypes. Perdue, Rear-

don and Peterson (2007) explored the relationship between person–envi-

ronment congruence, self-efficacy, and environmental identity and job sat-

isfaction in a multinational telecommunications corporation. They con-

cluded that self-efficacy was significantly related to job satisfaction. Self-
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efficacy is strongly linked with social cognitive theory because it is devel-

oped from external experiences and self-perception and has a strong im-

pact on human thought, motivation and action (Bandura, 1991).  

Similar to SCCT, SCT could provide information for the logistics industry 

about which environmental factors turn out to be supportive or barriers for 

a career choice in logistics. In addition, the behavioral factors could give an 

insight into which behavior or public appearance of the logistics industry 

would lead to an improvement in the image and, subsequently, to an in-

creasing interest in working in the logistics field. In terms of gamification, 

SCT could be used to verify whether observation of gamified actions are 

perceived as more likely to be replicated than non-gamified actions. 

3.4 Theory of reasoned action 

The theory of reasoned action by Fishbein and Ajzen (1975) describes the 

behavioral process in which attitudes and subjective norms determine an 

individual's intention to demonstrate a certain behavior. The attitude to-

wards a behavior is determined by the individual's belief on the likelihood 

of the behavior to generate the desired outcomes.  Subjective norms are a 

product of the consumer's perceived social desirability of the observed be-

havior and the motivation to meet the social requirements (Fishbein and 

Ajzen, 1975). 

Analysis of the respective studies from our theoretical framework showed 

that the TRA model is an appropriate choice to measure the influence of the 

attitude towards a profession and subjective norms on intention of career 

choice. Law (2010) used the TRA model to examine factors influencing the 

accounting student’s career choice in public accounting practices. He con-

cluded that his results support the TRA model and that intrinsic factors, 
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flexibility of career options, gender and parental influence had significant 

influence on the decision to choose a career in public accounting, while fi-

nancial rewards and high school accounting had no influence. Felton, 

Dimnik and Northey (1995) used the TRA model to examine the factors of 

student’s choice of a career in chartered accountancy. The study supports 

the TRA model and concludes that the students’ choice of a chartered ac-

countancy career depends on the attitude towards this profession, which 

in turn is determined by the expected outcomes. Most relevant outcomes 

of a career as a chartered accountant are long-term earning, advancement 

opportunities, variety in the work, chance to make a contribution and flex-

ibility of career options, which should be promoted by accounting recruit-

ers. Zhang, Rashid and Mohammed (2017) used the social norms variable 

from the TRA model as orientation for creating a simplified research frame-

work to measure parental factors on student’s career decision to enter the 

hospitality industry in China. 

The positive results of the studies indicate that the TRA model would be 

well suited to measure the influence of attitude towards logistics profes-

sions and social norms on intention of a career choice in the logistics field. 

An analysis of these variables could identify the causes of logistics’ image 

and could give insight into whether the reasons lie more in the expected 

outcomes when choosing a logistics job or the social environment of indi-

viduals. Results from this analysis could be used as guidance as to what the 

logistics industry should focus on in the future to attract skilled workers. In 

addition, the TRA model can be used to measure the impact of gamification 

on the attitude towards career choice. Gamification could be implemented 

as an influencing factor on the determinants of the attitude towards a lo-

gistics profession and subjective norms. 
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3.5 Self-determination theory 

The self-determination theory (SDT) by (Ryan and Deci, 2000a; 2000b) fo-

cuses on intrinsic motivation and the associated factors that cause a person 

to make decisions without external influence. SDT identifies autonomy, 

competence and relatedness as main factors for intrinsic motivation. Au-

tonomy is defined as an individual’s estimate of the extent to which the out-

come of actions can be determined and controlled. Competence means 

that the individual has goals and the skills to achieve them. Relatedness re-

fers to the feeling of being respected and cared for (Ryan and Deci, 2000a; 

2000b). 

Rosenkranz, Wang and Hu (2015) use SDT to identify the factors that moti-

vate and demotivate medical students to do research. They concluded that 

students with practical experience and research experience in group work 

have a more positive attitude towards research. Furthermore, the motiva-

tion to do research is especially associated with the following intrinsic mo-

tivators: confidence, clinical relevance and research as a social activity. SDT 

could also be used to identify and measure the factors of intrinsic motiva-

tion for logistics professions. Based on the findings, gamification could be 

used to positively influence these factors making the occupation more fun 

and interesting and to create relatedness with the job. 

3.6 Theory of vocational choice 

The Holland Codes (RIASEC) refer to Holland's (1997) theory of vocational 

choice. The term RIASEC refers to the initials of the six personality types: 

Realistic, investigative, artistic, social, enterprising and conventional. Hol-

land sees interests as basic personality orientations. Accordingly, the ca-
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reer choice is influenced by the individual's characteristics. The best fit be-

tween a person and a job is when the individual orientation is congruent 

with the orientation of the job. A good fit leads to higher job satisfaction, 

more career success and greater career development stability. (Holland, 

1997) 

Analysis from our body of literature revealed that RAISEC is frequently used 

to deter-mine the personality types for specific professions. Monson (2012) 

used RIASEC to identify the characteristics of dental hygienists. He con-

cluded that Holland’s six personality types can help students as a guide for 

their career choice. Perdue, Reardon and Peterson (2007) used RAISEC to 

evaluate the congruence between interests and job (person-environment 

congruence) of employees in a multinational telecommunications corpora-

tion. Against their expectations, person-environment congruence showed 

no significant relation to job satisfaction. They concluded that missed mod-

erating factors might be the reason for this result. Guthrie and Herman 

(1982) determined the relationship of vocational maturity with Holland’s 

theory of vocational choice. Therefore, they used RAISEC to identify the per-

sonality type of students enrolled in high- and mid-level programs in two 

post-secondary institutions. Results showed that congruency was signifi-

cantly related to vocational maturity. Laudeman and Griffeth (1978) tested 

the validity of the Holland codes by identifying the personality type of col-

lege students with the RAISEC model. Their results generally supported 

Holland's postulated personality typologies and value dimensions. 

The application of Holland's six personality types for the respective logis-

tics professions could give potential candidates information on whether 
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their own interests are congruent with the orientation of the job. In addi-

tion, the information could be used for the targeted search and recruitment 

of individuals with the desired characteristics. Gamification can be used to 

facilitate the identification of individual’s personality types and to compare 

them with the orientation of logistics jobs. 

4 Conclusion and further research 

In this paper, we analyzed the existing empirical literature about career 

choice theories. We found six appropriate theories that are suitable for in-

vestigating the effects of gamification on the image of the logistics sector. 

The six theories are (1) the social cognitive career theory (SCCT), (2) the 

technology acceptance model (TAM), (3) the social cognitive theory (SCT), 

(4) the theory of reasoned action (TRA), (5) the self-determination theory 

(SDT) and (6) Hollands' theory of career choice (RAISEC). The vast majority 

of the theories were applied in an educational context. 

SCCT is well-suited to investigating the reasons for skilled labor shortage in 

the logistics industry in detail. Furthermore, the model can easily be ex-

panded with additional factors, such as gamification, which could be im-

plemented as an influencing factor in learning experiences. TAM could be 

used to find out whether newly applied technologies are perceived as a sup-

port or a barrier, in terms of career decision making and to measure the im-

pact of gamification on the perceived ease of use of new technologies. As 

gamification has no direct impact on career choice in this theory, we rec-

ommend to combine TAM with other theories to measure the direct impact 

of gamification on the attitude towards career choice.  SCT could provide 
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information on which behavior or public appearance of the logistics indus-

try would improve the individual's interest in working in the logistics field. 

Furthermore, SCT could measure whether gamified actions are more likely 

to be replicated than non-gamified actions. TRA is also a suitable option to 

identify the causes of logistics’ image and could give insight into whether 

the reasons lie more in the expected outcomes when choosing a logistics 

job or the social environment of individuals. Additionally, the TRA model 

can be used to measure the impact of gamification on the determinants of 

the attitude towards a profession and subjective norms. SDT could be used 

to identify and measure the intrinsic motivators of logistics professions and 

the impact of gamification on these intrinsic factors. Holland’s six person-

ality types are well-suited to checking whether individuals' interests are 

congruent with the orientation of the job. Gamification can help to facilitate 

the identification of individual's personality types and to convey the work 

environment type of a profession. Furthermore, it can be tested if specific 

personality types show a more positive reaction on the use of gamification. 

Job sectors with these personality types should consider the implementa-

tion of game elements in the promotion of their specific profession. 

As with any research, ours has limitations. The literature review was limited 

to the Scopus database. While we are confident of the comprehensiveness 

of our literature search, it is possible that publications have been missed 

due to the lack of a listing in the database or due to indexing errors. 

Based on the identification of appropriate theories, the next step would be 

to develop metrics for measuring the respective constructs. We would sug-

gest beginning with multi-item scales that researchers can derive from ex-

isting research. Collecting empirical data in longitudinal studies, as claimed 
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by Nacke and Deterding (2017), to investigate how gamification influences 

people’s career choices would be the next step. With this paper, we hope to 

inspire the academic community to investigate gamification, particularly in 

a logistics career-oriented context. We would encourage this work to be 

considered as a starting point for conversations that re-think, re-contextu-

alize, and challenge new (career) theories for logistics. At the same time, 

this paper represents a deepening of the research within the gamification 

field in such a way that the topic of career choice is theoretically prepared 

for future research. 

We hope that the theoretical framework provided will serve as a basis for 

investigation of whether gamification can help to moderate existing barri-

ers before and during career choice, or if it can help to improve self-efficacy 

expectations. Furthermore, we would like to obtain further insights into 

whether gamification can add additional value to technologies which sup-

port career choice and if gamer types could be linked with Holland’s six per-

sonality types.  

Financial Disclosure 

This paper is part of the research project REWWay which was funded by vi-

adonau and is part of the research field ‘sustainable transport systems,’ 

which was funded by the State of Upper Austria as part of the research pro-

gram ‘FTI Struktur Land Oberösterreich.’ 



Can Gamification Reduce the Shortage of Skilled Logistics Personnel? 349 

 

References 

Bandura, A., 1986. Social Foundations of Thought and Action. a Social Cognitive 
Theory. Upper Saddle River, NJ: Prentice Hall. 

Bandura, A., 1991. Social cognitive theory of self-regulation. Organizational Behav-
ior and Human Decision Processes, [e-journal] 50(2), pp. 248–287. 
http://dx.doi.org/10.1016/0749-5978(91)90022-L. 

Bräuer, P. and Mazarakis, A., 2019. Badges or learderboard? How to gamify an aug-
mented reality warehouse setting. In: J. Koivisto, and J. Hamari, eds. 2019. Pro-
ceedings of the 3rd International GamiFIN Conference: CEUR-WS, pp. 229–240. 

Chen, C.-F. and Chao, W.-H., 2011. Habitual or reasoned? Using the theory of 
planned behavior, technology acceptance model, and habit to examine switch-
ing intentions toward public transit. Transportation Research Part F: Traffic Psy-
chology and Behaviour, 14(2), pp. 128–137. 

Corner, A., Kane, G. and Owen, P., 2017. Behaviour change for sustainability. Lon-
don: Routledge. 

Cunningham, G. B., Bruening, J., Sartore, M. L., Sagas, M. and Fink, J. S., 2005. The 
application of social cognitive career theory to sport and leisure career choices. 
Journal of Career Development, [e-journal] 32(2), pp. 122–138. 
http://dx.doi.org/10.1177/0894845305279164. 

Datta, P., 2017. Supply network resilience. A systematic literature review and future 
research. The International Journal of Logistics Management, [e-journal] 28(4), 
pp. 1387–1424. http://dx.doi.org/10.1108/IJLM-03-2016-0064. 

Davis, F. D., 1989. Perceived usefulness, perceived ease of use, and user acceptance 
of information technology. MIS Quarterly, 13(3), pp. 319–340. 

Deterding, S., Dixon, D., Khaled, R. and Nacke, L., 2011. From game design elements 
to gamefulness. In: A. Lugmayr, H. Franssila, C. Safran, and I. Hammouda, eds. 
2011. Proceedings of the 15th International Academic MindTrek Conference En-
visioning Future Media Environments. New York, NY: ACM, p. 9–15. 

Dubey, R. and Gunasekaran, A., 2015. Shortage of sustainable supply chain talent: 
an industrial training framework. Industrial & Commercial Training, [e-journal] 
47(2), pp. 86–94. http://dx.doi.org/10.1108/ICT-08-2014-0052. 



350  Florian Hofbauer and Lisa-Maria Putz   

 

Ecorys, Fraunhofer, TCI, Prognos and AUEB-RC/TRANSLOG, 2015. Fact-finding stud-
ies in support of the development of an EU strategy for freight transport logis-
tics. Lot 1: Analysis of the EU logistics sector. <https://ec.eu-
ropa.eu/transport/sites/transport/files/themes/strategies/studies/doc/2015-
01-freight-logistics-lot1-logistics-sector.pdf> [Accessed 19 September 2018]. 

Fawcett, S. and Rutner, S., 2014. A longitudinal view of supply chain education. The 
International Journal of Logistics Management, [e-journal] 25(1), pp. 180–201. 
http://dx.doi.org/10.1108/IJLM-07-2012-0061. 

Felton, S., Dimnik, T. and Northey, M., 1995. A Theory of Reasoned Action model of 
the Chartered Accountant career choice. Journal of Accounting Education, [e-
journal] 13(1), pp. 1–19. http://dx.doi.org/10.1016/0748-5751(94)00027-1. 

Fishbein, M. and Ajzen, I., 1975. Belief, Attitude, Intention and Behavior. An Intro-
duction to Theory and Research. Reading, Mass. Don Mills, Ontario, ON: Addi-
son-Wesley Pub. Co. 

Gewinner, I., 2017. Gendered career choices and stereotypes: A theoretical ap-
proach: Emerald Group Publishing Ltd. 

Gravier, M. J. and Farris, M. T., 2008. An analysis of logistics pedagogical literature: 
past and future trends in curriculum, content, and pedagogy. The International 
Journal of Logistics Management, [e-journal] 19(2), pp. 233–253. 
http://dx.doi.org/10.1108/09574090810895979. 

Grosse, E. H., Glock, C. H. and Neumann, W. P., 2017. Human factors in order pick-
ing: a content analysis of the literature. International Journal of Production Re-
search, [e-journal] 55(5), pp. 1260–1276. 
http://dx.doi.org/10.1080/00207543.2016.1186296. 

Guthrie, W. R. and Herman, A., 1982. Vocational maturity and its relationship to Hol-
land's theory of vocational choice. Journal of Vocational Behavior, [e-journal] 
21(2), pp. 196–205. http://dx.doi.org/10.1016/0001-8791(82)90029-X. 

Holland, J. L., 1997. Making vocational choices. A theory of vocational personalities 
and work environments. 3rd ed. Lutz, Fla.: Psychological Assessment Re-
sources. 



Can Gamification Reduce the Shortage of Skilled Logistics Personnel? 351 

 

Huotari, K. and Hamari, J., 2012. Defining gamification - a service marketing per-
spective. In: . 2012. 16th International Academic MindTrek Conference, pp. 17–
22. 

Kaminsky, S. E. and Behrend, T. S., 2015. Career Choice and Calling: Integrating Call-
ing and Social Cognitive Career Theory. Journal of Career Assessment, [e-jour-
nal] 23(3), pp. 383–398. http://dx.doi.org/10.1177/1069072714547167. 

Kapp, K. M., 2012. The gamification of learning and instruction. Game-based meth-
ods and strategies for training and education. San Francisco, CA: Pfeiffer. 

Kasurinen, J. and Knutas, A., 2018. Publication trends in gamification. a systematic 
mapping study. Computer Science Review, [e-journal] 27, pp. 33–44. 
http://dx.doi.org/10.1016/j.cosrev.2017.10.003. 

Laudeman, K. A. and Griffeth, P., 1978. Holland's theory of vocational choice and 
postulated value dimensions. Educational and Psychological Measurement, [e-
journal] 38(4), pp. 1165–1175. http://dx.doi.org/10.1177/001316447803800438. 

Law, P. K., 2010. A theory of reasoned action model of accounting students' career 
choice in public accounting practices in the post-Enron. Journal of Applied Ac-
counting Research, [e-journal] 11(1), pp. 58–73. 
http://dx.doi.org/10.1108/09675421011050036. 

Lent, R. W., Brown, S. D. and Hackett, G., 1994. Toward a Unifying Social Cognitive 
Theory of Career and Academic Interest, Choice, and Performance. Journal of 
Vocational Behavior, [e-journal] 45(1), pp. 79–122. 
http://dx.doi.org/10.1006/jvbe.1994.1027. 

Lent, R. W., Brown, S. D. and Hackett, G., 2000. Contextual supports and barriers to 
career choice: A social cognitive analysis. Journal of Counseling Psychology, [e-
journal] 47(1), pp. 36–49. http://dx.doi.org/10.1037/0022-0167.47.1.36. 

Lent, R. W., Brown, S. D. and Hackett, G., 2006. Social cognitive career theory. In: J. 
H. Greenhaus, and G. A. Callanan, eds. 2006. Encyclopedia of career develop-
ment. Thousand Oaks, Calif.: SAGE Publications, pp. 750–754. 

Logistikum Steyr, 2019. LOGISTIFY – understand the world of logistics! - REWWay. 
[online]. Available at: <https://www.rewway.at/en/logistify-learning-app/> [Ac-
cessed 14 May 2019]. 



352  Florian Hofbauer and Lisa-Maria Putz   

 

Maloni, Scherrer, Campbell and Boyd, 2016. Attracting students to the field of logis-
tics, part 1. Transportation Journal, [e-journal] 55(4), p. 420–420. 
http://dx.doi.org/10.5325/transportationj.55.4.0420. 

Marcucci, E., Gatta, V. and Le Pira, M., 2018. Gamification design to foster stake-
holder engagement and behavior change: an application to urban freight 
transport. Transportation Research Part A: Policy and Practice, 118, pp. 119–
132. 

McGuire, A., Broin, D. O., Power, K., White, P. J. and Deevy, C., 2017. Increasing stu-
dent motivation and awareness of career opportunities through gamification. 
In: M. Pivec, and J. Gründler, eds. 2017. Proceedings of the 11th European Con-
ference on Game-Based Learning. ECGBL 2017. Reading, UK: Academic Confer-
ences and Publishing International Limited, pp. 898–906. 

McKinnon, A., Floethmann, C., Hoberg, K. and Busch, C., 2017. Logistics competen-
cies, skills, and training: a global overview: The World Bank. 

Monson, A. L., 2012. Characteristics of dental hygienists based on Holland's career 
choice theory. Journal of dental hygiene : JDH / American Dental Hygienists' As-
sociation, 86(2), pp. 141–149. 

Nacke, L. E. and Deterding, S., 2017. The maturing of gamification research. Ad-
vanced Human-Computer Interaction, [e-journal] 71, pp. 450–454. 
http://dx.doi.org/10.1016/j.chb.2016.11.062. 

Perdue, S. V., Reardon, R. C. and Peterson, G. W., 2007. Person - Environment con-
gruence, self-efficacy, and environmental identity in relation to job satisfaction: 
A career decision theory perspective. Journal of Employment Counseling, [e-
journal] 44(1), pp. 29–39. http://dx.doi.org/10.1002/j.2161-1920.2007.tb00022.x. 

Pérez-Manzano, A. and Almela-Baeza, J., 2018. Gamification and trans-media for 
scientific promotion and for encouraging scientific careers in adolescents. Co-
municar, [e-journal] 26(55), pp. 93–103. http://dx.doi.org/10.3916/C55-2018-09. 

Putz, L.-M., Hofbauer, F. and Mates, M., 2019. A vignette study among order pickers 
about the acceptance of gamification. In: J. Koivisto, and J. Hamari, eds. 2019. 
Proceedings of the 3rd International GamiFIN Conference: CEUR-WS, pp. 154–
166. 



Can Gamification Reduce the Shortage of Skilled Logistics Personnel? 353 

 

Qi, J., Li, L., Li, Y. and Shu, H., 2009. An extension of technology acceptance model: 
Analysis of the adoption of mobile data services in China. Systems Research and 
Behavioral Science, [e-journal] 26(3), pp. 391–407. 
http://dx.doi.org/10.1002/sres.964. 

Rajabi, S., Papzan, A. and Zahedi, G., 2012. Application of Social Cognitive Career 
Theory to investigate the effective factors of the career decision-making inten-
tion in iranian agriculture students by using ANN. SAGE Open, [e-journal] 2(4), 
pp. 1–13. http://dx.doi.org/10.1177/2158244012467024. 

Ray, A., Bala, P. K. and Dasgupta, S. A., 2019. Role of authenticity and perceived ben-
efits of online courses on technology based career choice in India: A modified 
technology adoption model based on career theory. International Journal of In-
formation Management, [e-journal] 47, pp. 140–151. 
http://dx.doi.org/10.1016/j.ijinfomgt.2019.01.015. 

Rosenkranz, S. K., Wang, S. and Hu, W., 2015. Motivating medical students to do re-
search: A mixed methods study using Self-Determination Theory Career choice, 
professional education and development. BMC Medical Education, [e-journal] 
15(1). http://dx.doi.org/10.1186/s12909-015-0379-1. 

Ryan, R. M. and Deci, E. L., 2000a. Intrinsic and Extrinsic Motivations: Classic Defini-
tions and New Directions. Contemporary Educational Psychology, 25(1), pp. 54–
67. 

Ryan, R. M. and Deci, E. L., 2000b. Self-determination theory and the facilitation of 
intrinsic motivation, social development, and well-being. American psycholo-
gist, 55(1), pp. 68–78. 

Staats, U., Lohaus, D., Christmann, A. and Woitschek, M., 2017. Fighting against a 
shortage of truck drivers in logistics: measures that employers can take to pro-
mote drivers' work ability and health. Work (Reading, Mass.), [e-journal] 58(3), 
pp. 383–397. http://dx.doi.org/10.3233/WOR-172626. 

Treiblmaier, H., Putz, L.-M. and Lowry, P. B., 2018. Research commentary. Setting a 
definition, context, and theory-based research agenda for the gamification of 
non-naming applications. AIS Transactions on Human-Computer Interaction, 
[e-journal] 10(3), pp. 129–163. http://dx.doi.org/10.17705/1thci.00107. 



354  Florian Hofbauer and Lisa-Maria Putz   

 

Venkatesh, V. and Davis, F. D., 2000. A theoretical extension of the technology ac-
ceptance model. four longitudinal field studies. Management Science, 46(2), 
pp. 186–204. 

Warmelink, H., Koivisto, J., Mayer, I., Vesa, M. and Hamari, J., 2018. Gamification of 
production and logistics operations: status quo and future directions. Journal 
of Business Research, [e-journal] in press. 
http://dx.doi.org/10.1016/j.jbusres.2018.09.011. 

Zhang, H., Rashid, B. and Mohammed, A. A., 2017. A theoretical model of parental 
factors and students' career decisions to join the hospitality industry in China. 
Geojournal of Tourism and Geosites, 19(1), pp. 133–141. 

  



 

Keywords: Machine Learning, Demand Planning, Artificial Intelligence,  

Digitalization 

First received: 14.May.2019  Revised: 29.May.2019        Accepted: 20.Jun.2019 

Machine Learning in Demand Planning: Cross-
industry Overview 

Nikolas Ulrich Moroff1 and Saskia Sardesai1 

1 – Fraunhofer Institute for Material Flow and Logistics IML 

Purpose:  This paper aims to give an overview about the current state of research in 
the field of machine learning methods in demand planning. A cross-industry analysis 
for current machine learning approaches within the field of demand planning pro-
vides a decision-making support for the manufacturing industry. 
 
Methodology: Based on a literature research, the applied machine learning methods 
in the field of demand planning are identified. The literature research focuses on ma-
chine learning applications across industries wherein demand planning plays a ma-
jor role. 
 
Findings: This comparative analysis of machine learning approaches provides/cre-
ates a decision support for the selection of algorithms and linked databases. Further-
more, the paper shows the industrial applicability of the presented methods in dif-
ferent use cases from various industries and formulates research needs to enable an 
integration of machine learning algorithms into the manufacturing industry. 
 
Originality: The article provides a systematic and cross-industry overview of the use 
of machine learning methods in demand planning. It shows the link between estab-
lished planning processes and new technologies to identify future areas of research 
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1 Introduction 

In recent years, digitalization has become more and more important, and 

hence it has a high significance for the manufacturing and planning pro-

cesses of industrial companies. According to a study by the VDI, up to 25% 

of companies intend to deal with the topic of artificial intelligence (AI) and 

machine learning (ML), which is one of the main tasks of digitalization in the 

following years (Verein Deutscher Ingenieure e.V., 2018). Artificial intelli-

gence describes a field of research that becomes increasingly relevant in 

the digitalization process for the automation of planning processes. Ma-

chine learning is a sub-area of artificial intelligence and describes a method 

for the implementation of self-learning systems. The study shows, that 

these topics already have a high priority in the economy today and their 

importance for future economic success is very present. Table 1 supports 

the estimated potential of the new technologies (Reder, 2018). 
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Table 1: Studies for AI and ML (Verein Deutscher Ingenieure e.V., 2018) 

Study Date 
Extrapolation (increase 

by)  
Market 

Until 

Year 

Accen-

ture   

July 

2017 

gross value added (12 tril-

lion Euros ) 

12 industrial coun-

tries (incl. Ger-

many) 

2035 

McKinsey 
April 

2018 

gross domestic product 

(16 billion Euros) 
Germany 2030 

PwC 
June 

2018 

gross domestic product 

(430 billion Euros) 
Germany 2030 

BMWi, iit 

Berlin 

July 

2018 

gross value added (31,8 

billion Euros) 
Industry Germany 2023 

The process of digitalization and its analysis began in the 1990s with the 

increasing creation of data records, digital transactions and networked sys-

tems (Zuboff, 2010; Bryanjolfsson and Mcafee, 2014). Especially in logistics 

and supply chain management, a high amount of transaction data is gener-

ated and collected, displaying the high potential for the use of this infor-

mation (e.g. for forecast improvement) (Röniger, 2018). 

Along with the increasing computing power, it is now possible to analyze 

the generated data sets of a company and render them usefully (Papenfort, 

Frank and Strughold, 2015). Methods and algorithms have to be developed 

for the usage of the data sets that can analyse large amounts of information 

in order to recognize patterns and rules that can be used as decision sup-

port for future processes and planning (Haasis, et al., 2015). One of these 



358  Nikolas Moroff and Saskia Sardesai   

 

methods for analysing large amounts of datasets is machine learning, an 

algorithm that evolves using feedback information and historical data 

(Michie, 1968). Especially demand forecasting in the area of supply chain 

planning (e.g. in manufacturing industry) is an important application area 

for machine learning methods, as many different factors affect the sales 

market and conventional statistical methods reach their limits (Deutsch-

länder, 2003). 

2 State of the Art 

2.1 Demand Planning 

Demand planning describes the process of determining future material re-

quirements according to quantity and time and represents a major task 

within the area of Supply Chain Management (SCM) (Tempelmeier, 2018). 

The SCM task model from Kuhn and Hellingrath describes the interfaces be-

tween the individual SCM tasks and the planning horizon of each individual 

module (Hellingrath and Kuhn, 2013). Originally, the SCM task model was 

designed to structure requirements for SCM software, to define all areas 

and respective interfaces in detail (Koch, 2012). Within the SCM task model, 

demand planning covers the interface between tactical and strategic plan-

ning.  It serves as an input for further underlying planning processes (e.g. 

procurement, production and distribution planning). A large number of 

planning parameters are therefore dependent on the results of demand 

planning. Consequently, it is essential for the profitability of a company to 

achieve a high forecast quality and to minimize uncertainties (Ashayeri and 

Lemmes, 2006). There are several different forecasting methods, which 
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form the basis for the strategic and operative planning of a company (Ham-

mer, 1998). Current forecasting methods, though, analyze the past in order 

to draw conclusions about future events. It is assumed, that events always 

have the same implications and follow the same pattern. This approach is 

known as the time stability hypothesis. Based on this assumption, there are 

deviations between the forecast result and reality, which are evaluated as 

forecast errors (Hansmann, 2013; Stickel, Groffmann and Rau, 2013). Me-

thodically, the forecasting procedures can be divided into two categories: 

quantitative and qualitative. The characteristics of the different methods 

are briefly summarized in Table 2.  

In summary, it can be said that demand planning is based on the forecast 

results of the procedures briefly outlined before. The forecast thus deter-

mines the demand of goods for a fixed period (e.g. monthly). However, in 

order to achieve a high forecasting quality, an exponentially increasing 

computing effort and sufficient database  is necessary, so that a structured 

and case-dependent selection of the forecasting method is essential 

(Feindt and Kerzel, 2014; Kühnapfel, 2014).  

Due to the advancing development of information technologies, classical 

forecasting methods are slowly being replaced by more complex methods. 

The trend is tending towards the use of e.g. machine learning or neural net-

works to enhance the forecast with further internal and external data 

(Mertens and Rässler, 2012). Machine learning can combine quantitative 

and qualitative methods so that it is possible to integrate both, historical 

data and expert knowledge (semantic data) in the decision-making process 

(Shalev-Shwartz and Ben-David, 2014). Furthermore, it is possible to inte-
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grate additional internal sources (e. g. intranet, social media) of infor-

mation that provide extra knowledge for the planning process. The follow-

ing section of the article gives a brief overview of the challenges in forecast-

ing demand in the manufacturing industry. 

Table 2: Properties of forecast methods (Hansmann, 2013; Stickel, Groff-
mann and Rau, 2013) 

Quantitative forecasting methods Qualitative forecasting methods 

Mathematical model which is applied 

to a company's historical data 

Use of expert knowledge to generate 

recommendations for action 

One-dimensional or multidimensional  Often no database available/required 

Linear and non-linear models  

2.2 Challenges in the demand planning of manufactur-
ing companies 

Demand planning in the manufacturing industry is affected by a high de-

gree of forecasting uncertainty. This is due to the many different factors 

which can influence the demand of a company and to the length of the fore-

casting horizon. These uncertainty factors can be divided into the following 

types: aleatoric and epistemic uncertainties (Helton, et al., 2010). Aleatoric 

uncertainties describe the stochastic influences on the forecast quality. In 

addition to statistical uncertainties, there are further factors (epistemic un-

certainties) influencing the forecast quality, which are briefly described in 

the following list (Grömling, 2005; Egri, et al., 2008). 
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 Data revision: Data in the model is incorrect, resulting in a wrong 

basis for the forecast model. 

 Unpredictable events: Statistical methods do not consider new 

events and hence do not forecast the resulting effect. 

 Human factor: Humans tend to override the output and adhere to 

familiar principles (status-quo preservation). 

To overcome some of the issues mentioned above, Habla analyzed ma-

chine learning methods in demand planning of a manufacturing company 

in order to improve the forecast quality. The author concluded that many 

areas in the modelling and application of the algorithm were still insuffi-

ciently illuminated. For example, the integration of trends and seasonal ef-

fects is not mentioned in his study and he also argues that data mining 

methods can be used to generate different aggregation levels to enable a 

robust forecast (Habla, et al., 2007). The main reasons lie in the high com-

plexity of the data structure and the changing customer behavior. Because 

of the ever shorter product life cycles, thus, it is not possible to collect 

enough historical data over a long period of time or for a specific product 

phase (start-up, peak or phase-out phase) to make statistically sound state-

ments regarding the demand forecast (Johnson, 2018; Mayr and Moser, 

2018). The type of product is also decisive here: Innovative products have a 

significantly shorter product life cycle than standard products, hence their 

sales behavior can be predicted much less accurately (Lee, 2002). Even in 

case a good data basis is available, there are further challenges in the anal-

ysis and interpretation of the data. It is crucial to filter the essential data 

and ignore unimportant data. This can only be done in relation to the use 

case to be examined, since the importance of a data set highly depends on 
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the target size and data structure (Alansari, et al., 2018). In 2017, Scheidler 

developed a process model to extract knowledge from the database of a 

supply chain in order to create a usable data basis. The process model fo-

cuses on the definition of the desired target quantity, the selection and 

cleansing as well as the preparation of the data stock and the application 

of a data mining procedure (Scheidler, 2017). Each of these tasks involves 

its own challenges. The following list presents the greatest challenges spe-

cifically for the use of machine learning methods in demand planning in the 

manufacturing industry. For the handling of the mentioned challenges ar-

tificial intelligence methods are increasingly applied.  

 Creation of a database  

 Data acquisition/recording; Data preparation; Data analysis 

 Creation of data model as basis of the algorithm 

 Consideration of influencing parameters (environmental factors, 

regional factors,            

 Political factors) depending on the branch 

 Definition of the Output Parameter (Modelling)  

 Changing products and shortened product life cycles 

The following section of the paper gives a brief overview of current machine 

learning methods and provides an initial overview of the most common 

methods used in demand planning. 

2.3 Machine Learning Methods in Demand Planning 

Machine Learning is a field of research that deals with the modelling and 

implementation of learning phenomena and is part of artificial intelligence 
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(Engemann & Sudmann, 2018). The first research work in this field began in 

the 1950s, but only through technological advancements and the use of 

graphics processing units (GPUs) is it possible to handle data sets quickly 

and cost-effectively since 2015 (Wesseler, 2018). To implement machine 

learning methods, no static programming rules are used, instead the pro-

gram extracts regularities from sample data in order to subsequently de-

velop a model. After a learning period, the model is then applied to new 

data sets.    

The main difference between traditional programs and machine learning 

algorithms is the feedback loop within the model. This allows the model to 

get a feedback on the quality of the output parameter and then adjust its 

own decision rules in order to improve the result. A self-learning system is 

created through the feedback loop as the machine learning algorithms con-

tinue to improve along with the duration of use and the amount of data 

(Gottschlich, et al., 2018; Wittpahl, 2019). Due to these characteristics ma-

chine learning methods are suitable for the following problems (Géron, 

2017):  

 Complex problems without an existing good solution 

 Problems with changing environmental influences 

 Large amounts of data as a basis 

 Complex lists with existing solutions  

In summary, machine learning algorithms can handle large amounts of 

data and flexibly react to changing conditions and environmental influ-

ences. According to Géron, there are three different strategies for imple-

menting a machine learning algorithms: 
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 With and without human supervision 

 Incremental learning and non-incremental learning system 

 Pattern recognition  

In demand forecasting, supervised learning algorithms are preferably used, 

as they can handle large amounts of data very efficiently and precisely. The 

algorithm's approach here is to identify patterns based on training data and 

to derive rules that can then be transferred to new data sets (Marsland, 

2011; Mello and Ponti, 2018). Example algorithms are Logistic Regression or 

Random Forest, but also artificial neural networks (ANN) which are ex-

plained more in detail in the following section, as they play an important 

role in the context of artificial intelligence and machine learning. The ANN 

is a replica of the organic neuronal structure of humans. It is a mathemati-

cal-statistical method, which processes information on the basis of the hu-

man neuronal nerve structure and is very well suited for prognosis proce-

dures and prediction models. Structurally, ANN do not represent a classi-

cally programmed algorithm, but a structure that can be flexibly adapted 

to data or system changes (Crone and Preßmar, 2006). The data points of 

the artificial neural network are linked and trained to react to unknown sit-

uations. The knowledge of the neural network lies in the weighted connec-

tion between the individual data points, which influence the transmission 

of the data and the result of the output function. A key capability of the ANN 

is its generalization capability. Therewith, good results can also be ob-

tained for data sets whose behavior has not previously been trained. Espe-

cially in connection with prognosis problems, neural networks have the ad-

vantage of being able to model linear, non-linear or all interrelationships 

between data sets, which allows a very large scope for design (Hornik, 
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Stinchcombe and White, 1989; Zell, 2000; Haykin, 2009). After the presenta-

tion of the individual implementation strategies and the ANN, the best 

known algorithms of machine learning will be discussed briefly. It is not our 

intention to present a complete list of all machine learning algorithms, as 

there is no clear definition or demarcation between the algorithms. The 

number of machine learning algorithms varies between 1,000 and 10,000 

(Engemann and Sudmann, 2018). The best known machine learning algo-

rithms can be subordinated into the tasks of classification, regression and 

clustering (Géron, 2017). In the following, these tasks are shortly explained. 

2.3.1 Classification 

Classification procedures are used to classify objects or data points accord-

ing to their properties. Based on the underlying set of data, the classes are 

calculated. New data points are sorted into the calculated grid based on 

their attributes (e.g. K-Means-Algorithm). It is important to note that the 

classification problem is discrete, hence the assignment is always unam-

biguous (Marsland, 2011). After the assortment of the data point, the clas-

ses are recalculated on the basis of the new dataset to achieve a continuous 

improvement of the classification result. These methods are often used in 

the field of pattern recognition or artificial intelligence (Wittpahl, 2019). 

2.3.2 Regression 

Regression analysis is already used in many areas for forecasting demand 

because it predicts the trends of the future on the basis of historical values 

and a statistical model. For this purpose, the dependency between two var-

iables (dependent and independent) is examined in order to define their re-

lationship to each other. This can be a simple regression (an independent 

variable) or a multiple regression (several independent variables). For this 
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reason, they are particularly useful in forecasting and scenario analysis be-

cause they can consider several different data sources (internal data, 

weather data, regional data, etc.) (Stoetzer, 2017; Welc and Esquerdo, 

2018). For further development of regression analysis, it is linked to a ma-

chine learning architecture, to use new and actual data sets to constantly 

regenerate and optimize the model that has been developed on the basis 

of the historical data. 

2.3.3 Clustering 

Clustering procedures are used to group and classify data points according 

to their properties. For this purpose, it is essential that the similarity be-

tween data points is described in a measurable manner as to enable com-

parative analysis. Clustering algorithms work through two procedures one 

after the other. First, the similarity measure between the new data point 

and the existing data basis is determined. This is followed by a division of 

similar data into groups thus creating cluster. At this point, a distinction is 

made between hard and soft clustering algorithms, i.e. the unique assign-

ment of a data point to a cluster. If it is a soft clustering algorithm, data 

points can also belong to several clusters. If a data point is always uniquely 

assigned to a cluster, it is a hard clustering algorithm (Ester and Sander, 

2013; Backhaus, et al., 2016). This method is also often used to prepare data 

sets. For example, to summarize customers based on their specific proper-

ties so that they can be handled equally in the demand forecast (Murray, 

Agard and Barajas, 2015). In addition to the different methods and learning 

strategies of machine learning approaches, the data analyst has to consider 

the phases of learning, which segregate into a training phase and an appli-

cation phase. During the training phase, the algorithm develops the 
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knowledge from example data in order to use it in the application phase or, 

depending on the algorithm and learning strategy, to extend it afterwards 

(Neef, 2017). In the next section of the article, the requirements of demand 

planning processes in the classical manufacturing industry are first pre-

sented, followed by demand planning processes in other industries using 

machine learning. 

3 Cross-industry application of ML in Demand Plan-
ning 

3.1 Methodology comparative cross-industry analysis 

In order to gain new findings for the implementation of machine learning 

methods, the methodology of a cross-industry comparative analysis is 

used. The findings are processed in a CRISP (Cross-industry standard pro-

cess) model for standardized collection and clustering of the results (Wirth 

and Hipp, 2000). 

 Different industries are analyzed with regard to one problem in order to 

transfer solution approaches between the industries. Cross-industry inno-

vations and analyses are increasingly implemented in product develop-

ment to prevent conventional thinking (Schulthess, 2013). The aim of this 

analysis is to identify commonalities between different industries in order 

to transfer already established machine learning approaches to demand 

planning in the manufacturing industry. As the concept and the basic 

schema in demand planning is similar throughout the industries this allows 

a possible transfer to demand planning in SCM. Each industry has a certain 

demand variable to plan follow-up processes, e.g.:  
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 Energy: Energy consumption 

 Finances: Market and shares development (Arroyo, Espinola and 

Maté, 2011) 

 Agriculture: Crop development 

In this paper, machine learning approaches in the sectors of energy, finance 

and agriculture are examined, since the financial and energy sectors in par-

ticular, are pioneers in digitalization according to a survey conducted by 

the Institute of the German Economy in Cologne (Demary, et al., 2016). The 

reason to choose these three industries are the different influencing factors 

which have a direct influence on supply chain processes. The energy indus-

try is strongly influenced by climatic conditions, which impact the supply, 

and direct contact with the end consumer who has a high influence on the 

development of demand. In agriculture, regional and environmental fac-

tors are decisive for the expected crop yield. In contrast, in the financial sec-

tor these are usually global factors (e.g. market dependencies, political in-

fluences) that affect market development and performance on the financial 

market. The following Table lists the primary influencing factors and de-

pendencies of the individual industries. 
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Table 3: Influencing variables in different industries 

Industry Influence variables/dependencies Source 

Energy 

Climatic conditions 

Direct contact with the end con-

sumer 

(Lüdeke-Freund and 

Opel, 2014) 

Finances 
Market dependencies  

Political influences 

(Onischka and Or-

bach, 2008) 

Agriculture Environmental/ regional influences (Döring, et al., 2011) 

3.2 Machine Learning Methods Forecasting Energy 

The energy sector is highly dependent on current climatic conditions and 

has direct contact with end consumers (households and industry). For this 

reason, consumption data are the main input for machine learning algo-

rithms and thus provide a large and detailed data basis. To prepare the data 

basis, the following steps are performed in order as named: specification 

(variable declaration and selection of secondary data sources (e.g. weather 

data or socio-economic data sets)), inspection (quality analysis) and pre-

processing (filtering and data curation). These steps are necessary to pro-

vide a suitable input for the machine learning algorithm (Al-Alawi and Is-

lam, 1996). Table 4 presents three research papers concerning predicting 

power demand using machine learning techniques. 
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Table 4: Machine Learning in Forecasting Electricity consumption 

Database 

Machine 

Learning Algo-

rithm 

Results Source 

Electricity consumption: 

70,128 data points in the 

period 01.01.2008- 

31.12.2015  and weather 

data 

ANN; Random 

forest Algo-

rithm; Support 

Vector Machine 

Algorithm 

Average percent-

age error 3.10%  

96.3% of peak loads 

are covered 

(Ga-

jowniczek 

and 

Ząbkowski, 

2017) 

Electricity consumption 

Years: 1980-2000 (training 

data); 2001-2008 (test 

data) 

ANN 
Average percent-

age error 0.64  

(Küçük-

deniz, 2010) 

Electricity consumption 

Years: 2006-2007 (training 

data); 2008 (test data); In-

fluencing variables: Time; 

Seasons 

Support Vector 

Regression 

Average percent-

age error 0.41-0.53 

depending on com-

bination of influ-

encing variables 

(Setiawan, 

Koprinska 

and Age-

lidis, 2009) 

These three papers were selected because they use different approaches 

and data bases, and all provide good results. In contrast to Küçükdeniz, Ga-

jowniczek and Ząbkowsk focus on a short time horizon, which allows to 

evaluate the advantages of the different algorithms in relation to the con-

sidered application case. The last paper analyzes different time windows, 

but focuses only on support vector machines, therefore a comparison of the 

three publications gives a good overview of the state of the art in this indus-

try. 
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The first column describes the used database, afterwards the used machine 

learning algorithm is described. The results column displays the quality of 

the results and the calculated error size. The results of the research work 

show that artificial neural networks and supervised machine learning 

methods provide the qualitatively best prognosis results. In addition, the 

quality of the results increases with the number of training data of the pri-

mary data set (see Küçükdeniz) or with the consideration of further second-

ary data sets (see Setiawan). 

3.3 Machine Learning Methods Forecasting Finance 

Intelligent forecasting methods are already widely used and established 

within the financial sector. Krollner has prepared a compilation of the tech-

niques (time horizon, algorithm) and data bases (data evaluation, data se-

lection, input parameters) used in this area in 2010 (Krollner, Vanstone and 

Finnie, 2010). The following figures are based on his literature research and 

are intended to give a brief overview of the use of machine learning meth-

ods in forecasting financial time series. As shown in Figure 1, the artificial 

neural networks (ANN) based algorithm is most widely used in the financial 

sector followed by evolutionary and optimization techniques. In addition 

several multiple and hybrid applications are employed. The trend moves 

towards the use of existing methods of artificial neural networks, which are 

upgraded with innovative training algorithms or combined with new tech-

nologies to hybrid systems. This development leads to the integration of 
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machine learning methods to improve the training algorithms (Krollner, 

Vanstone and Finnie, 2010). 

Figure 1: Machine Learning Methods for Forecasting in Finance sector 
(Krollner, Vanstone and Finnie, 2010) 

Figure 2 displays secondary data used to improve the forecast quality in the 

financial sector. As the second graph shows, a wide variety of secondary 

data is referred to. The data can be separated into three categories: Firstly, 

finance-specific data such as the trading volume and exchange rate, sec-

ondly specific comparative rates such as oil price, gold price and thirdly, 

macro-economic data as the unemployment rate. 

Before the respective data can be used, they must be processed. Krollner 

does not deal with the topic of data preparation, so that further research is 

necessary to give a detailed overview about concepts of data preparation. 
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Figure 2: Percentage of used secondary data bases (Krollner, Vanstone and 
Finnie, 2010) 

Tsang (Tsang, Yung and Li, 2004) has developed a method to process data 

sets specifically for the financial sector and to prepare them for use in ma-

chine learning algorithms. In his research work, the author described strat-

egies and procedures for solving data problems, which are briefly listed be-

low: 

 Too few data: Generation of missing data's (Data mining based 

methods) 

 Too many data: Classification and discretization 

 Noise in the data: Regression-based data smoothing 

 Season/Trend: Log difference 

 Differently scaled data sets: Line scaling method 
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These approaches are already used in conventional historical data analysis 

and can be adopted to prepare the database for the machine learning algo-

rithm. 

3.4 Machine Learning Methods Forecasting Agriculture 

Table 5: Used Machine Learning methods in Forecasting Agriculture (Lia-
kos, et al., 2018) 

Machine Learning Method Quantity (of 46) 

Bayesian Model 2 

Ensemble Learnings 2 

ANN 22 

Regression and Clustering 4 

Instance based models 1 

Decision trees 1 

Support Vector Machines 14 

In contrast to the financial or energy sector, qualitative forecasting areas 

are also considered (e.g. animal welfare or harvest quality). It is important 

to note that the algorithms used in the qualitative approach differ to the 

once used for quantitative forecasting. Ensemble Learning or Decision trees 

are the most commonly used methods, which can be subsumed in the area 

of regression for supervised learning. In the study of Liakos, the machine 
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learning methods are analyzed according to their frequency of use, a qual-

itative analysis of the results is not considered. In addition, no information 

is provided on established methods for data preparation. Having analyzed 

the demand forecasts in agriculture, energy and finance, the following sec-

tion applies the findings to the requirements of demand planning in the 

manufacturing industry. 

4 Solution approaches and strategies for demand 
planning in manufacturing industry 

The analysis of the different industrial sectors has shown that certain prob-

lems and challenges are common (e.g. data basis or algorithm selection). 

Due to the relatively  low degree of digitalization in the manufacturing in-

dustry, it is useful to learn from more advanced industries and to use the 

experience gained (Demary, et al., 2016). Based on the available knowledge 

in those sectors, recommendations for action can be formulated for the ap-

plication of machine learning methods for demand planning in the field of 

supply chain management in the manufacturing industry. 
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Figure 3: CRISP-Model solution approaches and strategies for using ML 

Figure 3 summarizes the findings from the comparative analysis of other 

industries using the CRISP-Model (Cross-industry standard process) and 

provides recommenda-tions for the structured use of machine learning 

methods in the manufacturing industry. The challenges identified previ-

ously in chapter 2.2 are compared to the possible solutions from the three 

industrial sectors. The following section explains the approaches and find-

ings of the analysis more in detail. 
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The data basis is essential for the success of machine learning methods and 

must be prepared for each application. Historical data sets are used in the 

energy industry to overcome this difficulty. In order to improve data qual-

ity, they can still be processed in order to eliminate missing data or data 

noise. 

Afterwards a model must be designed for a specific target variable. This 

model takes into account both the data basis and the influencing factors 

that affect the target variable to be calculated. It is recommended to use 

secondary data (general or industry-specific) in addition to the primary 

data to enable a better integration of fluctuations (agriculture and finance 

sector). Publicly accessible data are of advantage, as they are available in a 

standardized form and with sufficient data quality, so that the process 

steps of data acquisition and data preparation can be reduced. In addition, 

during the selection of the algorithm, the use case must be taken into ac-

count, since the different algorithms depend on the type of the forecast 

value (qualitative or quantitative).  

In the area of data exploitation in particular, successful approaches have 

already been developed in the financial sector, but the literature research 

also shows that challenges due to product behavior (shorter product life 

cycles) or in modelling can be solved by approaches from agriculture. 
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5 Conclusion 

In this article, the authors have shown that machine learning methods are 

already used in several industries. This promises a high potential for the 

manufacturing industry. Requirements for the application in demand plan-

ning have been formulated and prepared in a structured way. It has been 

shown that many areas have not been sufficiently analyzed and described 

(e.g. Modelling, influencing factors (internal and external) and data prepa-

ration). This is especially valid for the modelling of the ML approach and the 

underlying data basis. There will be a need for future research in the area of 

demand planning in the context of the manufacturing industry. This in-

cludes the specification of necessary and influencing data sets. This would 

allow the creation of an initial model for successful demand planning. It is 

of utmost importance to focus further research in the field of the design of 

the data model to guarantee optimal input for the ML algorithms. Only if 

the required set of data is defined and available, the true value of machine 

learning can be evaluated. 
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Purpose: The study provides a recent overview of the diffusion of blockchain tech-
nology in the logistics industry. It reveals the adoption of blockchain technology at 
German logistics service providers (LSPs) and their expectations regarding the future 
relevance of the technology. Based on the TOE Framework adoption supporting and 
inhibiting factors are identified. 

Methodology: In a first step, LSPs listed in the “Die Top 100 der Logistik 2016/2017” 
were contacted and questioned about their blockchain activities. Based on the re-
sponses, qualitative interviews were conducted with seven participants as part of a 
three-stage Delphi study. 

Findings: In particular small and medium-sized German LSPs are currently hardly 
involved in blockchain technology. Larger LSPs are beginning to define their own use 
cases and are trying to develop them further in joint projects with partners. A sys-
tematic use is currently not taking place. 

Originality: The study reveals the current discrepancy between rapidly evolving the-
oretical approaches for the use of blockchain technology in logistics, on the one 
hand, and the absence of the technology in everyday operations on the other hand. 
It also reveals a reluctant attitude of the management towards the technology. 
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1 Introduction 

The blockchain technology is an emerging but also highly controversial in-

novation for the logistics industry that challenges LSPs (Hackius & Pe-

tersen, 2017). According to Tushman and Nadler (1986), innovations can 

create incremental, synthetic or discontinuous change. Incremental 

changes have a minor impact on an organization and involve only little risk. 

Synthetic changes result from existing ideas or technologies being recon-

structed and combined in an innovative way. The highest impact on an or-

ganization with respect to change and risk arises from discontinuous 

change. Concerning the last-named category, in particular, the distinction 

between “competence-enhancing” and “competence-destroying” (Tush-

man & Anderson, 1986) innovations is crucial. Competence-enhancing in-

novations enlarge the expertise of companies and contribute to further de-

velopment. Competence-destroying innovations may render existing tech-

nologies and expertise obsolete. As blockchain technology is in an early 

stage, the future will show which classification applies in the case of LSPs. 

However, even without a specific classification, it becomes clear that block-

chain technology will influence logistics services anyway (Blossey, Eisen-

hardt, & Hahn, 2019; Dobrovnik, Herold, Fürst, & Kummer, 2018). LSPs that 

adopt blockchain technology will be able to exploit the benefits or to adjust 

their business models. 

In consequence, this paper does not aim to evaluate the impact of block-

chain on LSPs. Instead, the objective of this paper is to address a lack of 

research, pertinent to academics and practitioners by shedding light on the 

adoption of blockchain technology at LSPs. Thus, our research questions 

are:  
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RQ1: Which factors influence the adoption of blockchain technology at 

LSP? 

RQ2: How advanced is the blockchain adoption at LSP? 

By answering these questions, we respond to calls from Hughes et al. (2019) 

to research on the adoption of blockchain technology, especially on the 

benefit expectations. We also respond to Blossey et al. (2019) to identify 

success factors and challenges of implementing blockchain applications. 

Finally, we respond to Risius and Spohrer (2017) to research on how exist-

ing intermediary service providers position themselves towards blockchain 

technology. 

The remainder of the paper is structured as follows. Section two lays the 

theoretical foundation for assessing the adoption of blockchain technology 

at German LSPs. Subsequently, in section three, the research methodology 

and the data sample are explained. The findings of our study are presented 

in section four. These are discussed and summarized in propositions in sec-

tion five. In the final section, we summarize the contributions of our study 

and address implications for further research. 

2 Theoretical Background 

2.1 Blockchain in Logistics 

The blockchain technology is a topic of steadily increasing interest for aca-

demics and practitioners (Li, Marier-Bienvenue, Perron-Brault, Wang, & 

Paré, 2018; Miau & Yang, 2018; Risius & Spohrer, 2017). A blockchain is a 

shared ledger that allows a decentralized verification and immutable stor-

age of data and thus a trustworthy record of business activities (Nofer, 

Gomber, Hinz, & Schiereck, 2017). Because of its ability to create trust 
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within a decentralized system with participants that do not necessarily 

trust each other, the application of blockchains seems to facilitate the elim-

ination of a trustful third-party intermediary (Swan, 2015). Besides the exe-

cution of rather simple transactions such as currency or token transactions, 

blockchains also allow for more complex transactions via the application of 

smart contracts (Szabo, 1997). Thus, because of the blockchain character-

istics and the possibility to execute smart contracts, the term “disruption” 

has frequently been used in recent years for the blockchain technology, in 

order to describe an estimated radical change of business processes and 

even business models in many industries (Mettler, 2016; Nofer et al., 2017; 

Peters & Panayi, 2016). 

The logistics industry is expected to be one of the most impacted sectors. 

For example, Korpela et al. (2017) develop a concept for a blockchain-based 

digital supply chain that could enable an end-to-end data integration. Blos-

sey et al. (2019) offer the most recent overview of blockchain applications 

in the field of logistics and supply chain management. According to them, 

blockchains can be applied in the fields of a) supply chain visibility, b) sup-

ply chain integrity, c) supply chain orchestration, d) supply chain virtualiza-

tion, and e) supply chain finance. In most of the existing studies, blockchain 

technology is described as a competence-enhancing innovation for logis-

tics services. However, it can also be a competence-destroying one. For ex-

ample, Subramanian (2017) argues for blockchain-based decentralized 

marketplaces, inter alia for transportation services. Such a market place 

could seriously harm the existing business models of forwarders. It be-

comes clear that especially LSPs are well-advised to deal with blockchains, 

either in order to develop their business models or to be prepared for 

emerging new competitors. 
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The aforementioned studies are rather conceptual than empirical and only 

a few studies have been conducted which describe the adoption of the 

blockchain technology in logistics until now. Dobrovnik et al. (2018) offer a 

conceptual approach to discuss the adoption of blockchain technology in 

the logistics industry. Based on Rogers' attributes of innovation (relative 

advantage, compatibility, complexity, trialability, and observability) (Rog-

ers, 2003), they hypothesize potential blockchain applications in the logis-

tics industry (Dobrovnik et al., 2018). An empirical proof of the propositions 

does not take place. Hackius and Petersen (2017) conducted an expert sur-

vey of logistics professionals to explore potential applications and future 

prospects of blockchain technology in supply chain management. Accord-

ing to them, there are significant differences in regards to the estimated 

benefits and adoption barriers of blockchains between logisticians on the 

one hand, and consultants as well as scientists on the other. Especially lo-

gistics experts "have difficulties getting a clear idea of the benefits and use 

cases" (Hackius & Petersen, 2017, p. 16) and make reservations regarding 

an anticipated high level of collaboration and commitment. Thus, Hackius 

and Petersen ask logisticians to "engage in experiments to find out if and 

how Blockchain [sic!] could be of use for their own company" (2017, p. 16).  

We distinguish to the aforementioned literature in so far that we offer pro-

found details on the antecedents for blockchain adoption of LSPs on an or-

ganizational level. To the best of our knowledge, there has been no other 

study on this topic so far. Thus, we intend to fill this gap with this paper and 

build on the findings of Hackius and Petersen (2017). 
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2.2 Innovation Adoption 

Adoption of innovations takes place on different levels, e.g. individuals, 

groups, organizations or industries. The different entities on each level 

adopt the innovation, based on their attitude towards innovations. The 

more entities adopt an innovation, the higher is the possibility that adop-

tion spills over to other entities and levels (Valente, 1995). Thus, adoption 

is a sub-process of diffusion according to Rogers (2003). There are several 

approaches that conceptualize the adoption process, e.g. the technology 

acceptance model (Davis, Bagozzi, & Warshaw, 1989), the theory of planned 

behavior (Ajzen, 1991), and the unified theory of acceptance and use of 

technology (Venkatesh, Morris, Davis, & Davis, 2003). However, in this pa-

per, we apply the concept of Rogers (2003) as his approach seems to be ap-

plicable not only for individuals but also for organizations. Rogers divides 

the adoption process into five different stages: a) knowledge, b) persua-

sion, c) decision, d) implementation and e) confirmation. In the knowledge 

stage, a decision-making unit gets the awareness of an innovation, reaches 

a basal understanding of the innovation, and apprehends the principles of 

the innovation. During the persuasion stage, the decision-making unit 

forms an attitude toward the innovation, based on the perceived charac-

teristics of the innovation, e.g. relative advantage, compatibility, complex-

ity, trialability, and observability (cf. section 2.1). In consequence, the deci-

sion-making unit decides to adopt or to reject the innovation in the decision 

stage. The implementation stage describes the application of the innova-

tion in routine processes. This stage often comes along with a degree of un-

certainty and adaptions of the innovation (Rogers, 2003). After a distinct 

time, the decision-making unit evaluates the outcome of the decision stage 

within the confirmation stage. At this point in time, discontinuance, which 
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Rogers describes as "a decision to reject an innovation after having previ-

ously adopted it" (Rogers, 2003, p. 182) can occur. 

In order to explain adoption on an organizational level, the TOE framework 

turned out to be very fruitful, because of its general applicability (Baker, 

2012). According to the TOE framework (DePietro, Wiarda, & Fleischer, 

1990), the organizational adoption of technological innovation is influ-

enced by the context’s technology, organization, and environment, which 

can be “constraints and opportunities for technological innovation” (1990, 

p. 154). As the contexts are not exclusively, Zhu and Kramer (2005, p. 63) 

describe TOE as a “generic” framework.  

The technological context of the TOE framework refers to all relevant tech-

nology for an organization, whether it is equipment or processes. This in-

cludes technology that is already applied in an organization (Collins, Hage, 

& Hull, 1988) but also technology that is generally available but not yet ap-

plied in an organization (Kuan & Chau, 2001). The adoption of new technol-

ogy is restricted by the significance and embeddedness of the already ap-

plied technology with respect to its ecosystem (Adner & Kapoor, 2016). 

The organizational context represents all organizational characteristics 

and resources available for the adoption and operationalization of techno-

logical innovation. Elements of the organizational context include financial 

readiness, slack resources, top management support, the involvement of 

the employees, the degree of centralization, technology competence and, 

to a lesser degree, the size of the organization. Large organizations are con-

sidered to be more successful in adopting innovations (Damanpour, 1992) 

mainly because of higher financial resources (Iacovou, Benbasat, & Dexter, 

1995) and more slack resources (Rogers, 2003). 
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The environmental context describes the setting in which an organization 

acts. Characteristics of this context are the size and structure of the indus-

try, the technology support infrastructure, and the regulatory environment 

(DePietro et al., 1990). Because of the endogenous competitive pressure, 

the size and structure of an industry have been identified as highly im-

portant characteristics of the environmental context (Iacovou et al., 1995). 

However, not only competitors influence the adoption but also customers 

and partners in the value chain, such as suppliers, retail partners or service 

providers (Kuan & Chau, 2001). Especially vertical relations in value chains 

accelerate the adoption of new technologies (Alipranti, Milliou, & Petrakis, 

2015). 

3 Research Process 

3.1 Methodological Approach 

To be able to investigate the adoption behavior of LSPs, we conducted a 

three-stage Delphi study. Delphi studies use an iterative feedback tech-

nique with a group of experts (Dalkey & Helmer, 1963). In this study, we ap-

ply the procedure as proposed by Murry and Hammons (1995). According 

to them, a Delphi study consists of two main phases: a) Definition and se-

lection of experts and b) multiple iterations of questionnaire rounds. In this 

study, we define experts as managers that are responsible for the techno-

logical or business development at German LSPs and have a job experience 

of at least three years. Based on these criteria, we contacted all companies 

listed in "Die Top 100 der Logistik 2016/2017” (Schwemmer, 2016) and 

asked for participation of relevant experts. A detailed description of the dif-

ferent experts follows in the next section. 
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In the first questionnaire round, we asked the participants for basic infor-

mation about their companies and blockchain activities. Based on these re-

sults, we prepared a second round with guided qualitative interviews. The 

interviewees were informed about the intentions of the study before the 

start of the interviews and the guideline was made available to the inter-

viewees one week before the interview. The interviews took place from 

June till August 2018. They were recorded on tape and later transcribed. 

Within the scope of qualitative content analysis, the statements of the in-

terviewees were manually paraphrased and coded (Saldaña, 2009). The re-

sults of the qualitative interviews were condensed in a classification 

scheme with the help of the theory derived from the TOE framework 

(DePietro et al., 1990) and were used to create a survey to evaluate the 

blockchain efforts of the company. This helped to classify the companies 

even better within Rogers' adoption process (Rogers, 2003) and their as-

sessment of blockchain. Finally, the findings were discussed with each par-

ticipant. After the third stage, a consensus was reached among the partici-

pants and thus, the procedure came to an end (Murry & Hammons, 1995). 

In order to eliminate problems associated with face-to-face meetings, the 

names of the participating managers and companies were treated confi-

dentially during the entire procedure (Murry & Hammons, 1995). 

3.2 Sample Description 

In total seven interviews with German LSPs were conducted. In the follow-

ing, we name the seven cases A to G for the sake of anonymization. Com-

pany E is partly a logistics service provider. The investigated companies 

employ between 750 and 35,600 employees and their turnover was be-

tween 130 million and 15 billion in 2018. The interviewees job positions can 
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be defined as follows: Site manager (A), CEO (B), CIO/Head of Global IT (C), 

Manager of Corporate Development/Head of Innovation (D), Blockchain-

representative/employee in the field of digitalization (E), CIO (F) and Team-

leader Innovation (G). The share of turnover in contract logistics referring 

to the full turnover of each company ranges from 18-97%. 

4 Findings 

4.1 Classification of Blockchain Engagement 

 

The first questionnaire round revealed that all interviewees know the 

blockchain technology and attribute benefits to the technology. Cases A 

and B reached an awareness of the technology but in contrast to the cases 

C and D, they have not started to engage profoundly and deepen their 

knowledge on the technology yet. The cases E, F and G have done so and 

also developed blockchain use cases in order to gain specific knowledge 

and be able to evaluate the technology for their purposes. The procedure 

differs in so far as case F carries out an individual project, while cases E and 

G each cooperate with other companies. Figure 1 gives an overview of the 

companies’ blockchain engagement 
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4.2 Factors of Influence for Blockchain Adoption 

During the qualitative interviews in the second stage of the Delphi proce-

dure, factors, according to the TOE framework were identified that facili-

tate or inhibit blockchain adoption. The technological context comprises a 

high number of influencing factors in the categories perceived characteris-

tics of the blockchain technology, existing IT infrastructure and data as well 

as IT knowledge. General perceived benefits of blockchain technology are 

more predictive supply chains, general optimization, and savings based on 

an end-to-end digitalization and a high level of privacy based on the applied 

encryption. The most mentioned perceived benefits of the blockchain tech-

nology are high data security based on the distributed ledger and transpar-

ency. In contrast, some interviewees expressed the fear of insufficient pri-

vacy and sharing data with all blockchain participants. Further perceived 

Figure 1: Classification of companies’ blockchain engagements 
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shortcomings are technological immaturity (i.e. performance, speed, scala-

bility, and power consumption), the complexity of the technology and miss-

ing blockchain standards. Besides the perceived characteristics of the 

blockchain technology, the data quality and the maturity of the existing IT 

infrastructure and its compatibility with blockchain technology were 

named as adoption impediments. Likewise, the interviewees attributed to 

their companies a lack of relevant IT knowledge, especially in the fields of 

interface control and blockchain infrastructure. 

The influencing factors of the organizational context were all considered to 

inhibit blockchain adoption. The main factors are the culture of the organ-

ization and financial considerations. The different cultures of the organiza-

tions were described as reluctant in most of the cases. The interviewees 

were apprehensive of the “curse of the first mover” (Rayna, and Striukova, 

2009), called existing use cases “lobbying” and stated missing trust towards 

blockchain in general. The financial considerations represent anticipated 

high investments, sunk costs through a partial replacement of existing sys-

tems and in consequence an unclear cost-benefit ratio. Further organiza-

tional factors include strict IT governance rules and a high need for process 

harmonization. 

Similar to the organizational context, the environmental context was pre-

dominantly described as inhibiting by the interviewees. The pressure from 

the customers as well as from competitors and other closely related indus-

try partners seems to be low. The interviewees expected other companies 

are not willing to share data via blockchains and only very few customers 

asked for blockchain solutions. In addition, short contract periods impede 

investments into blockchain technology. Likewise, legal uncertainties in 
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general, especially referring to smart contracts depict impediments. A facil-

itating factor is represented by the estimated ongoing technological devel-

opment of the logistics industry. 

Figure 2 gives an overview of the influencing factors for blockchain adop-

tion based on the TOE framework. 

4.3 Assessment of the Blockchain Adoption Process  

During the third stage of our Delphi procedure, we conducted a second sur-

vey based on the blockchain and innovation adoption literature as well as 

the results of the qualitative interviews. The purpose of the survey was to 

determine the statuses of the different companies with regards to the 

adoption of blockchain technology. Thus, the interviewees first assessed 

their company's blockchain efforts. Based on the answers and the results 

Figure 2: Factors that influence blockchain adoption at LSPs 
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of the analysis of the qualitative interviews, we determined the adoption 

statuses of the companies according to the adoption process of Rogers 

(Rogers, 2003). The results of our classification were discussed with the in-

terviewees until consensus was reached. Table 1 depicts the final results of 

our classification. 

Table 1: Adoption statuses according to Rogers (2003) 

Case/Company Phase of the adoption process  

A Knowledge phase (awareness knowledge) 

B Knowledge phase (how-to-knowledge) 

C Knowledge phase (how-to-knowledge) 

D Knowledge phase (principles-knowledge) 

E Begin of persuasion phase 

F End of persuasion phase 

G Decision phase 

5 Discussion 

5.1 On the Adoption of Blockchain Technology 

Our research reveals the practitioners’ perception of blockchain technol-

ogy. Although more inhibiting than facilitating factors were mentioned, the 

interest in blockchains is rather high. Nevertheless, the reviewed LSPs act 
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differently. Our results show that companies with solely theoretical block-

chain knowledge have a positive attitude towards the technology. These 

companies acknowledged the future importance and advantages of the 

technology. For example, the interviewee in case D explained, if it is possi-

ble to conclude contracts soon without the parties knowing each other, the 

market will be very efficient through smart contract logistics operators. 

Cases C and D assume that in future automatic contract negotiations and 

conclusions will be possible through interlinked transport management 

systems and supply chain management systems. These estimated use 

cases correspond with the work of Blossey et al. (2019) who name the sup-

ply chain orchestration an emerging blockchain-driven innovation. 

Companies with practical blockchain experience also highlighted the fu-

ture relevance of blockchain technology, but in the same way, they learned 

about the difficulties of the technology. For example, the company of case 

F conducted various use cases but is still doubtful, which processes should 

be performed with the help of blockchains in the future. The company of 

case G initiated a blockchain consortium in which several companies are 

involved. The target of the consortium was to develop a standardized 

blockchain protocol for a specific tracking and tracing system that incorpo-

rates sensor data to initiate smart contracts for payments. However, the 

implementation is unclear, because of the uncertain stability of cryptocur-

rencies (Catania, Grassi, & Ravazzolo, 2019). The company of case E works 

on a use case in cooperation with a number other companies and investi-

gates the application of blockchains for financial transactions, billing meth-

ods within the company, processes of order processing as well as track and 

trace of materials from production to consumption. Additionally, the com-

pany is a member of an international network of different companies that 
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shares knowledge on blockchains and smart contracts e.g. for price deter-

mination and flexible adaption. These results add to the research of 

Hackius and Petersen (2017) who attested logisticians in 2017 difficulties in 

getting a clear idea of use cases. Two years later, several LSPs are able to 

identify and conduct first use cases but they have not made a final adoption 

decision so far. Furthermore, it confirms the practical utility of the so far 

hypothesized application of blockchain in logistics (Dobrovnik et al., 2018; 

Korpela et al., 2017).  

The companies A and B, which had not engaged in blockchain technology 

behaved critically towards the technology. They observed the technology 

and market and found themselves mainly in a waiting position. Company A 

supposed benefits in the area of tracking and tracing, a transparent supply 

chain with live status messages and billing processes with the help of smart 

contracts. Company B assumed the same advantages. Additionally, it 

named predictive maintenance and network coordination with other com-

panies as further prolific application areas. 

5.2 Implications 

Our research on the adoption of blockchain technology at LSPs has theo-

retical and practical implications, which will be summarized in this section. 

In general, we suggest that German LSPs should focus more on blockchain 

technology and define their own use cases. Companies should also cooper-

ate more intensively to define certain blockchain rules and standards, e.g. 

for emerging networks.  

Implication 1: The theory about blockchains in logistics is far more ad-

vanced than the practice. A lot of research has been conducted to concep-

tualize blockchain applications for logistics (Blossey et al., 2019; Dobrovnik 
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et al., 2018; Korpela et al., 2017). However, our research reveals a gap be-

tween the existing literature and use cases in the reality of German LSPs. 

We identified facilitating and inhibiting factors according to the TOE frame-

work (DePietro et al., 1990) that help to understand this development. In 

addition to these factors, the nature of the blockchain technology seems to 

impede its diffusion in practice. Blockchains can create trust in decentral-

ized environments where the participants do not necessarily trust each 

other (Swan, 2015). However, this constellation makes it difficult for com-

panies to set up comprehensive projects in order to gain experience, as they 

normally would prefer trustful partners for such kind of projects. This im-

pediment should be addressed by researchers. For example, the game the-

ory (Aumann & Hart, 1992) could be a prolific source for ideas. Moreover, 

future blockchain research in the field of logistics should apply more prac-

tice-oriented methodologies, e.g. action research (Lewin, 1946). 

Implication 2: The size of the LSPs strongly influences the adoption of 

blockchain technology. All reviewed companies perceive the blockchain 

technology to be more positive than negative. Nevertheless, the willingness 

to change differs between larger and smaller LSPs. In our study, the larger 

LSPs are more engaged in the adoption of blockchain technology. They de-

fined own use cases and developed them further in cooperative projects 

with partners. According to Rogers, this positive adoption behavior is the 

result of existing slack resources, which usually go along with a large size of 

an organization (Rogers, 2003). In contrast, we found also evidence that 

most of the companies do not want to change their (IT) structures, pro-

cesses and work routines, Hannan and Freeman (1984) call this unwilling-

ness to change structures and rejection of innovation “inertia”, which is 

normally more likely to occur at large organizations. In our cases, inertia 
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was more likely to occur at smaller companies. A possibility to overcome 

this inertia is the contact to external networks (Gilbert, 2005). However, in 

the case of German LSPs, external networks do not seem to positively influ-

ence the blockchain adoption behavior of smaller LSPs. The perceived 

pressure in the logistics industry as well as in partner companies was rated 

low and medium by the interviewees. Future research could focus on dif-

ferences in the adoption behavior of smaller and larger LSPs. 

Implication 3: The management, especially at small LSPs, is in torpor. 

Our study also reveals a reluctant attitude of the management towards the 

technology. All interviewees acknowledged the future importance of block-

chain technology. Nevertheless, no one of the interviewees – even not in 

the cases A and B – felt threatened by the blockchain technology. Although 

numerous research revealed potential threats to LSPs (e.g. Subramanian, 

2017), the management does not perceive the blockchain technology as a 

discontinuous change and competence-destroying technology in the sense 

of Tushman and Nadler (Tushman & Nadler, 1986). Especially small LSPs 

have not engaged in the technology so far. The managers of the small LSPs 

refer to technical issues of blockchain technology, problems with the own 

IT infrastructure, little slack resources, organizational inertia and no pres-

sure from the stakeholders in order to justify the low engagement. We ar-

gue that most of the named inhibiting factors are under the control of the 

management and the management has not attempted to change these fac-

tors. In fact, the management seems to be as much affected by the organi-

zational inertia as other members of the companies. However, this implica-

tion is limited as we only reviewed a few companies. Further research is 

necessary to prove this implication. Future research should also address 
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the question, which kind of LSPs will be most affected by the blockchain 

technology. 

Implication 4: LSPs fear transparency because it reveals weaknesses in 

their work processes. One interviewee mentioned that blockchain tech-

nology could make their company too transparent (De Cremer, 2016). Cus-

tomers or competitors could become aware of failures or weaknesses and 

use this information against the company. However, this apprehension 

fades the more experiences were made with the blockchain technology. For 

example, all interviewees of companies with blockchain engagement eval-

uated the data disclosure in a blockchain positively. Future research could 

elaborate on this effect of the adoption of blockchain technology in logis-

tics but also in general. 

6 Conclusions, Limitations and Future Research 

This study sheds light on the adoption of blockchain technology at German 

LSPs. Against the background of the rising importance of blockchain tech-

nology, we offer significant theoretical and practical implications for the 

further application of the blockchain technology in the logistics service in-

dustry. With the help of a Delphi study and the TOE framework (DePietro et 

al., 1990), we identified facilitating and inhibiting factors for the adoption 

of the blockchain industry from the perspective of managers at German 

LSPs. Furthermore, we evaluated the status of the blockchain adoption 

process according to Rogers (Rogers, 2003). Our results show that espe-

cially larger LSPs engage in the blockchain technology by deepening their 

knowledge or conducting projects. Nevertheless, none of the companies 

that we reviewed uses blockchains in their business processes. Smaller 
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LSPs are very reluctant adopters of the technology and remain in a waiting 

position.  

However, our study as presented in this paper has certain limitations. The 

significance of our study is limited insofar as the sample size is rather small 

with only seven participants. Furthermore, it is conceivable that mainly 

companies participated in the interviews that expressed interest in the 

technology and tend to appraise it too positively. As a result, the real adop-

tion engagement of LSPs may be lower. Although desktop research sup-

ports the findings, additional quantitative studies seem necessary. 

Additionally to the directions for future research, which we already de-

scribed in the implications, further research could also address the adop-

tion behavior in different countries and cultural settings, because the en-

trepreneurial culture in other countries is different and thus could result in 

different findings. We also advocate for further research on the environ-

mental factors of the TOE framework (DePietro et al., 1990) as we only fo-

cused on the evaluation from the viewpoint of the LSPs. It would be inter-

esting to know if this perception also applies to the viewpoint of the differ-

ent stakeholders. 
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Purpose: In recent years, a number of practical logistic applications of machine 
learning (ML) have emerged, especially in Supply Chain Management (SCM). By link-
ing applied ML methods to the SCM task model, the paper indicates the current ap-
plications in SCM and visualises potential research gaps. 

Methodology: Relevant papers with applications of ML in SCM are extracted based 
on a literature review of a period of 10 years (2009-2019). The used ML methods are 
linked to the SCM model, creating a reciprocal mapping. 

Findings: This paper results in an overview of ML applications and methods currently 
used in the area of SCM. Successfully applied ML methods in SCM in industry and ex-
amples from theoretical approaches are displayed for each task within the SCM task 
model.  

Originality: Linking the SC task model with current application areas of ML yields an 
overview of ML in SCM. This facilitates the identification of potential areas of appli-
cation to companies, as well as potential future research areas to science. 
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1  Motivation 

In the age of information technology and increasingly complex technical 

and industrial processes, agile and efficient logistics processes play a cen-

tral role. High logistic requirements such as reliability, transparency and 

flexibility combined with optimal economic conditions form the foundation 

for a successful supply chain (SC). Dynamically changing processes require 

a technology that is able to cope with the increasing complexity of supply 

chains. 

The growth in data volume and diversity has led to data sets larger than 

ever before. Processing with conventional, practical management tools is 

often inefficient or impossible. To manage and evaluate these new and po-

tentially valuable data sets, new methods and applications have been de-

veloped in the form of predictive analytics (Waller and Fawcett, 2013, p. 77). 

One of these predictive analytics methods is machine learning (ML). The 

success of this methodology is achieved through the invention of sophisti-

cated ML models, the availability of large data sets ("big data") and the uti-

lization of hardware architectures such as GPUs (Abadi et al., 2016, p. 256; 

Copeland, 2016; Steinbach, 2018, p. 32).  

Current applications of ML focus on specific areas within SCM, while some 

areas remain unexploited. Thus the paper intends to create a link between 

current ML applications, actual research work and the SCM task model. This 

allows for a visualization of tasks wherein ML techniques are already ap-

plied and a deduction of potential areas of future research within the SCM 

task model.  

The paper is based on a literature analysis by querying the "IEEE Xplore Dig-

ital Library", "Scopus" and "ScienceDirect" databases using the search 
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term "Supply Chain Management [AND] Machine Learning". Due to the re-

cent developments in ML, the results were restricted to publications from 

2009-2019. Based on the abstracts, a total of 38 relevant papers have been 

identified. 

Along with the full papers, the specific SCM task and the applied ML meth-

ods have been extracted. The papers have been categorized by the source 

of the datasets they used. 20 of the papers used real-world datasets ac-

quired mostly from enterprises. 9 papers used synthetic datasets (e.g. gen-

erated by a simulation). For the remaining 9 papers, the types of datasets 

used were not mentioned. Furthermore, with the support of the Google 

search function several practical applications of ML within SCM were iden-

tified. This was done to provide a complete picture of current practical ap-

plications. 

The paper is structured as follows. Firstly, the different tasks of SCM are ex-

plained, ensued by a general introduction to ML including the different 

types and methods, and explaining the process of applying ML techniques 

for solving real-world issues. This is succeeded by application examples of 

ML in SCM and a mapping to the SCM task model. The paper concludes with 

an overview on possible areas of future research within the SCM task 

model. The result of this paper addresses researchers in their future course 

of research work as well as Supply Chain Managers in applying ML in their 

field of work. 
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2 Supply Chain Management and its Task Model 

According to Arnold et al. (2008) the primary goal of SCM is to fulfill cus-

tomer needs while optimizing costs in terms of inventories, resources and 

processes in the network at the same time. To ensure that this goal can be 

achieved, it requires a number of subgoals e.g. improving customer orien-

tation and satisfaction, increase of delivery capability and reduction of lead 

times (Arnold et al., 2008, 460 f.). The achievement of the preceding goals 

must be carried out by internal and cross-company tasks of SCM. A repre-

sentation of these tasks is shown in Figure 1. 

The three main tasks of the model are Supply Chain Design, -Planning and 

-Execution (Kuhn and Hellingrath, 2002, 142 f.). The inner circle of tasks is 

discussed briefly hereafter as it is of relevance for mapping ML applications. 

Supply Chain Design 

Supply Chain Design (SCD) deals with long-term planning in terms of loca-

tion decisions, make-or-buy decisions, supply relationships, capacity di-

mensioning, logistics strategy and general tasks (Hompel and Wolf, 2013, p. 

148). Another important task is cost-optimized structuring of the logistics 

and production processes. Consequently, this area involves a financial 

evaluation of changes in the logistics network (Kuhn and Hellingrath, 2002, 

143 f.). 
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Figure 1: Supply Chain Management task model (Hompel and Wolf, 2013, 
pp. 146–147) 

Supply Chain Planning 

The goal of Supply Chain Planning (SCP) is medium- to long-term program 

planning across the entire SC. The area of SCP reflects the planning of pro-

duction and logistics resources to fulfill customer orders. Hence, the basis 

of resource planning are forecasted customer requirements. The tasks for 

SCP include the areas of demand and network planning, which set the basis 

for procurement, production and distribution planning and enabling avail-

able-to-promise/ capable-to-promise checks. In the short-term, procure-

ment planning, scheduling and sequencing and short-term distribution 

planning support SCP (Kuhn and Hellingrath, 2002, p. 144). Thus, demand 

information creates an important basis in order to coordinate decisions 

and planning along the logistics chain. 
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Tasks of demand planning are forecasting and visualization of short-term 

and long-term requirements. These are particularly important when it 

comes to fulfilling customer requirements, planning the utilization of the 

value chain, or carrying out inventory optimization (Kuhn and Hellingrath, 

2002, 144 f.). 

The next task, network planning, deals with the coordination between part-

ners within the value chain. Through network planning, requirements as 

well as material and capacity resources are coordinated. It is possible to 

trace the fulfillment of the production program through network planning, 

due to its orientation towards production programs and sales plans (Kuhn 

and Hellingrath, 2002, 145 f.). 

Procurement planning takes into account the preceding areas of demand 

and network planning and determines the planning of the parts supply. 

This is followed by production planning, which has the task of creating a 

production plan for each production unit in the SC. The aim is to achieve a 

high level of readiness for delivery while at the same time keeping inventory 

costs as low as possible (Kuhn and Hellingrath, 2002, 146 f.).  

Distribution planning deals with the fulfilment of requirements, which are 

achieved through optimized planning and coordination of deliveries. It is 

based on the results of production planning and the specifications of net-

work planning (Kuhn and Hellingrath, 2002, p. 147). 

In order to satisfy customer requirements or customer orders, their feasi-

bility is examined via available-to-promise/ capable-to-promise. Due to the 

gap in the task model between the anonymous planning tasks and the plan-

ning tasks with customer reference, this area represents an important task 

of SCM (Kuhn and Hellingrath, 2002, 147 f.). 
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Short-term procurement planning, scheduling and sequencing, as well as 

short-term distribution planning deal with more detailed tasks of procure-

ment, production and distribution planning. For more detailed infor-

mation, please refer to Kuhn and Hellingrath (2002). 

Supply Chain Execution 

The area of Supply Chain Execution (SCE) considers cross-company pro-

cesses such as SC management and control. The aim of this area is to sup-

port decision-making at the operational level (Kuhn and Hellingrath, 2002, 

152 f.). Its executive area includes the processing and monitoring of orders. 

Inventory management is also part of SC Execution, taking care of move-

ments of stocks and materials including their documentation. Two further 

components are production management, which manages all information 

on production processes, and transport management, which handles 

transport orders on the procurement and distribution side. 

An additional major task is Supply Chain Event Management. It controls the 

activities within the SC, announces plan changes and initiates corrective 

measures. The task aims to create transparency about parameters such as 

disruptions, inventories and requirements. Therefore, it includes all reac-

tive risk managing activities (Kuhn and Hellingrath, 2002, p. 154). 

3 Machine Learning 

The following section interprets the term "Machine Learning" and covers 

types of ML methods. This supports a common understanding of the meth-

ods used in the different application areas of ML in SCM. Challenges are also 

addressed. 
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3.1 Interpretation of Machine Learning 

ML is a sub-area of artificial intelligence and represents another way of pro-

gramming. Example data replaces rigid calculation rules of a program. 

From the given example data, learning methods or algorithms extract sta-

tistical regularities, and represent those in the form of models. The models 

can react to new, unknown data and classify them into categories or make 

predictions (Hecker et al., 2017, p. 8). 

ML deals with the computer-aided modelling and realization of learning 

phenomena (Görz, Schneeberger and Schmid, 2013, pp. 200–201). It is de-

fined as a process that uses experience to improve performance or make 

concrete predictions. The experience refers to past information, which is 

provided to the procedure from an electronic data collection. ML involves 

the design of effective and precise algorithms (Mohri, Rostamizadeh and 

Talwalkar, 2012). 

3.2 Types of machine learning 

Several types of ML can be distinguished. Well-known ones are supervised, 

unsupervised and reinforcement learning. Further types can be found in 

e.g. Géron (2017). 

Supervised Learning 

The most widely used type of ML is Supervised Learning (Marsland, 2015, p. 

6). Supervised Learning is a process in which a computer program is trained 

by using known example data. As the output is also known, this learning 

process aims at finding a connection in the form of rules, which relate input 

data to output data and finally apply the learned rules to new data. At this 

point the computer program is getting trained. With this newly gained 
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knowledge it is now able to predict future input and output data. Two im-

portant tasks are classification and regression (Kirste and Schürholz, 2019, 

25 f.). 

Unsupervised Learning  

Unsupervised learning describes a system that is able to discover 

knowledge. Correct answers are not provided in this type of learning, thus, 

there are no pre-labelled target values. This approach is also called "learn-

ing without a teacher". A well-known task of unsupervised learning is clus-

tering. The method identifies similarities between the inputs to categorize 

inputs by common patterns. Similar tasks are e.g. Association Rules, Self-

Organizing Maps, Multidimensional Scaling and Nonlinear Dimension Re-

duction (Marsland, 2015, p. 281; Russell and Norvig, 2016, p. 694; Hastie, 

Friedman and Tibshirani, 2017, 485 ff.). 

Reinforcement Learning  

With reinforcement learning, the optimal solution is unknown to the system 

at the beginning of the learning phase and therefore must be determined 

iteratively. In this process, sensible approaches are rewarded, and wrong 

steps tend to be punished. With this approach, it is possible that the system 

takes into account complex environmental influences and reacts accord-

ingly. Hence, the system finds its own solutions autonomously through di-

rectional rewards and punishments (Gentsch, 2018, 38 f.). 
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3.3 Machine Learning Methods 

Machine Learning methods can be categorized by the task they are solving. 

As described in 3.2 classification and regression are two tasks of supervised 

learning. Examples of tasks in unsupervised learning are clustering and as-

sociation rule mining. Another common type of learning is reinforcement 

learning. Figure 2 shows selected methods of ML, grouped by the task they 

commonly solve. It is important to mention that this selection of methods 

is far from complete and some methods can be used to solve more than one 

task. Also, there exist several variants of algorithms for each method. 

Part of the ongoing research in ML is the development of further methods, 

models and algorithms. Selecting a model and an algorithm depends on 

many factors and there is no one-method-fits-all-solution - also known as 

"There is no free lunch in statistics" (James et al., 2013, p. 29). The selection 

of an appropriate method for a given problem and dataset is one of the 

most challenging tasks in data analysis (James et al., 2013, p. 29). 

Figure 2: Overview of Machine Learning Methods based on (Witten, Eibe and 
Hall, 2011, pp. 116–216; The MathWorks, 2016, p. 7; Seif, 2018) 
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When using ML methods and algorithms, some challenges may occur. Two 

different reasons can be mentioned when it comes to the development of 

error sources. On the one hand, the problem can be found in the data. The 

availability of a large amount of data which is necessary for the training of 

a model is still a frequent challenge, as well as insufficiently representative 

training data. Another challenge is poor data quality. In order to make pat-

terns visible in data sets, they first must be detected. If the data contains 

errors or outliers, it is difficult to identify such patterns. Another issue is re-

dundant features, which do not provide added value to the model. An im-

portant step for the success of a ML method is therefore to select suitable 

features for training (Géron, 2017, pp. 23–26). On the other hand, a poorly 

chosen algorithm can create difficulties in the form of overfitting and un-

derfitting (Géron, 2017, p. 22). Overfitting means that ML algorithms can 

sometimes generalize incorrectly although the model works on a training 

data set. A model can be too complex, which means that the model follows 

noise or errors in the data too closely (James et al., 2013, p. 22). Underfitting 

is the opposite of overfitting and describes a model that is too simple for 

the structure of the data to be recognized and learned (Géron, 2017, p. 29). 

3.4 Machine Learning Process 

Real world machine learning applications are usually developed as part of 

a larger project. Several process model frameworks have been developed 

for such projects. One popular one is the Cross Industry Standard Process 

for Data Mining (Shearer, 2000; Piatetsky, 2014). 
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Figure 3: Cross Industry Standard Process for Data Mining (Shearer, 2000, 
p. 14) 

The illustrated process in Figure 3 is also used for ML projects and acts as a 

common standard for ML (Cohen, 2017). The process defines six phases 

with specific tasks. Starting from "Business Understanding" to "Data Un-

derstanding", "Data Preparation", "Modeling", its "Evaluation" and ending 

with "Deployment". The goal of the framework is to improve results while 

reducing costs and time for the project. Shearer (2000) describes the spe-

cific tasks in more detail.  

The paper is focused on presenting ML methods that are usually used dur-

ing the modeling phase, as this was also the focus of the examined papers. 
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4 Machine Learning Application Areas in Supply 
Chain Management 

This chapter portrays practical applications of ML by using three examples. 

Each of these examples represents one of the three main tasks of the SCM 

Model and is intended to show the reader how to use ML in practice. The 

three applications are selected as each of them represents a concise struc-

ture, a comprehensible explanation and gives a first impression of ML ap-

plication. 

4.1 Selecting Supply Chain Partners 

In the field of SCD, one of the major challenges remains to find suitable 

business partners such as customers or suppliers to exploit new opportuni-

ties. This is especially valid regarding the globalization and the fast devel-

opment of technology. To simplify finding new plausible business partners, 

Mori et al. (2010) use ML techniques based on company profiles and trans-

action relationships.  

For data collection, the authors obtained company data of suppliers and 

customers via the "Teikoku Data Bank". A total of 30,660 companies from 

the manufacturing industry could be retrieved from the databank, all of 

them located in the Kanto and Koshinetsu areas of Japan. The training data 

consisted of 34,441 supplier and customer pairs from the existing inter-firm 

network. Those pairs are used as positive examples. Negative examples are 

defined as randomly chosen supplier and customer pairs, which are not re-

lated.  
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A Support Vector Machine (SVM) was applied to model the existing relation-

ships by using features inherent to the company, such as number of em-

ployees and capital, as well as features defined by the interlinkage of firms, 

like customers of a supplier and common Industrial categories. The accu-

racy of the SVM-model reached up to 85%.  

The most important determinants of customer-supplier relationships were 

identified as number of employees or industry category. The authors ex-

plain the relevance of these categories with country specific characteristics 

such as hierarchical structures. This shows that different determinants 

might be relevant when applying the method elsewhere. Along with the 

SVM, the ML model provides a tool to predict plausible candidates for future 

customer-supplier relationships (Mori et al., 2010). 

4.2 Demand forecast for DM 

One of Germany's largest drugstore companies, dm, uses machine learning 

algorithms to predict future demands. With 3,350 stores worldwide, the dm 

drugstore chain runs six distribution centers to ensure the availability of 

goods. The distribution centers have to ensure that the incoming goods of 

the industry partners are arranged for the individual stores in such a way 

that there is no product deficit and customer satisfaction remains high. Fre-

quently, stores require a delivery of products within a short time frame, but 

the manufacturers have relatively long delivery times. This remains the big-

gest challenge for the distribution centers. Planning well in advance is ac-

companied by long-term orders, resulting in high storage costs and tied up 

capital. 

To overcome this issue, artificial intelligence algorithms are used to create 

weekly demand forecasts based on SKU level over a time horizon of half a 
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year. For training of the algorithm, the data from the last 2.5 years of the 

particular distribution center has been used and the seasonality factor has 

been taken into account. 

As a result of the artificial intelligence algorithms, the demand forecasts be-

came so precise over a period of six months that a significant improvement 

in forecast quality could be achieved and industrial partners are now able 

to plan much earlier. Delivery reliability and product availability can thus 

be significantly optimized, which is supported by an automated infor-

mation flow of future requirements to industrial partners. The advantages 

of using the algorithms are obvious for the industrial partners as well as for 

the dm drugstore market. The industrial partners can count on increased 

planning and ordering security through valid forecasts and the drugstore 

chain has secure product availability and less excess stocks. The results are 

satisfied customers and lower costs (JDA Software, 2019, pp. 8–9). 

4.3 Detecting False-Positive RFID Tag Reads in Transport 
Management 

One of SC's key processes is the shipment of goods from distribution cen-

ters. An error-free shipment depends on several factors, be it the picking 

process or the assignment of pallets to the allotted truck. To integrate a 

control mechanism, the METRO Group Cash & Carry implemented RFID por-

tals to check on outgoing pallets. In its distribution center in Unna, Ger-

many, loading ramps are equipped with RFID portals to automatically de-

tect goods leaving the warehouse. For the detection of a pallet, it carries a 

transponder. As soon as the pallets pass the portals, the reading device rec-

ords goods leaving the warehouse and automatically adjusts the available 
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inventory via direct communication with the warehouse management sys-

tem. 

The RFID identification supports the shipment of goods and the automatic 

inventory adjustment but carries one major issue. The antennas of the por-

tals have ranges of several meters and therefore identify all pallets in range, 

pallets to be shipped and pallets placed for intermediate storage. This 

means that during a collection cycle it is not possible to distinguish be-

tween a moving pallet loaded into a truck and a static pallet that is not rel-

evant for the current shipment and hence, has been accidentally read. The 

non-relevant pallets represent a false-positive reading of the RFID portals.  

In order to differentiate between the moving and static pallets, METRO 

Group Cash & Carry applied ML techniques based on the recorded attrib-

utes by each pallet. The attributes include the reception of the signal 

strength indicator (RSSI), the time stamp of each tag event and the number 

of reads per antenna based on the low-level reader data. It became appar-

ent, that the tags of static and moving pallets submit different RSSI values, 

based on frequencies submitted to the portals. This is where ML comes in, 

as classifying two characteristics according to their threshold value is a 

well-known ML task. If the RSSI average value is below -58.1dBm, it is a 

static tag (false positive); otherwise it is a moving tag. 

To automatically evaluate the attributes by ML, a very large data set is re-

quired for the training phase. The distribution center installed RFID portals 

on all 70 loading ramps and monitored them over a period of 7 months. A 

total of 53,998 pallets were monitored, of which 40,743 were static and 

13,245 were moved through the outgoing goods portal. 
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After completion of the data acquisition, the used algorithm could correctly 

classify more than 95.5% of the data. Thus the pallets can be quickly iden-

tified and false-positive pallets can be captured directly. This minimized 

faulty inventory adjustments and deliveries (Keller et al., 2010). 

4.4 Mapping of Use Cases to the Supply Chain Task 
Model 

The analysis of the papers resulted in an assignment of the ML use cases to 

all three main task areas of the SCM model, which are outlined below. Out 

of illustration purposes in Figure 4, a number is assigned to each paper. 

In the area of SCD, all retrieved papers deal with supplier selection. The au-

thors apply different ML methods. While Kong and Xue (2013) utilize Radial 

Basis Function (RBF) neural networks [1], Zhang et al. (2017) use ensemble 

learning, decision trees and logistic regression [2]. Similar to the case of 

Mori et al. (2010) [3], the authors apply SVM, too. Another paper by Cheng 

et al. (2017) integrates Adaboost on expert knowledge basis to deal with 

supplier selection [4].  

In the area of SCP, ML topics address the task of demand planning and pro-

curement planning. The number of papers in relation to other tasks is very 

comprehensive. Based on the literature analysis carried through, fourteen 

use cases could be assigned to this area.  

The authors Xue et al. (2018) use machine learning to solve the dynamic 

forecasting problem of the supply of goods in the event of a catastrophe [5]. 

Gamasaee, Zarandi and Turksen (2015) [6] and Sarhani and El Afia (2014) 

deal with approaches to demand forecasts of SC. It should be noted that all 

three papers use Support Vector Regression (SVR) as the ML method [7]. Ap-
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plication examples for artificial neural networks are provided by the au-

thors Gaur, Goel and Jain (2015), who apply a data set from Walmart to fore-

cast demand for the SC [8], and Yang and Sutrisno (2018), who distribute 

perishable goods among franchise companies [9]. Adhikari et al. (2017) con-

tribute with an ensemble technique to combine different ML methods in or-

der to obtain demand forecasts [10]. The described practical application of 

the drugstore chain dm can be assigned to SCP, too, as the methodology 

creates a planning basis for a more effective SC to the stores. JDA Software 

(2019) mentions that the goal is to achieve high store availability [11]. 

Souichirou (2015) deals with commodity demand forecasting and system-

atization of SCM by using heterogenous mixture learning, and uses this to 

simulate sales measures [14]. As one of the rare studies so far, Cui et al. 

(2018) [12] and Lau, Zhang and Xu (2018) [13] integrate social media sources 

to forecast sales. The last three authors base their analysis on real data. 

In the area of procurement planning, Hogenboom et al. (2009) apply RBF 

Networks [15] to deal with product pricing as well as Kiekintveld et al. 

(2009) who use a Bayesian Network and artificial neuronal network [16]. In 

addition to the two authors mentioned above, Lee and Sikora (2016) also 

deal with product pricing by using Q-learning softmax function [17]. In the 

same context, Ketter et al. (2009) use gaussian mixture models [18]. It is in-

teresting to mention that all three authors deal with the same topic based 

on the same synthetic data, but use different methods. 

Within distribution planning Mokhtarinejad et al. (2015) outline vehicle 

routing and scheduling problems in cross-docking systems by using Bi-

Clustering, K-means and artificial Neural Networks [19]. 
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In the third, operationally structured SCE, the literature addresses the areas 

of Order Management, Supply Chain Event Management, Inventory, Pro-

duction and Transport Management. 

Order management contains a total of four use cases. Based on synthetic 

data, the authors Sun and Zhao (2012) present a multi-agent coordination 

mechanism using reinforcement learning to derive an optimal ordering 

strategy for the entire SC with several levels [20]. Wang, Ng and Ng (2018) 

group SKUs according to their demand and performance attributes by un-

supervised learning [21]. Real data is used in Wang and Liu (2009) to train a 

model using neural networks, which represents an index system for evalu-

ating order priority [22]. Zhu, Ma and Zhang (2014) determine the manufac-

turing priority of an order with the help of RBF neural networks, Kriging and 

SVR [23]. 

There are four use cases in the area of Supply Chain Event Management. 

Among them, Arumugam, Umashankar and Narendra (2018) create an in-

telligent logistics solution that negotiates contracts, and includes logistics 

planning and condition monitoring of the facilities [24]. The early detection 

of supplier risks, Frerichs (2018) [25], as well as the identification of fraud 

and deceptive practices Zage, Glass and Colbaugh (2013) [26] are topics ad-

dressed in the context of risk management. Both applications rely on real 

data. Hiromoto, Haney and Vakanski (2017) use neural networks to identify 

vulnerabilities within SC's and mitigate the consequences of unforeseen 

risks [27]. 

A total of four use cases could be assigned to inventory management. The 

authors Barbosa de Santis, Pestana de Aguiar and Goliatt (2017) use ML 

classifiers to identify material residues within an inventory management 
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system that have negative effects on inventory management [28]. Further-

more, Inprasit and Tanachutiwat (2018) use neural networks to optimize 

safety stocks and reorder points for products, taking into account various 

influencing factors such as performance and lead time [29]. The applica-

tions outlined above rely on real data. Another application is the identifica-

tion of technically obsolete spare parts in the warehouse. Supervised learn-

ing methods were used to solve this problem (Cherukuri and Ghosh; 

Inprasit and Tanachutiwat, 2018) [30]. The authors Priore et al. (2018) use 

decision trees on the basis of synthetic data to determine the optimal re-

plenishment rule [31]. 

Production management contains four use cases, while all of the papers 

had access to real data. Ali Ahmadi et al. (2016) use machine learning ap-

proaches to differentiate between the manufacturing locations of prod-

ucts. ML distinguishes products that were manufactured in a ratified fac-

tory from the ones which originate from unknown sources [32]. In the paper 

of Tirkel (2011) predictive models of ML and data mining are used to deter-

mine the cycle time [33]. By using linear regression and tree based meth-

ods, Dávid Gyulai et al. (2018) and Lingitz et al. (2018) estimate production 

lead times [34], [35]. 

The described use case of Keller et al. (2010), whose authors use ML to dis-

tinguish between static and moving pallets, is assigned to transport man-

agement [36]. In addition, the authors Gulisano et al. (2018) formulate a 

challenge to predict the arrival time and destinations of vessels [37]. 

An interesting approach is taken by Kao, Niraula and Whyatt (2018) who an-

alyze part identification to enable data curation. Hence, the paper can 

cover several areas within the supply chain task model and is a rather gen-

eral topic. 
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Figure 4: Illustration of the ML use cases in the SC model with numbers of 
the use cases based on (Hompel and Wolf, 2013, pp. 146–147) 
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Figure 4 depicts the ML application cases described above sorted into the 

respective supply chain tasks. The papers have been integrated into the 

task model along with their assigned numbering. All tasks with ML use cases 

are highlighted. 

It shows that with four papers, SCD contains the lowest number of ML ap-

plications, all of them in the area of supplier selection. SCP has a total num-

ber of 15 use cases in the area of demand, procurement and distribution 

planning, most of them allocated to demand planning. Within SCE, each 

component of the SCM task model has at least one use case assigned. The 

highest number of applications, 18, could be found in SCE. Many of the ap-

plications are based on real data, in some cases synthetic data serves to 

verify the applicability of ML methods. 

5 Conclusion 

This paper assigns use cases of machine learning to the task model of Sup-

ply Chain Management, resulting in an overview of ML applications within 

the different supply chain tasks. It was demonstrated that in the SCM task 

model a single area could have different ML methods applied for a common 

goal. A large portion of research focused on demand planning, with 10 out 

of 38 papers handling this task. An investigation of ML methods for inter-

company areas such as SRM and CRM could be promising for SCM. Future 

research should review relevant literature to suggest which methods apply 

best to certain SCM tasks.  

With regard to the standard process model, the research focus lies in the 

modeling phase. Further research emphasizing on and explaining the con-

cepts used in Business, Data Understanding and Evaluation is required. The 
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examined papers cover these phases, but hardly present useful insights 

and concepts for SCM. The Deployment phase is not treated at all. 



436 Hannah Wenzel et al. 

 

References 

Abadi, M., Barham, P., Chen, J. and Chen, Z., 2016. Proceedings of OSDI ’16: 12th 
USENIX Symposium on Operating Systems Design and Implementation. [e-
book]. Berkeley, CA. <https://www.usenix.org/system/files/con-
ference/osdi16/osdi16-abadi.pdf>. 

Adhikari, N. C., Garg, R., Datt, S., Lalit Das, Deshpande, Srinivas and Misra, A., 2017. 
Proceedings of the International Conference on Intelligent Sustainable Sys-
tems (ICISS 2017). Piscataway, NJ. 

Ali Ahmadi, Mohammad-Mahdi Bidmeshki, Amit Nahar, Bob Orr, Michael Pas and 
Yiorgos Makris, 2016. A machine learning approach to fab-of-origin attestation. 

Arnold, D., Isermann, H., Kuhn, A., Tempelmeier, H. and Furmans, K., 2008. Hand-
buch Logistik. [e-book]. Berlin, Heidelberg. <https://link.springer.com/con-
tent/pdf/10.1007%2F978-3-540-72929-7.pdf>. 

Arumugam, S. S., Umashankar, V. and Narendra, C. N., 2018. IOT Enabled Smart Lo-
gistics Using Smart Contracts. [online]. 

Barbosa de Santis, R., Pestana de Aguiar, E. and Goliatt, L., 2017. Reordering Point 
Determination using Machine Learning Technique for Inventory Management. 
[online]. Piscataway, NJ [Accessed 3 May 2019]. 

Cheng, Y., Zhou, Z., Gu, X. and Liu, W., 2017. A Hybrid DEA-Adaboost Model in Sup-
plier Selection for Fuzzy Variable and Multiple Objectives. [online]. 

Cherukuri, M. B. and Ghosh, T., 2016. Control Spare Parts Inventory Obsolescence 
by Predictive Modelling. In: X. Liu, ed. 2016. iThings-GreenCom-CPSCom-Smart 
Data 2016. Piscataway, NJ, pp. 865–869. 

Cohen, S., 2017. What is the most important step in a machine learning project? 
[online]. Available at: <https://www.kdnuggets.com/2017/08/most-important-
step-machine-learning-project.html>. 

Copeland, M., 2016. What’s the Difference Between Artificial Intelligence, Machine 
Learning, and Deep Learning? [online]. Available at: 
<https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelli-
gence-machine-learning-deep-learning-ai/>. 



Literature Review on Machine Learning in Supply Chain Management 437 

 

Cui, R., Gallino, S., Moreno, A. and Zhang, D. J., 2018. The Operational Value of So-
cial Media Information. Production and Operations Management, 27(10), pp. 
1749–1769. 

Dávid Gyulai, András Pfeiffer, Gábor Nick, Viola Gallina, Wilfried Sihn and László Mo-
nostori, 2018. Lead time prediction in a flow-shop environment with analytical 
and machine learning approaches. 

Frerichs, P., 2018. Welche Chancen künstliche Intelligenz dem Supply Chain Ma-
nage-ment bietet. <https://www.hermes-supply-chain-blog.com/welche-chan-
cen-kuenstliche-intelligenz-dem-supply-chain-management-bietet/>. 

Gamasaee, R., Zarandi, M. F. and Turksen, I. B., 2015. A type-2 fuzzy intelligent agent 
based on sparse kernel machines for reducing bullwhip effect in supply chain. 
[online] [Accessed 3 May 2019]. 

Gaur, M., Goel, S. and Jain, E., 2015. Comparison between Nearest Neighbours and 
Bayesian Network for Demand Forecasting in Supply Chain Management. New 
Delhi, India. 

Gentsch, P., 2018. Künstliche Intelligenz für Sales, Marketing und Service. Mit AI und 
Bots zu einem Algorithmic Business - Konzepte, Technologien und Best Prac-
tices. [e-book]. Wiesbaden: Springer Gabler. <https://link.springer.com/con-
tent/pdf/10.1007%2F978-3-658-19147-4.pdf>. 

Géron, A., 2017. Hands-on machine learning with Scikit-Learn and TensorFlow. Con-
cepts, tools, and techniques to build intelligent systems. [e-book]: O'Reilly. 
<http://shop.oreilly.com/product/0636920052289.do>. 

Görz, G., Schneeberger, J. and Schmid, U., 2013. Handbuch der Künstlichen Intelli-
genz. [e-book]. München: Oldenbourg. 
<http://dx.doi.org/10.1524/9783486719796>. 

Gulisano, V., Jerzak, Z., Smirnov, P., Strohbach, M., Ziekow, H. and Zissis, D., 2018. 
The DEBS 2018 Grand Challenge. In: Unknown, ed. 2018. DEBS'18. Proceedings 
of the 12th ACM International Conference on Distributed and Event-Based Sys-
tems : June 25-29, 2018, Hamilton, New Zealand. New York, pp. 191–194. 

Hastie, T., Friedman, J. and Tibshirani, R., 2017. The Elements of Statistical Learn-
ing. New York, NY: Springer New York. 



438 Hannah Wenzel et al. 

 

Hecker, D., Döbel, I., Petersen, U., Rauschert, A., Schmitz, V. and Voss, A., 2017. Zu-
kunftsmarkt künstliche Intelligenz. Potenziale und Anwendungen. [online]. 
Available at: <http://publica.fraunhofer.de/eprints/urn_nbn_de_0011-n-
4976615.pdf> [Accessed 16 April 2019]. 

Hiromoto, R. E., Haney, M. and Vakanski, A., 2017. A Secure Architecture for IoT with 
Supply Chain Risk Management. Romania. 

Hogenboom, A., Ketter, W., van Dalen, J., Kaymak, U., Collins, J. and Gupta, A., 2009. 
Product Pricing using Adaptive Real-Time Probability of Acceptance Estima-
tions based on Economic Regimes. New York, NY: ACM. 

Hompel, M. ten and Wolf, O., eds., 2013. IT in der Logistik 2013/2014. Marktübersicht 
& Funktionsumfang: Enterprise-Resource.Planning, Warehouse-Management, 
Transport-Management & Supply-Chain-Management-Systeme. Stuttgart. 

Inprasit, T. and Tanachutiwat, S., 2018. Reordering Point Determination Using Ma-
chine Learning Technique for Inventory Management. In: . 2018. "Exploring in-
novative solutions for smart society". Piscataway, NJ: IEEE, pp. 1–4. 

James, G., Witten, D., Hastie, T. and Tibshirani, R., 2013. An Introduction to Statisti-
cal Learning. New York, NY: Springer New York. 

JDA Software, 2019. Erfolgreicher Einsatz von Bedarfsprognosen bei dm. Wie künst-
liche Intelligenz bei der Drogeriemarktkette Mehrwert schafft. [online] [Acces-
sed 26 April 2019]. 

Kao, A., Niraula, N. B. and Whyatt, D., 2018. PANDA - Discovering Part Name in Noisy 
Text Data. In: . 2018. 2018 IEEE International Conference on Prognostics and 
Health Management (ICPHM). Piscataway, NJ, pp. 1–6. 

Keller, T., Thiesse, F., Kungl, J. and Fleisch, E., 2010. Using Low-Level Reader Data to 
Detect False-Positive RFID Tag Reads. In: . 2010. Internet of things (IOT), 2010. 
Papers presented at the Second International Internet of Things Conference ; 
Tokyo, Japan, 29 November - 1 December 2010. Piscataway, NJ: IEEE, pp. 1–8. 

Ketter, W., Collins, J., Gini, M., Gupta, A. and Schrater, P., 2009. Detecting and fore-
casting economic regimes in multi-agent automated exchanges. Decision Sup-
port Systems, 47(4), pp. 307–318. 



Literature Review on Machine Learning in Supply Chain Management 439 

 

Kiekintveld, C., Miller, J., Jordan, P. R., Callender, L. F. and Wellman, M. P., 2009. 
Forecasting market prices in a supply chain game. Electronic Commerce Re-
search and Applications, 8(2), pp. 63–77. 

Kirste, M. and Schürholz, M., 2019. Entwicklungswege zur KI. In: V. Wittpahl, ed. 
2019. Künstliche Intelligenz. Entwicklungswege zur KI. Berlin, Heidelberg: Sprin-
ger Berlin Heidelberg, pp. 25–26. 

Kong, Z.-j. and Xue, J.-B., 2013. A comparative study of supplier selection based on 
support vector machine and RBF neural networks. 

Kuhn, A. and Hellingrath, B., 2002. Supply Chain Management. Optimierte Zusam-
menarbeit in der Wertschöpfungskette. [e-book]. Berlin, Heidelberg, s.l.: Sprin-
ger Berlin Heidelberg. <http://dx.doi.org/10.1007/978-3-662-10141-4>. 

Lau, R. Y. K., Zhang, W. and Xu, W., 2018. Parallel Aspect-Oriented Sentiment Analy-
sis for Sales Forecasting with Big Data. Production and Operations Manage-
ment, [e-journal] 27(10), pp. 1775–1794. http://dx.doi.org/10.1111/poms.12737. 

Lee, Y. and Sikora, R., 2016. Design of Intelligent Agents for Supply Chain Manage-
ment. In: V. Sugumaran, V. Yoon, and M. J. Shaw, eds. 2016. E-Life: web-enabled 
convergence of commerce, work, and social life. 15th Workshop on e-Business, 
WEB 2015 ; Fort Worth, Texas, USA, December 12, 2015 ; Revised Selected Pa-
pers: Springer International Publishing, pp. 27–39. 

Lingitz, L., Gallina, V., Ansari, F., Gyulai, D., Pfeiffer, A., Sihn, W. and Monostori, L., 
2018. Lead time prediction using machine learning algorithms: A case study by 
a semiconductor manufacturer. Procedia CIRP, [e-journal] 72, pp. 1051–1056. 
http://dx.doi.org/10.1016/j.procir.2018.03.148. 

Marsland, S., 2015. Machine learning. An algorithmic perspective. Boca Raton, FL. 

Mohri, M., Rostamizadeh, A. and Talwalkar, A., 2012. Foundations of machine learn-
ing. [e-book]. Cambridge MA. <https://pdfs.seman-
ticscholar.org/e923/9469aba4bccf3e36d1c27894721e8dbefc44.pdf>. 

Mokhtarinejad, M., Ahmadi, A., Karimi, B. and Rahmati, S. H. A., 2015. A novel learn-
ing based approach for a new integrated location-routing and scheduling prob-
lem within cross-docking considering direct shipment. Applied Soft Computing, 
pp. 274–285. 



440 Hannah Wenzel et al. 

 

Mori, J., Kajikawa, Y., Sakata, I. and Kashima, H., 2010. Predicting customer-supplier 
relationships using network-based features. In: . 2010. IEEE International Con-
ference on Industrial Engineering and Engineering Management (IEEM), 2010. 
Piscataway, NJ, pp. 1916–1920. 

Piatetsky, G., 2014. CRISP-DM, still the top methodology for analytics, data mining, 
or data science projects. <https://www.kdnuggets.com/2014/10/crisp-dm-top-
methodology-analytics-data-mining-data-science-projects.html>. 

Priore, P., Ponte, B., Rosillo, R. and La Fuente, D. de, 2018. Applying machine learn-
ing to the dynamic selection of replenishment policies in fast-changing supply 
chain environments. International Journal of Production Research, 27(11). 

Russell, S. J. and Norvig, P., 2016. Artificial intelligence. A modern approach. Bos-
ton, Columbus, Indianapolis. 

Sarhani, M. and El Afia, A., 2014. Intelligent system based support vector regression 
for supply chain demand forecasting. In: . 2014. 2014 Second World Conference 
on Complex Systems (WCCS): IEEE, pp. 79–83. 

Seif, G., 2018. The 5 Clustering Algorithms Data Scientists Need to Know. [online]. 
Available at: <https://www.kdnuggets.com/2018/06/5-clustering-algorithms-
data-scientists-need-know.html>. 

Shearer, C., 2000. The CRISP-DM model: the new blueprint for data mining. J Data 
Warehouse, 5. 

Souichirou, N., 2015. Application of Big Data Technology in Support of Food Manu-
facturers’ Commodity Demand Forecasting. NEC Technical Journal, (10). 

Steinbach, P., 2018. Wo noch nie eine CPU gewesen ist. In: . 2018. iX Developer 2018 
- Machine Learning: Verstehen, verwenden, verifizieren, pp. 32–37. 

Sun, R. and Zhao, G., 2012. Analyses about efficiency of reinforcement learning to 
supply chain ordering management. [online]. 

The MathWorks, I., 2016. Introduction to Machine Learning. [online] [Accessed 30 
April 2019]. 

Tirkel, I., 2011. Cycle time prediction in wafer fabrication line by applying data min-
ing methods. In: S. Lantz, ed. 2011. 2011 22nd Annual IEEE/SEMI Advanced Sem-
iconductor Manufacturing Conference (ASMC). Piscataway, NJ, pp. 1–5. 



Literature Review on Machine Learning in Supply Chain Management 441 

 

Waller, M. A. and Fawcett, S. E., 2013. Data Science, Predictive Analytics, and Big 
Data: A Revolution That Will Transform Supply Chain Design and Management. 
Journal of Business Logistics, (34(2)), pp. 77–84. <https://pdfs.seman-
ticscholar.org/9c1b/9598f82f9ed7d75ef1a9e627496759aa2387.pdf>. 

Wang, F., Ng, H. Y. and Ng, E.T., 2018. Novel SKU Classification Approach for Autono-
mous Inventory Planning. [online] [Accessed 6 May 2019]. 

Wang, X.-F. and Liu, B., 2009. Study on the method of order optimization and ar-
rangement based on neural network technology. In: . 2009. International Con-
ference on Machine Learning and Cybernetics, 2009. Piscataway, NJ, pp. 2697–
2701. 

Witten, H. I., Eibe, F. and Hall, A. M., 2011. Data Mining: Practical Machine Learning 
Tools and Techniques: Elsevier. 

Xue, H., Jiang, C., Cai, B. and Yuan, Y., 2018. Research on demand forecasting of re-
tail supply chain emergency logistics based on NRS-GA-SVM. In: . 2018. Proceed-
ings of the 30th Chinese Control and Decision Conference (2018 CCDC). Pisca-
taway, NJ, pp. 3647–3652. 

Yang, C.-L. and Sutrisno, H., 2018. Short-Term Sales Forecast of Perishable Goods 
for Franchise Business. In: . 2018. "Cybernetics in the next decades". Pisca-
taway, NJ, pp. 101–105. 

Zage, D., Glass, K. and Colbaugh, R., 2013. Improving supply chain security using big 
data. In: K. Glass, ed. 2013. IEEE International Conference on Intelligence and 
Security Informatics (ISI), 2013. Piscataway, NJ, pp. 254–259. 

Zhang, H., Cheng, C. B., Wang, H., Yang, D., Liu, J., Nakayama, A., Cen, F. J., Liu, P., 
Jia, X., Zhang, H., Li, W., Pang, Y., HUANG, D., Xu, H. and uU, H., eds., 2017. Sup-
plier credit evaluation model based on ensemble learning. Riverwood, NSW: 
Aussino Academic Publishing House. 

Zhu, L.-y., Ma, Y.-z. and Zhang, L.-y., 2014. Ensemble model for order priority in 
make-to-order systems under supply chain environment. In: H. Lan, ed. 2014. 
International Conference on Management Science & Engineering (ICMSE), 2014. 
Piscataway, NJ, pp. 321–328 

.





 

Keywords: Blockchain, Logistics, Survey, Use Cases 

First received: 08.June.2019  Revised: 19.June.2019       Accepted: 19.June.2019 
 

Impact and Beneficiaries of Blockchain in  
Logistics 

Thomas Twenhöven1 and Moritz Petersen1 

1 – Kühne Logistics University  

Purpose: Blockchain in logistics is slowly moving beyond the hype. Against this back-
ground, we investigate the current expectations concerning the impact and possible 
beneficiaries of Blockchain applications in the logistics services industry.   

Methodology: We conduct an online survey among logistics professionals to under-
stand their expectations regarding specific use cases, potential issues, and general 
developments. Specifically, we ask the respondents to evaluate impacts and benefi-
ciaries of three actual Blockchain projects from the logistics domain. 

Findings: We find that industry professionals are still optimistic about Blockchain 
and expect it to make an impact on both communication effectiveness and costs in 
the industry. However, we also find that the expected impact and beneficiaries 
strongly depend on the underlying use case. 

Originality: While there is a fast-growing body of research on Blockchain in the lo-
gistics industry, the specific impacts and beneficiaries of Blockchain usage as they 
relate to different use cases have received little attention to date. 
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1 Introduction 

As an emerging technology, Blockchain has received an increasing amount 

of attention in recent years. After being brought into the general conscious-

ness by the cryptocurrency Bitcoin, the technology was initially perceived 

as a phenomenon in the financial industry. However, a Blockchain is a gen-

eral-purpose decentralized database with cryptographic assurances about 

integrity and write access. Monetary systems such as Bitcoin are only one 

possible application of this structure (Tapscott and Tapscott, 2018). Several 

sectors could benefit from this technology (e.g., Carson et al., 2018; Gente-

mann, 2019). One industry in the spotlight of Blockchain considerations is 

logistics, characterized by a large number of interacting organizations with-

out efficient information exchange processes (Dobrovnik et al., 2018). The 

Blockchain as a distributed data structure is uniquely suited for this pur-

pose. Consequently, it is widely believed that Blockchain will have a pro-

found transformational effect on the industry as a whole (e.g., Hackius and 

Petersen, 2017; Treiblmaier, 2018). 

Digitally enabled technologies, in general, are increasingly used to improve 

logistics processes. Additive manufacturing, artificial intelligence, and au-

tonomous driving are just three examples of technologies that promise to 

change how logistics is done today (Hoberg et al., 2019). Blockchain is also 

one of these technologies, raising hope and fear at the same time. After a 

period of inflated expectations with little substance, the industry is slowly 

figuring out how Blockchain could be utilized for its logistics processes 

(e.g., Dobrovnik et al., 2018; Groenfeldt, 2017; Petersen et al., 2018). Also, 

companies increasingly scrutinize the actual value Blockchain can bring be-

yond a technology savviness signaling effect. To further illuminate the 
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value proposition of Blockchain for logistics, we seek to provide insights 

into the impact that Blockchain might have on the logistics process as a 

whole and the role of different actors. Two research questions emerge from 

this perspective: (1) “Which positive impacts might Blockchain in logistics 

entail?" and (2) "Who might benefit from Blockchain in logistics?" The sub-

sequent sections of this paper have the following structure: We begin with 

a theoretical analysis of Blockchain with a focus on logistics. Following this, 

we introduce three projects as examples of the emerging Blockchain logis-

tics industry. Then, we present the setup and results of an expert survey 

that we conducted among industry professionals. We discuss the results in 

the subsequent section, followed by limitations and further research, and a 

conclusion. 

2 Theoretical Background 

In this section, we introduce the theoretical underpinnings of Blockchain 

and provide a short overview of recent research in the emerging subfield of 

Blockchain application for the benefit of logistics. 

A Blockchain is a decentralized, verified, and immutable ledger for the stor-

age of information (Figure 1). To implement these key characteristics, the 

data is fully replicated across all nodes in a peer-to-peer network. By stor-

ing this data itself, each node can verify that the rest of the network is stor-

ing the data correctly and not tampering with the database. Moreover, all 

transactions must be signed with a private key cryptographically linked to 

the sending account. This allows the access management to be verified 

across the network as well. Through a consensus algorithm, the nodes can 
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then establish a common understanding of the current state of the 

database, making it immutable (Tapscott and Tapscott, 2018). 

Figure 1: Characteristics of Blockchain (Hackius and Petersen, 2017) 

What this mechanism allows for is the creation of a database without the 

central authority that is usually required to run that database. The most ob-

vious consequence would be the development of databases that store in-

formation important to multiple stakeholders in a business process. How-

ever, the previous requirement for a central database operator has tradi-

tionally enabled the business models of intermediaries and other third par-

ties seeking to insert themselves between business partners and extract 

revenue from their role in the process. Removing the need for these inter-

mediaries potentially has dire consequences for their business models and 

potentially positive implications for the industry as a whole (Avital et al., 

2016). This close link to the structure of the industry also means that any 

analysis of the implications of Blockchain must consider the affected indus-

try and not just general characteristics of the technology (Nowiński and 

Kozma, 2017). 

A key characteristic of the distributed database is that all nodes in the net-

work have access to all transaction data. This is a fundamental aspect of 

Blockchain because it is necessary for them to verify the correctness of the 
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transactions. It also enables the nodes to conduct data analysis to draw 

conclusions on the real-world business associated with the stored data (Ka-

lodner et al., 2017). Therefore, the Blockchain poses challenges regarding 

the privacy of people associated with the data and regarding confidential 

internal information by the involved organizations. 

Regarding the state of research on Blockchain in logistics, we survey some 

of the existing literature in the following. Note that most of these contribu-

tions discuss Blockchain in both logistics and supply chain management, 

suggesting that the fields are closely related. Since our focus on Blockchain 

in logistics is indeed on its impact on the whole supply chain, such papers 

are well-suited to shed light on our research area. In an early practitioner 

survey, Hackius & Petersen (2017) found that while high hopes are on Block-

chain in logistics and supply chain, scientific publications on the subject are 

still scarce. This no longer holds. In their more recent literature review, 

Queiroz et al. (2019) and Wang et al. (2019) found an increasing number of 

relevant publications. However, despite this increase, the number of peer-

reviewed publications is found to be still below 30 papers in total, possibly 

illustrating a misfit of long review cycles and fast technological develop-

ments. 

Wang et al. (2019) distinguish between enhancements of transparency and 

associated characteristics and the associated gains in efficiency. The first 

aspects relate to tracking information on the Blockchain. This way, the in-

formation is authentic and can no longer be altered, and since it is visible 

to all participants in the network, it makes the process transparent. This is 

useful for information about the contracting, the state of the transport pro-

cess itself (which would essentially replace Bills of Lading and other forms 

of paper-based documentation), and other metrics about the freight such 



448 Thomas Twenhöven and Moritz Petersen 

 

as location information or temperature (Poszler et al., 2019). The immuta-

bility also means that unauthorized movement of freight (such as theft) 

cannot be represented on the Blockchain, potentially easing the recovery 

of stolen merchandise (Queiroz et al., 2019). Utilizing this information can 

help increase the efficiency of the overall network. Since the information is 

available in digital form, it can be processed automatically and the paper 

form is no longer required. This also means it is instantly available to all 

interested parties without handling physical documents (Wang, Singgih, et 

al., 2019). Dobrovnik et al. (2018) propose that a critical mass of users is nec-

essary to make applications viable through the network effect. Thus, coor-

dination between many parties is required. However, they focus on diffu-

sion within the industry without considering external parties, such as the 

customers of the industry. Wang et al. (2019) follow a similar approach to 

analyze the diffusion of Blockchain in Supply Chain Management. Gallay et 

al. (2017) additionally highlight the importance of decentralization – if a 

central party has influence over or even control of the network, other or-

ganizations are unlikely to adopt it. 

Overall, the focus of the Blockchain logistics literature is set to improving 

efficiency. Thus, it is in stark contrast to publications like Flint et al. (2005), 

who find that customer value drives successful innovation in the field of lo-

gistics. Perboli et al. (2018) also propose that Blockchain projects in the in-

dustry should focus on understanding business processes to be able to de-

liver customer value. 
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3 Industry Analysis 

In this section, we present industry projects to highlight the potential of 

Blockchain for logistics. In their analysis, Poszler et al. (2019) determine the 

value-add of different Blockchain startups in logistics. They list use cases, 

partners, revenue, and cost structure of the startups, illustrating the 

breadth of the industry. Our overview also includes projects undertaken by 

established companies. The Blockchain in logistics industry consists of a 

large number of diverse organizations with different backgrounds and ap-

proaches (e.g., Bita, 2019). Thus, this section is not intended to be an ex-

haustive list, but rather a sample of well-known projects selected by the au-

thors. The intent is to capture projects that have already moved beyond the 

conceptualization stage and have developed real applications and to cap-

ture different use cases and implementation mechanisms. 

3.1 CargoX 

Our first example is CargoX, a Slovenian startup that has developed a Block-

chain-based Bill of Lading for containerized ocean freight. The startup is fo-

cused on the Bill of Lading but intends to include all other freight documen-

tation in their product as well through an iterative development process. In 

a trial with just the Bill of Lading, they claim to have reduced processing 

costs by 85% (Wee, 2018). The startup partners with external logistics com-

panies for the deployment of the technology, but it aims to be a neutral 

platform for all actors in the market instead of a venture by any particular 

market participant (such as the TradeLens platform headed by Maersk and 

IBM). CargoX believes that an open platform is necessary for succeeding in 

the marketplace (Rajamanickam, 2018). 
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3.2 dexFreight 

dexFreight is a startup building a freight exchange on the Blockchain that 

allows shippers and carriers to negotiate directly. dexFreight is also looking 

to provide an open platform and partners with established logistics com-

panies. Trucking companies can store various company-related documents 

on the platform to speed up the onboarding process of subcontractors. 

Thus, the focus for the shippers can be on negotiating terms related to the 

specific freight rather than administrative tasks. The negotiation of specif-

ics such as rates, delivery and pickup times, and other stipulations also oc-

curs on the platform. Ultimately, the entire contracting part of freight trans-

portation is both handled and documented on the Blockchain (Prevost, 

2018). dexFreight has recently partnered with CargoX to provide documen-

tation for both contracting and the actual transportation process within 

one platform and remove paper from the entire process (Rajamanickam, 

2019). 

3.3 GS1 

A specific part of the logistics process is the target of a pilot project for the 

digitization of pallet notes. Most companies that require pallets for the 

movement of freight already participate in a pallet-sharing program in 

which pallets trade flexibly among all involved parties. This requires an ac-

counting structure for the ownership, state, and flow of the pallets. The sys-

tems currently rely on paper-based pallet notes, but the project aims to 

bring Blockchain to this field. Through a smartphone application, the oper-

ators can access a Blockchain backend to store information about the 
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transfer of pallets between the different parties. Since there is no single pal-

let owner who could operate a traditional digital ownership-tracking infra-

structure, Blockchain has enabled the digitization of this process (Uhde, 

2018). After the trial period, the project partners consider the project to be 

a success and intend to continue developing this system (Nallinger, 2018). 

4 Survey about the Impacts and Beneficiaries of 
Block-chain in Logistics 

The three project exemplars introduced above illustrate that the market for 

Blockchain in logistics extends across multiple use cases and organiza-

tional backgrounds. The projects' impacts and beneficiaries are likely de-

pending on the use case - warranting a more diversified approach to evalu-

ating Blockchain's potential benefits for logistics. We decided to run an ex-

pert survey to shed light on these issues. Parts of the survey update the find-

ings from a similar study we ran in 2017 (i.e., Hackius and Petersen, 2017). 

This section describes the survey's setup and its most relevant findings. 

4.1 Setup and Data Collection 

We conducted a four-section survey using Typeform. First, we asked about 

the general industry role of the participant and their general opinion and 

knowledge of IT in logistics and Blockchain in general. Secondly, we intro-

duced the three projects as described in the previous section, and inquired 

about the participants’ opinion of them. Following, we asked more specific 

questions about Blockchain as a technology. We then concluded the survey 

with some more questions about the background of the participants. 
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For the evaluation of the projects, we adopted the approach proposed by 

Bienstock et al. (1997) and added dimensions recommended by Qureshi et 

al. (2008) and Yeung (2006). Hence, we used the criteria reliability, timeli-

ness, cost, sustainability, and information sharing to evaluate how the lo-

gistics process might benefit from each of the three projects. 

Data collection started April 10th and ran until May 1st, 2019. The study was 

distributed among respondents of the previous survey, known industry 

partners, and various social media channels (Twitter, Xing, and Reddit) re-

lated to the topic of supply chain and logistics. The survey link was also in-

cluded in email newsletters by two industry associations in Hamburg and 

three online bulletin boards. We incentivized participation through small 

donations. After data collection was concluded, we donated 50 Euro to 

“Zeit für Zukunft” (Hamburg-based mentoring program) and to “Ingenieure 

ohne Grenzen” (Berlin-based aid organization) on behalf of our partici-

pants. In total, we received 81 qualified responses. 

Especially for anonymous internet surveys, it is recommended to identify 

and exclude potentially careless responses (Meade and Craig, 2012). How-

ever, none of the data sets exhibited any unusual answer pattern. All 81 col-

lected data sets were prepared for statistical analysis following the guide-

lines of Hair et al. (2009). We used the software jamovi for data analysis. 

4.2 Findings 

In the following, we present the results of our survey. In addition to looking 

at the descriptive statistics, we ran statistical analyses (ANOVA) to explore 

differences between respondent groups. Such differences are presented 

only if they are found to be statistically significant at the 5%-level.  



                     Impact and Beneficiaries of Blockchain in Logistics                    453 

 

Figure 2 gives an overview of the 81 respondents: A clear plurality works in 

logistics services, with consulting and manufacturing being the other large 

groups of respondents. German participants represent the majority, fol-

lowed by individuals from the USA, India, and a large number of countries 

with a small number of participants. In total, 70% of the participants are 

from Europe. As expected, company headcount and company turnover 

yielded similar overall distributions. A slight majority of respondents work 

in small organizations and about a quarter in medium-sized companies. 

Figure 3 summarizes the results pertaining to the company's stance to-

wards Block-chain. 20% of the respondents indicate to not be involved with 

Blockchain in any fashion. Together with respondents observing the devel-

opment from a distance, they represent the majority of companies.  

Figure 2: Industry and Organizational Background 
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Only 14% are actively working with Blockchain, around 30% state to be in-

vestigating use cases. Overall, these results indicate a hesitant approach to 

the technology. We also found that big companies are significantly more 

likely to be implementing Blockchain solutions than small companies (as 

measured by company turnover). 

Figure 3: Stance towards Blockchain 

As shown in Figure 4, we asked our respondents for their opinion on two 

statements on Blockchain. They show a tendency to believe that Block-

chain has real use cases and offers tangible benefits for business (average 

rating of 6.68). This is particularly true for the executives among them, who 

have given an average response of 8.4, a significantly higher value than the 

one provided by both middle management (5.95) and operational person-

nel (6.43). Also, we asked about the maturity of the technology and got 

mixed results (average rating of 5.48). Again, the executives in the sample 

show a significantly more positive attitude towards the technology (with a 

score of 7.2) than their fellow respondents (4.80 and 5.22). 
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Figure 4: Statements on Blockchain 

Respondents working in logistics services have rated the maturity of the 

technology more than 1.5 points lower than their colleagues in other sec-

tors. For both statements, it has to be kept in mind that the standard devi-

ations are high. Thus, our respondents are far from agreeing on these is-

sues. 

Next, we inquired about the potential beneficiaries of Blockchain usage. 

Figure 5 shows that multiple groups have received a large percentage of 

votes. 84% of respondents believe that Blockchain would benefit logistics 

service providers, followed by 77% for technology providers and similar re-

sponses of slightly above 60% for both senders and receivers. In the 2017 

survey, we asked the same question and got a more positive result for send-

ers and receivers. Thus, the customers received ratings similar to those of 

logistics service providers and technology providers. This may be indicative 

of a shift in the perception of Blockchain in the industry. However, the 2017 
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sample size and structure differ from this survey and, thus, this inter-

temporal relationship cannot be established reliably. Still, we consider it 

noteworthy. 

Figure 5: Beneficiaries of Blockchain in Logistics 

In the question depicted in Figure 6, we asked how our respondents expect 

Blockchain to change the logistics industry. All options presented in this 

multi-option question have been reasonably popular with the respondents, 

with even the least popular option being selected 41% of the time. The 

most frequently selected option at 85% was the stronger IT integration with 

customers, suggesting that customers can also benefit from Blockchain in 

the logistics context.  

Figure 6: Blockchain-induced Industry Changes 

The emergence of new business models came in a close second, followed 

by digital documentation. The replacement of brokers and exchanges and 
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Blockchain payments received fewer votes than the leading group of op-

tions. 

We found that respondents from companies with more Blockchain imple-

mentation experience anticipate more different kinds of change than their 

less experienced counterparts. We measured experience through the re-

sponses shown in Figure 3; to achieve this, we created a binary “less expe-

rience/more experience” measure by splitting the four response options 

into two groups of two options each. 

To enable a more detailed analysis of the expected impacts and beneficiar-

ies of the technology, we asked participants to evaluate the three projects 

presented previously (Figure 7). Our participants received a short introduc-

tion to each project, based on the information in Chapter 3, to allow them 

to respond meaningfully. 

Figure 7: Evaluation of Specific Blockchain Projects 
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Overall, the results show that Blockchain is expected to make the strongest 

impact on communication between stakeholders, followed by an impact 

on cost. For the GS1 project, cost is slightly ahead of communication. The 

technology is also expected to have an impact on reliability and timeliness. 

For the CargoX project, the two have received almost the same percentage 

of votes. However, timeliness leads for dexFreight, and reliability leads for 

GS1. Sustainability is the least popular potential impact area with just 

above 20% of the respondents expecting an improvement for CargoX and 

dexFreight. However, this figure jumps to 43% for GS1. In general, the eval-

uation of GS1 has yielded different results than the evaluation of CargoX 

and dexFreight. The impact areas of the latter two are similar in their order 

and overall values (except for a large difference in reliability impact), and 

the large spread between the impact areas. For GS1, costs rank ahead of 

communication due to a big drop in communication impact, and sustaina-

bility beats timeliness due to a significant increase in sustainability impact. 

Additionally, the spread between the biggest and the smallest impact areas 

is much smaller.  

Regarding the beneficiaries of these projects, the logistics service providers 

themselves rank ahead of their customers (senders and receivers). How-

ever, there is a difference between the projects – CargoX benefits the logis-

tics service providers significantly more than dexFreight. Overall, senders 

and receivers have received similar responses, with senders ahead of re-

ceivers for dexFreight and GS1, but a slight lead for the receivers with Car-

goX. Both have received values between 60% and 70% for CargoX and dex-

Freight, but only around 50% for GS1. For both CargoX and GS1, the logis-

tics service providers rank about 20 percentage points ahead of their cus-

tomers as potential beneficiaries. Only the dexFreight project is expected 
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to benefit the customers on a similar (but still lower) level. Overall, the tech-

nology is expected to have a strong impact on all participants, with only 

one value dropping slightly below 50%, and most far above. 

The beneficiaries of the CargoX project have received very similar percent-

ages to the beneficiaries of the overall technology (Figure 5), while both 

dexFreight and GS1 deviate from the result. This might suggest that the 

value proposition of CargoX is the use case most commonly associated with 

the technology, while the other projects implement solutions that are not 

as well-known to the respondents. 

The specific use case associated with each project is paramount when com-

paring the results between the projects. It is noticeable that while senders 

and receivers are expected to benefit similarly from CargoX and dexFreight, 

the freight exchange has scored worse for the logistics service providers 

themselves. One may expect that easier negotiations between customers 

and logistics service providers would make it easier for customers to re-

ceive multiple offers for each item of freight. Thus, competition between 

logistics service providers might increase, ultimately hurting their ability to 

maintain profit margins. For the GS1 project, logistics service providers re-

ceive a higher result again, but senders and receivers fare lower. This would 

be expected for innovation in the logistics process itself, but the sender 

usually provides the pallets along with the freight. One may speculate that 
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respondents wrongly assumed the pallet notes to be a logistics process 

innovation not relevant to the customers. 

Finally, regarding barriers to the adoption of Blockchain, 69% of respond-

ents believe that digitalization is necessary before Blockchain can be intro-

duced, as shown in Figure 8. This option has received the most votes by a 

large margin. This means that most respondents agree that many compa-

nies still have to do their homework concerning digitalization - a fact that 

can act as a decisive roadblock for any digital technology. The three options 

of storage of personal information, usage complexity, and regulatory com-

pliance have received almost the same amount of votes at close to 50%. 

Sustainability, however, has merely received 16%, suggesting that such 

concerns are not perceived as a significant barrier to adoption. Similar to 

what has been found for the impacts of the technology, more experienced 

respondents anticipate significantly fewer different challenges than their 

less experienced counterparts. 

Figure 8: Challenges for Blockchain Adoption 
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5 Discussion and Implications 

Our study reveals that most respondents and their companies are still cau-

tious about implementing Blockchain even though they expect many ben-

efits in different areas of the logistics industry. Overall, general questions 

about the technology have received more positive responses than those 

asking about the current state. This may indicate that the technology has 

not yet reached its expected potential.  

Remarkably, respondents working in companies with more Blockchain ex-

perience tend to see more positive impact areas and fewer challenges. One 

may expect that more experienced companies possess better information 

about the technology than their less experienced peers. Interestingly, this 

may point to a positive relationship between past decisions to conduct 

Blockchain projects (which we use to measure technology experience) and 

future Blockchain projects (which we expect to be based on the general at-

titude towards the technology by people within the company). This may 

lead to the emergence of a divide between companies which keep on add-

ing to their experience with the technology, and other companies stagnat-

ing at a low level of experience.    

While this is an assumption, it highlights that companies should seek to de-

velop an understanding of Blockchain and use it according to their findings, 

not based on general skepticism towards an unknown technology. This is 

an important finding from a managerial perspective. However, the positive 

attitude by executives suggests that management is well-equipped to uti-

lize this effect. 

Due to its background in cryptocurrencies such as Bitcoin, these currencies 

are still a major theme in the industry. Our study confirms that this holds 
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for the logistics industry as well, with 41% of respondents expecting cryp-

tocurrencies to be used for payments. 

Regarding problems for Blockchain, the biggest one appears to be the lack 

of digitalization in the industry. This is a positive result for Blockchain, but 

it also presents a valuable lesson to both technology providers and logistics 

services providers – Blockchain projects cannot just move digitized assets 

to a different kind of database, but they must digitize the physical world 

first. Therefore, they have to understand the real-world logistics processes, 

interactions, and paperwork in order to be successful, as previous research 

has suggested. However, technology-related problems also rank high, high-

lighting the lack of maturity. 

This may be viewed as a statement regarding the difference between 

startups and Blockchain projects started within the logistics industry. In-

deed, of our three example projects, the two startups were rated differently 

compared to the industry project. Overall, the number of selected impact 

areas is similar, but for the industry project, the spread between the differ-

ent impact areas is much smaller. However, at a sample size of three, we 

cannot make any reliable statement comparing startups and projects by 

established companies. 

One key stakeholder of the logistics process is the customer that benefits 

from the freight being moved. Our results show that the logistics compa-

nies themselves, rather than their customers, are seen as the primary ben-

eficiaries in Blockchain projects. The technology providers as the second-

ary beneficiary also rank ahead of senders and receivers. However, the lo-

gistics process as a whole is ultimately undertaken for the benefit of send-

ers and receivers of freight. A technology that primarily benefits the logis-

tics service providers and technology providers might not be a good fit for 
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such a market. As a technology is expected to benefit mostly the logistics 

service providers, Blockchain may generate a positive impact on their cus-

tomers through cost savings, but this impact area only ranks second. The 

primary impact area is customer communication. It is surprising to see that 

this impact area ranks higher than the customer as a beneficiary, highlight-

ing that customer communication does benefit the logistics service provid-

ers as well as the customer. 

6 Limitations and Further Research 

The survey underlying this publication is subjected to some limitations. The 

sample is relatively small, not demographically representative, and con-

centrated in the geographic area of Germany. Additionally, we expect our 

sample to be biased towards those who actively network in social media 

channels and those who are part of the industry groups contacted by the 

authors. These limitations represent a starting point for future research, as 

others may conduct similar surveys within other subgroups. 

Regarding the differences between the three Blockchain projects, a larger 

sample of projects would be necessary to conclude the differences be-

tween the associated company structures or use cases. Further research 

may also focus on the disruption of the established industry by new players, 

which is a common expectation in our study. Our conjecture of a divide be-

tween users and non-users may also be a starting point for future research. 
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7 Conclusion 

In this contribution, we present the results of our study regarding the state 

of Block-chain in logistics and its impact on the supply chain. We find that 

the technology may have a large impact on the industry in the future, but 

for now, companies are rather cautious about implementations. We find 

that those who have implementation experience it are significantly more 

optimistic about it – a cautious approach may be associated with unwar-

ranted caution in the future. We also find that a lack of digitalization is the 

biggest hurdle for Blockchain adoption in the industry, ahead of any tech-

nical problems related to Blockchain technology itself. 

While our research shows that Blockchain in logistics is expected to have 

the strongest impact on logistics services itself, its customers (i.e., senders 

and receivers of freight) have also received strong results regarding a po-

tential impact. In terms of impact areas, communication and costs domi-

nate. Further research is required to understand the precise nature of this 

impact on the logistics process and the value chain as a whole, and the dif-

ferences between startups and projects by established companies. While 

our results in this area are ultimately inconclusive, they suggest that differ-

ences exist. 
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Purpose: The paper aims to show strengths, weaknesses and challenges in the ap-
plication of Blockchain technology for aircraft maintenance, repair and overhaul 
(MRO). The analysis is based on a prototype of a permissioned Blockchain for the 
maintenance documentation of aircraft and their components. 

Methodology: A prototyping approach is used to gain a deeper understanding of the 
underlying problems and proposed solutions of applying Blockchain technology to 
aircraft MRO. The open source platform ‘Hyperledger Fabric‘ and the toolset ‘Hy-
perledger Composer‘ are used to develop the permissioned Blockchain application. 
Based on devised use cases the prototype is validated and evaluated. 

Findings: Examining the prototype presents opportunities to increase data credibil-
ity and efficiency within a decentralized business network through increased trans-
parency, traceability and the use of Smart Contracts. The Blockchain technology 
could help address challenges in the aircraft MRO industry such as the use of coun-
terfeit spare parts or costly documentation verifications. 

Originality: In-depth descriptions of Blockchain use-cases can rarely be found. 
These are necessary in order to understand the requirements, strengths and weak-
nesses of using Blockchain in certain business contexts. The development of a pro-
totype furthermore shows a deep insight in the conceptual design, development and 
usage of Blockchain applications.   
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1 Introduction 

Blockchain as a technology and as a trend has drawn a lot of attention since 

its publication by a Satoshi Nakamoto in 2008 (Satoshi Nakamoto, 2008). 

Although Blockchain has given rise to a myriad of virtual currencies, sum-

marized under the term cryptocurrencies, it has become more than just an-

other means of payment. Basically, the Blockchain is a shared electronic 

ledger for digital data records that are managed by a number of partici-

pants of a distributed peer-to-peer network without the initial requirement 

of confidence among the members. This means, the innovation of the 

Blockchain is that transactions between not fully trusted parties can be car-

ried out securely without the necessity of a central institution (Frigden, et. 

al., 2017). Smart Contracts use this feature to enable the secure and auto-

matic execution of programcode between transaction parties (Buterin, 

2013). Currently it is difficult to estimate how big the impact of this technol-

ogy will ultimately be. Since missing out on the entry into a disruptive tech-

nology can lead to a rapid displacement in the market, it is suggested to 

include Blockchain technology in strategic considerations (Frigden, et al., 

2017). Although a number of studies concerning the application of Block-

chain technology exists, such as Boyle, et al. (2018), Herwljer, et al. (2018) 

or Hackius and Petersen (2017), in-depth descriptions of use cases can 

rarely be found. These, however, are necessary in order to understand the 

requirements, strengths, weaknesses and challenges of applying Block-

chain Technology in certain business contexts. Therefore, this study aims 

at contributing to this gap through a detailed description of a particular 

Blockchain use case.  
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Aircraft maintenance has certain characteristics, due to which the applica-

tion of Blockchain is suitable, such as a high complexity of processes, net-

working of several organizations and the demand for mechanisms to in-

crease the efficiency of communication as well as transparency and credi-

bility of data. Resulting from a lack of those aspects, industry-specific issues 

range from high costs due to missing maintenance records (Canaday, 2017) 

to an impairment of aviation safety due to the use of counterfeit spare parts 

(Locatory, 2012). A range of different companies collaborate for mainte-

nance, repair and overhaul (MRO) services of aircraft, starting from mainte-

nance service job shops (backshops) to original equipment manufacturers 

(OEM) and public organizations for certification and regulation. The Inter-

national Air Transport Association (IATA) expects substantial benefits from 

the application of Blockchain to aircraft MRO processes, but also admits the 

difficulty of realizing this improvement potential (Goudarzi, et. al., 2018). 

The communication of a large number of companies between the respec-

tive often paper-based systems leads in practice to asynchronous data and 

a relatively small volume of data made available to each company. Data can 

be used in MRO, for instance for demand forecasting, risk analysis or pro-

cess improvement. Large companies, in particular OEMs, which also carry 

out MRO activities, aggregate most of the data and thus gain a strong com-

petitive advantage over small businesses, with the consequence of monop-

olizing data power (Elliot, 2018). Blockchain technology could help to over-

come these issues by offering solutions for a decentralized, comprehensi-

ble and immutable database. 

This article presents the application of Blockchain and Smart Contracts in 

aircraft MRO through the development and evaluation of a prototype for 
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the registration of aircraft and their components in a Blockchain. Mainte-

nance activities and ownership transfers are registered in order to provide 

a complete and transparent documentation by and for the organizations 

participating in the network. The next section summarizes the current state 

of Blockchain, while section 3 provides a short overview on the aircraft MRO 

industry and describes the conceptual model of this research study. The 

open source platform ‘Hyperledger Fabric‘ and the toolset ‘Hyperledger 

Composer‘ are used to develop the permissioned Blockchain application. 

The implementation of the application in Hyperledger Fabric and its way of 

functioning are described in section 4. Based on devised use cases the pro-

totype is validated and evaluated in section 5. The evaluation contains a 

discussion of the strengths and weaknesses of the application, its potential 

impact in the industry and challenges that need to be overcome. The paper 

closes with some general remarks and further demand of development and 

research in the area of Blockchain technology. 

2 Current State of Blockchain Technology 

The Blockchain technology was developed for the original purpose of ena-

bling value transactions between users of a decentralized network se-

curely, directly and trustless and therefore without the need of an interme-

diary. For the first time the technology was described 2008 in the Bitcoin 

white paper (Satoshi Nakamoto, 2008) authored by a person or a group un-

der the pseudonym 'Satoshi Nakamoto'. The identity behind the pseudo-

nym has been unknown to the public, in spite of multiple speculations. This 

original type of Blockchain technology for money transactions is some-
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times called first generation of Blockchains (Cummings, 2019). The Block-

chain technology is not a monolithic invention as such, but rather a meta-

technology combining a number of different technologies, which were al-

ready invented and known at the time the Bitcoin whitepaper was pub-

lished. It integrates previously known technological components such as 

peer-to-peer technology, asymmetric cryptography, digital signature, 

Merkle-trees and a consensus algorithm such as proof-of-work into a com-

mon concept (Narayanan and Clark, 2017). Figure 1 shows an abstract of a 

generic Blockchain data structure. The Blockchain data structure links 

transactions between two parties efficiently and in a verifiable way (Iansiti 

and Lakhani, 2017). Transactions are linked by so-called hash references 

inside of a block. The blocks additionally contain a timestamp with the time 

of block creation, its own cryptographic hash value (Block ID) and the Block 

ID of the previous block, therefore building a chain of blocks. The transac-

tions and blocks are created and validated by the nodes communicating 

through a peer-to-peer network (Drescher, 2017). In Bitcoin technology the 

proof-of-work algorithm is used to build a common consensus. If the proof-

of-work algorithm is applied, a block contains additionally the difficulty for 

block creation and a random number called nonce. Before Bitcoin, it has 

not been possible to conduct transactions between distributed individuals 

without a verifying central control instance, such as a central bank. Today, 

also other consensus algorithms are used such as proof-of-stake or practi-

cal byzantine fault tolerance (Hinckeldeyn, 2019). 
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Since the creation of Bitcoin, Blockchain technology has evolved. A second 

generation of Blockchain emerged with partially extended functionality. In 

2013 Vitalik Buterin proposed Ethereum, which expanded the Bitcoin tech-

nology by the functionality of Smart Contracts (Buterin, 2013). These con-

tracts were proposed already in 1996 by Nick Szabo (1996) but were first 

made possible by Ethereum in 2015 as software scripts, running on a Block-

chain (Tual, 2015). This means that the transactions run a computer pro-

gram with the same certainty and trust like a Bitcoin transaction. Hence, it 

allows the automatic execution of programmed agreements between dis-

tributed transaction parties within the Blockchain. The innovation of Smart 

Contracts created a large number of use cases that go far beyond crypto-

currencies. Various companies in industry-specific consortia develop use 

Figure 1: Abstract from a Blochain data structure 
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cases and solutions, suitable to be implemented using Blockchain technol-

ogy (Frauenhofer-Gesellschaft, 2017, Chamber of Digital Commerce, 2016). 

Bitcoin and Ethereum are public and permissionless Blockchain networks, 

which means that anyone can join the network with more than one ac-

count, view its information and use its functions. However, for the business 

contexts there are usually requirements to comply with confidentiality of 

data, identification of the participants and network performance.  

This led to a third generation of Blockchain technology, which integrates 

better the requirements and systems of existing companies. In contrast to 

public Blockchains, these platforms are not necessarily open to everyone 

and provide other architectures and consensus algorithms for better scala-

bility and data protection. For example, Hyperleger Fabric is a private, per-

missioned Blockchain platform, developed especially for the use in busi-

ness networks, offering a modular architecture and a high degree of flexi-

bility, confidentiality and reliability (Hyperledger Fabric, 2019). Several 

fields have been identified for a suitable application, such as internet of 

things, energy supply, the insurance sector or the supply chain (Herwljer, et 

al., 2018. Brandt, et al., 2018, Schlatt et al. 2016). 

3 Conceptual Model 

Aircrafts are the most complex machines produced in series and therefore 

represent substantial investment and operational costs for the owner. An 

aircraft can only make profit while in operation. It is therefore necessary to 

limit ground time to the bare essentials and to allocate aircraft a tight flight 

schedule. Since maintenance activities are performed only on ground they 
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are planned in detail and if possible follow the operational breaks accord-

ing to the flight schedule. In the event of unplanned downtime, it may be a 

problem to provide a replacement aircraft at the respective airport. This re-

sults in irregularities or failures in flight planning, which entail high follow-

up costs. The objective of aircraft MRO is to maintain the airworthiness of 

aircraft or aircraft components through planned activities of regular 

maintenance, inspection and overhaul, or to restore them through repair.  

As the survival of passengers is directly ensured by the safety of the sys-

tems, the processes of aircraft maintenance are strictly regulated and mon-

itored by regulatory authorities such as the European Aviation Safety 

Agency (EASA). Within the European Union, the requirements and proce-

dures for design, manufacture and maintenance are set by EASA as part of 

the so-called Implementing Rules. Maintenance operations are defined by 

the Implementing Rules Continuing Airworthiness (IRCA) in Part 145 (EASA, 

2014). The American equivalent to ICAR Part 145 is the Federal Aviation Reg-

ulation for Repair Stations (FAR 145). Since the American structures were 

adopted or used by EASA, the regulations of the USA are very similar to 

those of the European Union (Hinsch, 2017). Due to the strict regulation of 

the aviation industry, the business processes differ only slightly. Based on 

the IRCA, the generic process diagram in Figure 2 is considered in order to 

illustrate business processes and how they are interconnected between or-

gan-izations involved in aircraft maintenance. 
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OEMs, MROs and backshops must be certified by the regulatory authority 

and maintenance activities may only be carried out in accordance with ap-

proved maintenance specifications. Planned maintenance activities are 

scheduled by the operator in a maintenance program, which is also to be 

approved by the regulatory authority. Furthermore, the regulatory author-

ity grants authorizations for the release of components and aircraft. The 

OEM prepares maintenance specifications for each aircraft model by de-

scribing the maintenance activities and defining the maintenance intervals 

for the individual components. The aircraft operator is obliged to create a 

Figure 2: Processes in aircraft MRO 
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maintenance program based on information provided by the OEM. In the 

maintenance program, all maintenance activities of aircraft components 

with their planned intervals are listed. Functional failures called findings as 

well as their rectification are documented in the technical log book of an 

aircraft. The aircraft operator is also responsible for archiving the mainte-

nance documents. The maintenance process is triggered either by specifi-

cations of the maintenance program or by findings that have occurred. Due 

to the high complexity of the products various parties are involved in the 

maintenance of an aircraft. Maintenance companies (MROs) are responsi-

ble for the maintenance of the operator's aircraft. In particular, the mainte-

nance of complex components such as engines maintenance is carried out 

by specialized third-party workshops called backshops. For repaired air-

craft and certain components, approval must be granted again by a certify-

ing officer approved by the regulatory authority. As a result of a successful 

release, the so-called EASA Form 1 will be issued for components and the 

Certificate of Release to Service (CRS) for aircraft. The aircraft is then 

handed over to the operator, including all incurred maintenance docu-

ments. (Hinsch, 2017, EASA, 2014) 

The Blockchain network of the conceptual model is mapping the mainte-

nance network consisting of an arbitrary number of directly or indirectly in 

the maintenance involved organizations. In the network participating or-

ganizations have to be categorized according to their roles in order to ena-

ble different permissions. In addition to the regulatory authorities, OEMs, 

aircraft operators, MROs and backshops, component suppliers are included 

into the model. Each organization provides one or more participants to the 

network. The participants are grouped according to their role into Supplier, 
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OEM, Operator, MRO, Backshops and Regulator. The possibilities of inter-

action between participants within a maintenance network differ depend-

ing on their role. Figure 3 shows the section of the UML class diagram refer-

ring directly to the participants. 

Aircraft and aircraft components (Parts) are registered in the Blockchain 

data structure and status changes such as the transfer of ownership, exe-

cution of flight operation or conduction of MRO activities are recorded. Due 

to the properties of the Blockchain technology a ledger of transactions is 

created containing the full history of the objects conditions without the 

need for a central instance. The states of the objects, such as the certifica-

tion can be verified by the immutable history data and filtered through da-

tabase queries. Methods are completely transparent within the network, 

but can only be processed by authorized network participants.  

In particular, for registering and changing the state of assets, the secure al-

location of the physical objects to the digital entries in the Blockchain data 

structure must be ensured. In order to prevent deceptive action, the re-

sponsible person has to digitally sign each transaction. Manipulation at the 

Figure 3: Class diagram participants 
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entry of data cannot be ruled out on the program side even with centralized 

systems. 

The tangible assets Aircraft and Part define two basic levels of the program, 

while Aircraft are composed of Parts. Figure 4 shows the corresponding sec-

tion of the class diagram, with the methods and attributes being hidden for 

reasons of clarity. The classes on the left are assigned to the Aircraft level 

and the ones on the right to the Part level of the program. Participants are 

enabled to create and delete, send and receive objects, to change property 

rights and issue or withdraw airworthiness. Furthermore, the installation 

and removal of parts in an aircraft can be registered. In order to fulfill the 

main function of documenting the maintenance history, the classes Finding 

and Report are defined.  

A Finding contains information on damage or anomalies that have occurred 

to the physical object and must therefore always be assigned to an object 

in the program, whereby several Findings can be assigned to one object. 

The attributes store information about the documenting organization and 

person, the date of occurrence and a description.  
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A Report describes the execution of maintenance activities. Similar to Find-

ings, a Report is always assigned to one tangible object, whereby one object 

can be assigned to several reports. A Report can be declared as either a rou-

tine task or a non-routine task, while in the case of a non-routine task, a 

Report usually also refers to a Finding. A Report contains the performing 

organization and person, execution date and a description of tasks. In ad-

dition, the mileage of the object at the time of execution is stored. 

4 Implementation 

The use case of MRO possesses characteristics, which constrain the selec-

tion of an appropriate Blockchain framework. The industry-specific re-

quirements for data confidentiality and safety make it particularly im-

portant to draw attention to the identification and permission of network 

participants. In conventional Blockchain technology like Bitcoin or 

Figure 4: Abstracted class diagram 
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Ethereum different branches of the Blockchain data structure occur and the 

proof-of-work algorithm serves to agree on a common version. However, 

this type of consensus algorithm is not capable of reaching finality on trans-

actions, which means that it is increasingly unlikely over time but possible 

to change transactions after execution. As Hyperledger Fabric uses a differ-

ent transaction flow and consensus mechanism it allows for a higher per-

formance in lower scaled networks and it is capable of reaching finality of 

transactions, making them impossible to be changed or reversed (Hinck-

eldeyn, 2019). Since maintaining consensus between the ledger copies in 

Fabric does not require proof-of-work, no cryptocurrency is needed as an 

economic incentive for block creation (Sajana, 2018). Furthermore, Fabric 

is providing a modular architecture that allows for high resiliency and flex-

ibility to adapt the network according to the specific use case requirements 

(Hyperledger Fabric, 2019).  

The modular design of Hyperledger Fabric for business context is leading to 

great popularity of the platform. Forbes published a list of 50 companies 

with a minimum revenue of one billion dollars that are leading the way in 

adapting decentralized ledgers to their operating needs. 22 of the 50 Com-

panies, from Amazon to Walmart are dealing with Hyperledger Fabric (Del 

Castillo, 2019). 

Due to its modularity, confidentiality and performance characteristics, Hy-

perledger Fabric is currently the most suitable Blockchain technology ca-

pable of running Smart Contracts to implement the previously described 

model. Furthermore, all Hyperledger projects are open source software un-

der open governance of the Linux Foundation, so everyone can see, use, 

copy and contribute to the program code (Dhillon et al., 2017).  



 Prototype for a Permissioned Blockchain in Aircraft MRO  483 

 

A ledger in Fabric is composed of a database called World State and a Block-

chain data structure. The database stores the states of participants and as-

sets. Assets are tangible goods, such as aircraft, or intangible goods, such 

as maintenance records. A state of the asset Aircraft for instance could be 

the name of the owner. The Blockchain data structure is containing the pre-

ceding transactions, which usually lead to changes of the World State such 

as send Aircraft to initate the transfer of an aircraft's ownership. The World 

State can be calculated at any time from the Blockchain data structure and 

thus be verified. Figure 5 illustrates the relationship between the ledger, 

World State, and the Blockchain data structure in Fabric. The ledger is com-

posed of the World State and the Blockchain data structure, whereby the 

Blockchain data structure determines the World State. The ledger is man-

aged by Smart Contracts called Chaincode in Fabric. These contain asset 

definitions as well as the business logic for changing those assets. Nodes in 

Fabric are assigned to an organization and are distinguished according to 

their function in peers, ordering-service-nodes called orderer and applica-

tions. Typically, every business would be a separate organization in Fabric 

and would contribute to the network with their own peers, ordering-ser-

vice-nodes and applications. In order to save resources, it is also conceiva-

ble that several, in particular smaller companies join together to form a 

common organization in Fabric. 
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Peers are the most fundamental building block of the network because they 

manage the copies of the ledger and Chaincode. Applications are users of 

the network which communicate with it through transactions while the or-

derer is responsible for arranging transactions into blocks. The only mech-

anism of interaction with Chaincode is through transactions invoked by ap-

plications. 

The transaction flow is illustrated in Figure 6. After connecting to the peer 

(1) the application initiates the transaction flow by creating a transaction 

proposal. The application sends the transaction proposal to the peers of 

the network (2), which execute it independently by invoking the Chaincode 

to generate a transaction response (2.1 and 2.2). The proposal response is 

not applied directly to the ledger, but only digitally signed by each peer and 

returned to the application (3). As soon as the application has received suf-

ficient identical transaction responses, they are sent to the orderer (4), who 

Figure 5: Components of a Ledger in Fabric (Hyperledger Fabric, 2019) 
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is then sorting the transactions mechanically into a block and forwarding it 

again to the peers (4.1). The peers process the obtained block inde-

pendently. After each transaction has been verified, the block is added to 

the Blockchain data structure and the World State updated (4.2). Failed 

transactions are marked as such and are also added to the ledger as part of 

the block, but do not affect the World State. Finally, the applications are 

notified of the success or failure of the transactions (5). 

To identify them, network participants in Fabric are issued a digital certifi-

cate, and a cryptographic key pair by an organization-owned component 

called Certificate Authority. Another component called Membership Ser-

vice Provider assigns roles and organizations to the identities and authen-

ticates them as members for the use of the network. MSPs provide dynamic 

membership by adding and removing access permissions in a decentral-

ized way to ensure long-lasting network integrity. 

Figure 6: Transaction flow in Fabric (Hyperledger Fabric, 2019) 
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To support the development of Blockchain applications with Fabric, Hy-

perledger Composer was developed as part of the Hyperledger project. 

Composer is a collection of tools allowing the creation of Chaincode in a 

structured and clear logic as well as the subsequent provision in a Fabric 

network (Dhillon et al., 2017). One of the tools is the browser-based user 

interface Hyperledger Composer Playground, which is used to test the func-

tionalities of the program. The programming in Composer is carried out on 

the basis of assets, participants and transactions. The program code is writ-

ten in several files with different purposes. In the model files the fundamen-

tal components are defined as participants, assets and transactions. Meth-

ods are written as transactions in script files using JavaScript. Restrictions 

are defined in an access control file to ensure that only authorized network 

participants can initiate appropriate transactions. Furthermore, separate 

query files are used for database queries. From the separate files of a pro-

gram, a Business-Network Archive (BNA)-file is generated, which is then 

provided as Chaincode to an existing Fabric network.  

Figure 7: Structure of the designed fabric network 
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The designed Fabric network is illustrated in Figure 7. For a real use case, 

the Fabric network would be formed by a consortium of several companies, 

and optimally each participating company would form an organization in 

Fabric. The designed Fabric network is formed by the two organizations 

Org1 with the peers P1, P2 and Org2 with P3, P4 and a central orderer O1. 

The affiliations of the network components to the organizations are illus-

trated by the dashed circles. System administrators SA1 and SA2 were 

added to deploy the Chaincode on each organization's peers and to create 

the network administrators NA1 and NA2. The organizations can then use 

the rights specified in the deployed Chaincode to create further network 

participants CPX of any role according to Figure 3 and link them with iden-

tities. The nodes NA, SA and CPX represent the users of the network who in 

practice communicate with it via client applications. Regarding the given 

use-case CP1 could be the MRO-company Lufthansa Technik and CP2 the 

Airline Lufthansa, forming a common organization Org1 and contributing 

to the network by providing peers and orderer. A second organization Org2 

could be formed by the OEM-company Airbus and the Supplier General 

Electric. 

In the present Fabric network, there is a single orderer and thus a partial 

centralization of the network. A more decentralized approach could be re-

alized by each organization providing an ordering-node, which form a com-

mon consensus on the Kafka protocol. Kafka uses Apache Kafka, an open-

source stream processing platform that enables processing of continuous 

data streams of structured data (Apache, 2017). All orderers would send in-

coming transactions to Kafka and receive transactions in the same order as 

the others. (Hyperledger Fabric, 2019) 
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5 Evaluation 

In order to validate the investigation model, case studies were designed 

and carried out. Subsequently the model's strength and weaknesses were 

evaluated based on the conducted case studies. Furthermore, current is-

sues in aircraft MRO industry to which the application of a Blockchain net-

work could contribute to the solution and challenges that need to be over-

come to reach a use in practice are shown. 

5.1 Validation 

To consider the network size and complexity of processes in the evaluation, 

four case studies with two different numbers of participants and two differ-

ent maintenance scenarios were designed.  

Network A is a small network, consisting of one operator, one MRO, one reg-

ulator and three backshops without direct competition. The main purpose 

of the network is to record the history of maintenance activities rather than 

tracking property rights. Figure 8 illustrates the business network on the 

application level. The whole Fabric network infrastructure is built by the 

nodes previously described, while the participants such as MRO A or Oper-

ator A are the Composer participants CPX according to Figure 7 and are as-

signed to one of the organizations Org1 or Org2. 

Network B is a medium-sized network consisting of a total of 18 partici-

pants for the tracking of maintenance activities and property rights. For 

each role, with the exception of the regulator, there are competing partici-

pants.  
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Based on the same base configuration of assets (one Aircraft containing 

four Parts), two hypothetical maintenance scenarios were designed. The 

scenario routine maintenance describes the execution of maintenance ac-

tivities as part of an A-check. First, the aircraft to be inspected is handed 

over by an aircraft operator to the responsible maintenance company, 

which detects damage by inspecting the structural elements winglet and 

flaps. The findings of the winglet will be fixed during the check and the re-

pair of the flaps will be postponed to the following check. Subsequently, 

the aircraft is returned to the original aircraft operator. 

The second investigated scenario is a non-routine maintenance in which a 

bird strike during flight operation results in findings and the need to carry 

out maintenance. The aircraft operator ascertains that the aircraft has been 

taken out of operation, declares it non-airworthy and hands it over to a 

maintenance company. The maintenance company detects damage to a 

Figure 8: Illustration of business network A 



490 Jakob Schyga et al.   

 

turbine and to a hydraulic pump. The hydraulic pump has to be replaced 

while the turbine is declared non-airworthy and transferred to a backshop 

for repair. Since the maintenance operation does not keep the hydraulic 

pump in stock, it is ordered by a supplier and then reinstalled by the 

maintenance company. The turbine is repaired by the backshop, airworthi-

ness is granted by the regulatory authority and the turbine is sent back to 

the maintenance organization for installation. After a test flight is carried 

out, the regulatory authority issues a new airworthiness certificate. Ulti-

mately, the aircraft is returned to the original aircraft operator. 

The pairwise combination of the scenarios with the networks A and B result 

in four case studies. The designed case studies were successfully carried 

out with the developed prototype and therefore mapped in the Blockchain 

data structure. For the scenario of routine maintenance, eight and for non-

routine maintenance 24 transactions were executed in the correct se-

quence by the different participants. The executed transactions are stored 

in the Blockchain data structure resulting in a new configuration of objects 

and their states. Figure 9 shows the configuration of the objects before and 

after the non-routine scenario was carried out. Each block represents an 

object in the business network and the connections between the blocks 

correspond to the assignment between the assets. Within the blocks, attrib-

utes of the objects relevant for the representation are entered. Figure 10 

shows the transactions performed by the participants in order to carry out 

the scenario.  

The fulfillment of the network requirements for identification and authori-

zation of network participants and dynamic admission restriction could be 

confirmed. The decentralization of the network infrastructure was limited 

by the central ordering service and the fact that the network infrastructure 
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was formed by only two organizations, but it was shown in which way a de-

centralized network could be realized. The transaction confirmation time 

and transaction throughput cannot be appropriately quantified using the 

developed model. However, with a similar Fabric setup a benchmark anal-

ysis from Baliga et al. (2018) shows a linear transaction throughput with a 

transaction confirmation delay time of up to 2 seconds at an increasing in-

put load of up to 1000 transactions per second. These performance param-

eters are more than sufficient for the considered use case. Furthermore, the 

fulfillment of the application level requirements for the digital registration 

of aircraft and components to store their states and status history, the 

transparency of the data and querying of data in a Blockchain network was 

successfully demonstrated. On the Smart Contract-layer the same business 

logic could be implemented using other programmable Blockchain plat-

forms such as Ethereum or Hyperledger Sawtooth. However, the conse-

quences for the properties of the network would change based on the cho-

sen Blockchain technology. 
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Figure 9: Base and end configuration of the objects after the non-
routine scenario 
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 Figure 10: Transactions performed for the non-routine maintenance 
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5.2 Strengths and weaknesses 

In the following, the strengths and weaknesses of using a decentralized net-

work according to the developed prototype will be discussed. 

The power over the data in a decentralized network is distributed among 

the participating organizations. The developed Fabric infrastructure is built 

on two organizations and a single orderer and is thus partially centralized. 

A more decentralized approach could be realized by assigning each partic-

ipant of the network to a separate organization, providing its own peers 

and orderers. Nevertheless, the distributed power over the data leads to a 

higher willingness of the organizations to share their data in order to bene-

fit from the network and from the data of other organizations. The addi-

tional data an organization obtains from participating in the network may 

contribute for instance to demand forecasting of spare parts, risk analysis, 

or product and process improvement. Each network participant is required 

to contribute data to the network, as one participant would otherwise not 

benefit others, but increase their risk. The larger the network and the higher 

the amount of competing participants the bigger is the risk of sharing data. 

This is particularly evident when comparing network A and network B from 

the carried out case studies. 

Fabric offers the functionality of different channels to keep transactions in 

a shared network secret. A channel is formed by peers, applications and or-

derers and serves for the complete decapsulation of ledgers and 

Chaincode. The nodes can be assigned to multiple channels. Only the 

nodes of a channel are involved in the consensus building of the respective 

ledger and can thus see Chaincode, ledger and transactions. Channels 

could therefore protect data between competing organizations and only 
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provide it to the participants desired. For smaller networks channels are 

easy and logical to implement. With reference to the use cases, sensitive 

data from competing backshops Backshop A and Backshop B could keep 

their data secret from each other and still make it available to the rest of 

the network. Figure 11 illustrates the use of channels for a given network. 

All network participants form a common channel (Channel A). The compet-

ing backshops also each form a separate channel (Channel B and Channel 

C) with the other network participants. To maximize the overall value of the 

network, without penalizing individual network users by the risk of external 

data usage, compromises must be made between the participating organi-

zations in order to agree on channel configuration and sharing of data. In 

practice, cooperation between often competing companies with different 

interests must be formed in order to define common goals and re-

quirements. 

Figure 11: Confidentiality of sensitive data through the use of channels  
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Applying a Blockchain network according to the prototype, certain inter-

mediaries could be avoided and as a result process time and costs be saved. 

By reducing process times, the entire maintenance process can be acceler-

ated, thereby reducing the cost-intensive downtime of aircraft. Intermedi-

aries, in particular, are auditors of documentation for the maintenance net-

work, e.g. custodial employees of the regulatory authorities or document 

inspectors of an aircraft operator at an aircraft overtake.  

Due to the distributed data and consensus building, there is a very low risk 

of data loss due to malfunction or hacker attacks and a high synchronicity 

of data between the organizations. On the other hand, the process of dis-

tributed consensus building requires a high time for transaction confirma-

tion and low transaction throughput, compared to centralized systems, es-

pecially for large networks.  

From the properties of the Blockchain data structure and the distributed 

consensus building results a high change inertia of the network and the ir-

reversibility of transactions. This effect increases with the size and decen-

tralization of the network. It follows a high security against data manipula-

tion, since once entered transactions cannot be removed or changed with-

out a common consensus. Together with the data transparency within the 

network, there is a good traceability of all activities of the participant in the 

networks. Traceability in the case of aircraft MRO can for instance contrib-

ute to facilitate rapid problem identification and elimination in case of 

premature component failure. On the other hand, the irreversibility of 

transactions limits the flexibility of organizations, as erroneous or errone-

ously submitted transactions generally persist. The program code of the 

developed prototype therefore provides transactions to reverse the effects 

of registered transactions in the World State. 
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The implementation of Smart Contracts in a distributed network enables 

the automation of process execution and thus also a shortening of process 

times by avoiding human labor with a high system availability and reliabil-

ity of function execution. Due to the inertia of change and the fact that the 

programmed code of Smart Contracts is executed exactly as it was in-

structed, great care must be taken to understand how the code can affect 

network subscribers. Therefore, experts and adequate tools for the pro-

gramming of Smart Contracts are needed. 

5.3 Issues in Aircraft MRO 

In the following, two selected issues in the aircraft MRO industry are shown 

and explained in which way a decentralized network according to the de-

veloped prototype could contribute to their solution. 

Due to the complexity of aircraft and the high costs of spare parts and cer-

tifications arise risks of flight safety through the use of counterfeit spare 

parts. Counterfeit spare parts are components that have not been ap-

proved by the aviation authorities often made of inferior materials or with 

exceeded lifetime. Monitoring the authenticity of spare parts is problematic 

because of the component complexity, especially when the maintenance 

processes have been outsourced to MRO operations abroad (Locatory, 

2012). In 1989, Partnair Flight 394 crashed due to counterfeit components 

on the route from Oslo to Hamburg, leading to the deaths of all 50 passen-

gers and 5 crew members (Luedemann, 1996). To guarantee the authentic-

ity of a part it is essential to ensure that physical parts are correctly linked 

to their digital counterparts. An object therefore has to be linked to a 

unique identifier, which is printed, embossed or attached as a tag to the 
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object. Balagurusamy et al. (2019) explain how an identifier, such as the ob-

ject's surface structure, can be used to securely link an object to its proper-

ties asserted in a trusted database. The traceability of the transaction his-

tory with full data transparency could help to reduce the use of counterfeit 

spare parts. If a counterfeit component were to be installed in an aircraft, 

then the entry of the component is already to be falsified. All parties in the 

network would be able to review the transactions and assign responsibili-

ties. If the component turns out to be a counterfeit, the guilty party could 

be easily and quickly identified. A prerequisite for this is that the storage 

and certification of the aircraft and components in the Blockchain data 

structure is recognized by the legislator.  

The cost of transferring ownership of aircraft and components between air-

craft operators in commercial aviation is approximately one billion dollars 

per year according to Canaday (2017). In addition to the storage, manage-

ment and transport of records, there is a significant cost component in the 

verification of maintenance records. The verification of maintenance rec-

ords is necessary to ensure the safety of the aircraft and to meet regulatory 

requirements. Missing, incorrect or incomprehensible records lead to 

costly rework and thus delays. (Canaday, 2017) 

The use of a decentralized network according to the developed prototype 

could increase the credibility and traceability of maintenance records. Dur-

ing the transfer an aircraft's ownership, the inspection effort and therefore 

the costs of document verification could be reduced. Furthermore, the dis-

tributed nature of the Blockchain minimizes the risk of data loss, which 

could also reduce rework due to lacking records. If the old and new owners 

are located in a common network, seamless data transmission and utiliza-

tion could be realized. 
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5.4 Challenges  

In order to enable an efficient application of the Blockchain technology, in-

teroperability is required to easily integrate the various systems (Banerjee, 

2018). The largest producer of software solutions for enterprise software 

SAP is actively involved in the integration of Blockchain applications into 

their existing systems and has been a premium member of the Hyperledger 

Foundation since March 2017 (Hyperledger, 2017). In October 2018, Hy-

perledger's subproject Hyperledger Burrow enabled the provision of 

Ethereum Smart Contracts on Hyperledger Fabric (Ledger Insights, 2018). 

Another recent project of the Hyperledger Foundation is Hyperledger Quilt 

for the interoperability of Blockchain systems through the application of a 

payment protocol (Hyperledger Foundation, 2018). 

Furthermore, challenges arise from uncertainties due to a lack of regula-

tions. Currently, the legal implications of Blockchain data are not clearly 

defined. It is necessary to explore how existing contract law affects Smart 

Contracts and to adjust legal procedures to properly manage Smart Con-

tracts. A prerequisite for the development of legal regulations and the cre-

ation of interoperability is the introduction of standards for designations 

and descriptions in order to facilitate a smooth communication and to pre-

vent misunderstandings (Banerjee, 2018, Chamber of Digital Commerce, 

2016). 

For the creation of standards and legal regulations and the overcoming of 

technological challenges the inter-organizational collaboration of compa-

nies, research institutes and legislators is required. While these challenges 

are likely to be overcome in the foreseeable future, the need to co-operate 

with competing companies in a common network presents a challenge 

with an uncertain outcome.  
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Further uncertainties arise because there are hardly any practical applica-

tions in the industry or experts whose application experience could benefit 

a business network. The introduction of novel systems within the organiza-

tions is generally associated with a great deal of time and expense. The sys-

tems therefore have to last for a longer period of time to recoup their costs. 

However, there is a great deal of long-term planning uncertainty due to the 

changing nature of the industry, the participating organizations with their 

relations and needs, legal regulations and in particular the technology. A 

technology implemented today could already be obsolete in a few years' 

time. 

6  Conclusion 

Blockchain technology was first described in the end of 2008 and the Hy-

perledger project is existing since december 2015. Therefore, it is compre-

hensible that at the time there are various technological, regulatory and or-

ganizational challenges ahead. It is important to educate about the tech-

nology, its application and potentials without fanning false hopes. It will be 

necessary to further identify opportunities and risks through the develop-

ment of investigation models and testing of applications. The present work 

contributes to this by providing a prototype solution for the MRO-industry, 

demonstrating its development and analyzing the applicability. 

Based on an analysis of the processes in aircraft MRO a conceptual model 

was developed. The program code was then authored using the Hy-

perledger Composer toolset, deployed on a Hyperledger Fabric network, 

and validated by case studies. The analysis of the study model shows a con-

siderable potential of the technology to increase the efficiency of an MRO 
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network through credibility, traceability and transparency of the data, with 

high reliability and system availability, especially for larger networks with a 

high complexity of process flows. The usual high costs in the aviation indus-

try due to warehousing, document checking and downtime of aircraft could 

potentially be reduced and the safety of the aircraft increased by avoiding 

the use of counterfeit spare parts. 

Businesses could start using the technology for non-sensitive data to 

demonstrate the security and operational efficiency of the systems by first 

deploying applications within their enterprise and then extending them to 

cooperating companies. Finally, the development of the Blockchain's full 

potentials as an infrastructure technology requires a critical mass of key 

players in the market. While the MRO industry has lagged behind other in-

dustries in terms of IT deployment, it could be a trailblazer in the applica-

tion of Blockchain technology because of the highly regulated and inter-

connected nature of maintenance for small-scale, high-complexity prod-

ucts. Adoption of an application for aircraft MRO is conceivable in similar 

industries that rely on complex fleet maintenance with several parties in-

volved, such as shipping or rail. 
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Purpose: This research aims to develop a dynamic and self-regulated application 
that considers demand forecasts, based on linear regression as a basic algorithm for 
machine learning. 

Methodology: This research uses aggregate planning and machine learning along 
with inventory policies through the solver excel tool to make optimal decisions at the 
distribution center to reduce costs and guarantee the level of service. 

Findings: The findings after this study pertain to planning supply tactics in real time, 
self-regulation of information in real time and optimization of the frequency of the 
supply. 

Originality: An application capable of being updated in real time by updating data 
by the planning director, which will show the optimal aggregate planning and the 
indicators of the costs associated with the picking operation of a company with 
12000 SKU’s (Stock Keeping Unit), in which a retail trade of 65 stores is carried out 
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1 Introduction 

The prognosis is made to be aware of the demand and the future conditions 

of the market, the companies use planning as a strategic tool, which trans-

forms the prognosis into plans that allow satisfying the consumer’s require-

ments. The aggregate plan is thus an important informative actor along the 

supply chain which affects the demand of suppliers and customers (Cho-

pra, 2008). 

That is why some of the engineering tools that most impact the production 

processes, are those for programming and planning. These tools are imple-

mented with the aim of reducing process times and associated costs, giving 

clear guidelines on what to do, how to do it, where to do it and who does 

what, with the objective of maximizing the efficiency of both operators and 

the lines of processes (Borissova, 2008). 

In Colombia, the mixed market of drugstores has a ratio of one drugstore 

for every 100,000 inhabitants which is 43.1% in Latin America, followed by 

Brazil, Mexico and Chile. With a growth of 12.6% between October 2017 and 

the same month in 2018 of the platform studied, which manages four prod-

uct categories, these include medicines, personal care, beauty, and baby 

care and where business is comprised 50% of medicines, and the other 50% 

is distributed in the other categories mentioned above. The categories that 

have the best performance are analgesics, cleaning products, personal 

care, and natural products, the latter of which have a growth of 6.8%, the 

frequency of purchase for Colombian consumers is every 34 days, of which 

52% of buyers plan their purchase (Dinero, 2019). 

The current market forces all companies to use technology along the value 

chain, not only for its internal processes but also external ones, such as 
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sales through virtual channels, which represent 20% of the platform stud-

ied. This generates a logistical-level challenge because it requires satisfying 

the demand in shorter periods of time, generating high logistical costs. 

The percentage of the logistics cost of sales in Colombia, according to the 

National Logistic Survey of 2018, represents 13.5%, which is composed of 

the following: cost of storage (46.5%), transport cost (35.2%), cost of ad-

ministration and customer service (11.1 %) and other costs (7.2%); the cost 

of storage being an important factor within the total weighting, therefore 

the need to concentrate their efforts on reducing this type of cost is evident 

( Alonso, Martínez, Dorado,Páez, Lota, 2018). 

This industry has created the need to optimize its planning in accordance 

with the logistical costs, as is intended with this project, which consists of 

the preparation of an aggregate planning, whose objective it is to calculate 

the real time, the optimal quantity to be ordered, and the reorder point - 

using the information found in the demand history and the support tools 

for linear programming solutions, such as the extension "Microsoft Excel 

solver". 

2 Machine Learning and Logistics 

At present, the advanced analytics, or Big Data, is very important as a sup-

port to the planning of an organization, since it is employed to manage 

large volumes of information and obtaining working data of different 

sources and formats. All of this is done in order to apply statistical calcula-

tions or different mathematical analysis tools that allow one to obtain cur-

rent data, to identify flaws and to improve operations. 
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However, advanced analytics is not able to learn or make decisions inde-

pendently. This is how the concept of artificial intelligence (AI) arises: it is 

the capacity of a machine to carry out processes without any intervention, 

having access to the data supplied by the Big data. The machine is able to 

learn patterns or characteristics provided by the information, and thanks 

to the acquired learning it creates knowledge, which generates intelligent 

actions that become more precise over time (Pereira, 2018). 

Making use of this technology in the context of the industry 4.0 allows the 

understanding of data from different sources along the value chain through 

AI, and to make support decisions in real time, managing to optimize the 

quality of production, energy-saving, equipment performance (Rüssmann, 

2015). 

The supply chain in the industry 4.0 uses a branch of the AI called machine 

learning, which allows the discovery of patterns in the data through algo-

rithms; these identify which elements that have greatest influence in the 

supply network by means of continuous learning. The algorithms find new 

patterns every day without human intervention or some previously estab-

lished classification. This allows orienting the search, making use of models 

based on restrictions they find. A set of x elements with high predictive ac-

curacy identify patterns that influence supplier quality, inventory levels, 

demand forecasts, purchasing processes, production planning, and trans-

portation management. Through the entire value chain, companies have 

the freedom to evolve considerably, resulting in them being more compet-

itive thanks to automatic learning skills (Columbus, 2018). 

A machine algorithm learning is a linear regression, which is the most rudi-

mentary algorithm of the branch of machine learning. This method models 

an objective value, which is based on independent predictors, it’s main use 
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concentrates on making forecasts and discover cause-and-effect relation-

ships between dependent and independent variables. 

In simple linear regression to a linear relationship between the independ-

ent variable (x) and dependent (y), were to quantify this relationship an ob-

jective function is used, which allows one to find the best possible values 

by minimizing the sum of used square errors in the set of variables. This is 

the best fit line of the data involved and the best data found that these 

problems can minimize the error between the predicted value and the cur-

rent (Gandhi, 2018). 

The linear regression was interpreted through linear programming to pro-

ject the future supply in an optimal and timely way to the shelves of the 

picking area for each SKU (Stock Keeping Unit). 

3 Linear Programming and Added Planning 

Linear programming is the first instance of modeling reality problems at a 

computational level, however, to solve the problem is only the first step, 

since the objective of this investigation is to create the basis of a program 

that solves problems by using new data. In order to accomplish this, it 

needs to create a relationship between linear programming (as a subset of 

the convex programming, which has a linear objective function f (x) linked 

to a set of linear equations and inequalities) and the general principle of 

optimization applied to artificial intelligence through machine learning 

(Julian, 2016). 

Planning is a tool that allows satisfying the demand by optimizing the re-

sources of the system. An aggregate plan is characterized by considering 

the time horizon, both in the medium and the short term. The criteria of 
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decision are based on the maximization of profit, which is understood as 

the difference between the income and the costs, this is why it can be seen 

as the criteria decision for the minimization of the total costs. 

Given the free modeling features of linear programming which involve a lot 

of restrictions, the solution of the added plans or problems that seek to 

minimize not only costs, but also resources, can be achieved thanks to the 

help of an extension for Microsoft Excel called "Solver", which is suitable for 

solving these types of problems. This application is very popular in the ac-

ademic and professional field, because of its versatility and ability to give 

optimal answers according to the reality of the system (Anon., 2017). 

In researching of (Granja, 2014), the object is focused on reducing the wait-

ing time of patients, which has generated a problem in regard to the public 

sector versus the private sector's inability to withstand the growing de-

mand. The results obtained by the investigation, give to understand the im-

portance of the use of linear programming, showing reductions of 38% in 

the total waiting time of patients. 

In another study, the planning area of the mining industry has made use of 

classical linear programming based on goal programming systems, using 

multiple objective functions that reduce variations, reserves, and mixtures, 

ensuring compliance with the tonnage specifications in short and long term 

planning, reaching the best operational scenario that respects the cost re-

strictions present in the situation valued (Souza, 2018). 

Another industry shows another example, a mixed linear programming 

model was designed, which presents a multi-objective function that aims 

to minimize production costs, employee turnover and, in turn, maximize 

sales while maintaining or improving quality service (Gholamian, 2015). 
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4 Impact on the social responsibility of employees 

Customer satisfaction is reflected in the response times given by the mar-

ket. For this, the distribution centers deliver products to the sales channels 

correctly and quickly. The automation of the processes through the use of 

new technologies of the industry 4.0 has allowed the logistical activities to 

achieve greater speed in the answer of the orders. However, not everything 

is positive, given the improvements in speed of the system, the employees 

of these distribution centers must intensify their work in order to keep up 

with the rhythms imposed by the automated areas, generating job insecu-

rity and dissatisfaction, as evidenced by the investigation of (Fernández, 

2011) in the distribution center of Inditex (Zara). 

Any imbalance between human capacity and technology, creates dissatis-

faction, either by internal customers or external customers. Unlike in the 

previous case, where the dissatisfaction of the employees was due to the 

excess of technology, in this investigation, the lack of technology has gen-

erated dissatisfaction of the employees for their long working hours. 

The lack of adequate planning generates not only costs associated with the 

inventory, but also overtime per employee (€ 1.61 / hour) and a high rate of 

staff turnover. These two consequences have been recognized, given the 

increase in work outside of regular shifts, resulting in widespread discon-

tent in the workers, which correlates to the monotony of the work and the 

high workload of more than 10 hours a day. 

Keeping in mind the new planning in the process of shelf assortment, the 

workforce will not intervene in the supply of the products, which contrib-

utes to the elimination of delays caused by reprocessing, which is repre-

sented in an increase of overtime, of up to 4 hours daily. This will allow the 
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daily work to be accomplished within the established schedule, avoiding 

additional costs for overtime. 

5 Case Study 

5.1 Company and Process Background 

The regulations on health, the arrival of foreign competition with new sales 

formats has forced the traditional drugstore chains to reinvent themselves. 

They sell €1,537 million approximately each year, according to Euromoni-

tor data. 

Its new business plan is to strengthen medicine sales, representing 50% of 

the total sales and the inclusion of OTC (over the counter) or over-the-air 

products. 

In the case of large areas, as is the case with the drugstore platform in-

volved in this research, their annual sales represent €135 million approxi-

mately in 2018, according to Euromonitor data. 

However, according to ASOCOLDRO (Asociación Colombiana de droguistas 

y detallistas), there are adverse factors in the market such as smuggling, 

counterfeiting, and unfair competition, currently affecting market prices. 

Despite this, the sector has grown between 5% and 8% per annum, regard-

ing employability, ASOCOLDRO issued figures show that 52% of the work-

force was female and 48% was male (Dinero, 2015). 

The competition in Colombia of the large areas in 2016 is comprised of, ac-

cording to ASOCOLDRO, 3000 small commercial establishments, of which 
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98% belong to urban areas and 2% to rural areas, 25% of these establish-

ments are single family and 75% belong to pharmaceutical chemists (Es-

pectador, 2016). 

5.2 The Process 

The process of supplying is carried out in a frequent way but not for the 

same reference, the moment a product is about to go out of stock or has 

been completely out of stock, it proceeds to request the transport of the 

storage using a forklift from the corresponding rack to be supplied with the 

shelves of picking 

Once any of the points of a sale send the record of the sales made of any 

product, a request of supply of that specific SKU (Stock Keeping Unit) ar-

rives, as well as the quantity. This data is registered in the technology plat-

form of the pickers indicating this information to supply this product at the 

specific point of sale; by using a container which will have the products re-

quested by a store, the operator proceeds to collect these items. 

Figure 1: Distribution center process 
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When the container is ready, the process of labeling is carried out with the 

supplied information about the products, as well as the destination, they 

are then taken to the loading area, where they will be waiting to be trans-

ported to the different points distributed in different cities of the country. 

See “Figure 1”. 

Table 1: Times of process 

Process Time (s) 

Storage per box  37,5 

Supply picking area per product 63,4 

Picking per product 25,92 

Order consolidation 37.68 

The times of the processes are evidenced in Table 1, these times have direct 

implications associated with operation costs. 

6 Methodology 

6.1 Data Gathering 

The products chosen for this research are OTC (Over the counter), within 

this group are medicines that do not require a medical prescription, per-

sonal care products, beauty, and baby care products. The data obtained 

was the result of the collection of information during fieldwork in January 
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2019. Additionally, classified products of the 3 reference types were taken 

(A, B and C), and because the mode of operation is cross docking, none of 

the references have storage. This indicates that the least amount of time a 

product takes to leave the distribution center is 3 days, and the most are 7 

days; for this reason, all products were considered as having a high turno-

ver  (Aldana, 2014). 

6.2 Forecast of Demand 

To make the demand forecast, the linear regression method was used, 

which consists of finding the relationship between one variable with an-

other, in the case of this study, the existing relationship is between the de-

mand and the days, generating, as a result, the following mathematical for-

mula: 
          y ൌ axb                         (1) 
 

                     a ൌ 
n ∑ x6

1 y- ∑ x6
1 y

n ∑ x2-ሺ ∑ xሻ2                                     (2) 

 

                                           b ൌ ∑ y6
1 -a ∑ x6

1

n
                                  (3) 

 
Where, 

X= The number of days from Monday to Saturday (1 and 6). 
Y= The daily demand that was presented in the company's database.  
n= The number of demand history data that was used to find the linear 
regression. See Table 2. 
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Table 2: Forecast of Demand – Linear Regression 

 

 

 

Description 

Demand data Forecast 

M
onday 

Tuesday 

W
ednesday 

Thursday 

Friday 

Saturday 

M
onday 

Tuesday 

W
ednesday 

Thursday 

Friday 

Saturday 

Acetamin-

ofen adultos 

500mg 

tabletas caja 

8 0 0 0 0 0 5 4 2 1 -1 -2 

Atiban 2mg 

tabletas caja 

x30tab. pfi 

0 6 6 0 0 0 4 4 3 2 1 1 

Epítasis 3g 

sobres caja 

x6sob. 

2 8 8 2 2 2 6 6 5 4 3 3 

Esparadrapo 

leukoplast 

7.5x4.57cm. 

x1und. 

0 1 1 0 0 0 1 1 1 1 1 1 

Aspan 50Mg 

Tabletas Caja 

x30Tab. Sieg-

fried 

0 1 1 0 0 0 1 1 1 1 1 1 
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Demand data: shows the BUO (Basic order unit) daily demand of each ref-

erence per day, in some cases, the demand is equal to zero given that at the 

points of sale there has been no sale of the product. 

Forecast: shows the BUO (Basic order unit) daily forecast of each reference 

per day, taking into account the database of the demand of the company, 

through linear regression, in some cases the forecasts are negative num-

bers, this is due to the fact that the demand is zero units, which means that 

for that day it is not necessary to make an order. 

6.3 Model formulation 

The construction of the model went through several stages; these are de-

scribed in detail below. 

Stage 1: Gathering the necessary information for the implementation of the 

model correctly as historical demand, in-place inventory for each refer-

ence, storage capacity in picking and distance from the stock storage area 

to the corresponding picking storage area. 

Stage 2: Based on the data found, we proceed to determine the costs of 

maintaining the units in inventory, of making an order and the waiting time 

to supply, and the lead time of the product, with which we proceeded to 

calculate the minimum security stock to have a 95% service level. 

Stage 3: Through linear programming a supply planning model is built with 

the Solver tool in which the decision variables are established such as the 

optimal quantity of inventory, order size, restrictions of maximum inven-

tory capacity, productivity and minimum level of inventory whose objective 

is to minimize the costs of the operation of supply and storage in picking. 

See Table 3. 
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Table 3: Solver supply planning model 

Reference 
I
i 

Q
i 

s
si 

Li 

Re-
stricti

on 
Inven-

tory 

Re-
stricti

on 
Ca-

pacity 

Re-
stricti

on 
Produ
ctivity 

Acetaminofen adultos 500mg 
tabletas caja. 

* * 
1
2 

4,
9 

8 72 94 

Atiban 2mg tabletas caja x30tab. 
pfi 

* * 4 
0,
7 

51 360 686 

Epítasis 3g sobres caja x6sob. * * 4 
0,
7 

60 370 686 

Esparadrapo leukoplast 
7.5x4.57cm. x1und. 

* * 2 
4,
6 

28 60 105 

Aspan 50Mg Tabletas Caja x30Tab. 
Siegfried 

* * 1 
0,
7 

23 96 686 

* Take into account that, to solve the model in the solver, these spaces are 
left, since, in these, the optimal solution appears 

Description of Solver supply planning model: 

Ii:  Optimal units in the inventory of each reference. 

Qi:  Optimal order size for each reference. 
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SSi:  Security stock is the minimum level of inventory that allows meeting 

the customer's demand with a service level of 95%, a value of k and d of 

1.64 for a normal distribution corresponds to this percentage. 

 
                                                        𝑆𝑆 ൌ 𝑘 ⋅ 𝜎ௗ ⋅ √𝐿                                               (4) 
 

Li: Lead time is the time that elapses between the order being placed and 

the delivery of the order. 

Restriction Inventory: This restriction guarantees that the customer's de-

mand is 100% satisfied. 

Restriction Capacity: This restriction ensures that the units in the inven-

tory do not exceed the maximum capacity of the distribution center. 

Restriction productivity: With this restriction, it is ensured that the 

productivity goals will be met within the available times of the working day. 

Later in this document, section 6.3.3 explains the formulation of each of the 

restrictions. 

Stage 4: The model of the horizon is constructed that will show the pro-

gramming of the assortment for the following week, in this the references 

are related to the corresponding data that allow me to find the variables 

that will allow the operation of the model as they are; available per hours 

of inventory, daily demand and its deviation, and basic unit of order, among 

others. Behind it, the planning model that will provide the data for the col-

umn of the size of the order is linked, and the reorder point is calculated 

from the inventory given by the solver. See Table 4, 5 and 6. 
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Table 4: Horizon Model part 1 –Product Characteristics 

Product Characteristics 

 
 

A
B
C 

 
 

Reference 

Product Location 
BU

O
 

Available. (U
nd.) 

D
em

and (U
nd.) 

Sector 

H
all 

Rack 

Level 

Position 

C 
Acetaminofen adultos 
500mg tabletas caja 

1 13 11 4 4 9 21 1 

A 
Atiban 2mg tabletas caja 
x30tab. pfi 

4 2 1 1 5 70 57 2 

C 
Epítasis 3g sobres caja 
x6sob. 

4 1 1 2 7 74 68 4 

C 
Esparadrapo leukoplast 
7.5x4.57cm. x1und 

1 4 14 1 3 50 29 0 

B 
Aspan 50Mg Tabletas Caja 
x30Tab. Siegfried 

1 7 16 3 10 12 24 0 

* Take into account that, to solve the model in the solver, these spaces are 

left, since, in these, the optimal solution appears. 
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Table 5: Horizon model part 1 – Inventory Policy Configuration 

Inventory policy configuration 

 
 

ABC 

D
aily D

em
and+ 

D
aily dem

and 

Reorder Order Available/H
our in-

D
em

and / H
ours 

H
ours 

D
ays 

D
ays 

H
ours 

Q
i 

Shelving 

C 5 1.0 * * 7 93 * 27 72 1 

A 5 1.0 * * 3 187 * 70 152 1 

C 7 1.0 * * 7 118 * 74 109 1 

C 1 1.0 * * 7 300 * 50 174 1 

B 1 1.0 * * 5 144 * 24 144 1 

* Take into account that, to solve the model in the solver, these spaces are 

left, since, in these, the optimal solution appears. 

To develop the aggregate planning model, the planning horizon is estab-

lished for a day and the demand to be supplied is identified, based on the 

demand histories given by the organization. 

 



524 Maria Rincon et al.   

 
 

Ta
bl

e 
6 

: H
or

iz
on

 m
od

el
 p

ar
t 2

 



                   Design of Self-regulating Planning Model  525 

 

To make a better description of the model, each column will be described: 

Horizon model part 1: 

ABC: Classification of products in categories ABC according to the rotation 

of the said reference. 

Code: «Article code» or «Reference number». 

Product Location: Coordinates of the product location in the distribution 

center as its respective one; sector, hall, level, rack, and position. 

Sector: Zone of the winery to which it belongs. 

Hall: Hall in which the shelf is located. 

Level: Level of the rack in which it is found numbered from 1 which is the 

closest to the ground. 

Rack: Subdivision of the shelf where it is located 

Position: Specific position of the product inside the cubicle 

BUO: Basic ordering unit. 

Available: Units of the product in the storage area. 

Demand: Units demanded by the client; information of its historical data 

granted by the company.  

Daily demand +desviation: It is equivalent to the daily demand summa-

tion of said reference plus the deviation of that demand. 

Daily demand destivation: It is the deviation of the daily demand for that 

product. 

Reorder: This point indicates when the order must be placed either in 

hours or days of optimal inventory using the tool Solver 
                                                         𝑅𝑂𝑃ൌ 

ூ


    ሺ5ሻ 

Order: Q Is the optimal order size for each reference, this value is extracted 

from running the optimal supply model by means of the solver tool. 
                   𝑄 ൌ 𝑄                 ሺ6ሻ 
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To this item belong the following four columns: Hour, Days, Q, and shelving. 

Hour: Duration of my inventory in stock in hours. 

                             Duration inventory=
Inventory in shelving(units)
Demand+desvaition(units)

8 (hour)

                               (7) 

Days: Duration of the inventory in stock in days 

Q: Corresponds to the optimal order size for each reference. This value is 

extracted from the execution of the optimal supply model by means of the 

Solver tool. 

Shelving: Round the order size Q, according to the multiple of the BUO. 

                                                          
Q

BUO
 = Enterer                                                  (8) 

                                                            
Q

BUO
 * BOU                                                   (9) 

                      Available /hour inventory := 
Available(units)*Hour

Gondola(units)
                        (10)                      

                       
Demand

hour inventory
 := 

Demand+desviationሺunitsሻ*Hour
Shelvingሺunitsሻ

8ሺhoursሻ

           (11) 

Available/Hour inventory:  Equivalent to the product among the reference 

units on the shelf for the hours of inventory on shelving. 

                          Available/Hour inventory =  
Available*Hour

Shelving
                                     (12) 

Demand/Hour inventory: It is equivalent to the product between the daily 

demand and the deviation from the reference for the hours of duration of 
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the inventory on shelving, all the above about 8 hours a day of the working 

day. 

                          Demand/Hour inventory =  
Daily demand +desviation*Hour

Shelving

8
                     (13)  

Horizon model part 2: 

Supply program: This section of the Table, the planner calculates the day 

to provisioning on the shelf. This allows the process of preparation of all 

references to be carried out in an automatic way with the ability to exercise 

greater control of the workforce. Likewise, the units to be supplied in the 

form of corrugated boxes are shown. 

Horizon: In this, the working days of the week are divided into 4-time slots 

of three hours each, and the units in stock are calculated with the following 

conditional equation. 

         
AV

Hours
 ≤ ReorderሺHoursሻ; Order(hours) + 

AV
Hours-ሺDemand*3ሻ

        (14) 

                            
AV

Hours
 ≥ ReorderሺHoursሻ; 

AV
 Hours-ሺDemand*3ሻ

                  (15) 

The column inventory at the end of the week shows the equivalent of the 

units in inventory in days, for how many days this inventory reaches me to 

meet the demand of the customers. 

Furthermore, it is possible to observe the items that were used to find the 

costs associated with the supply plan. See Table 7. 
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Table 7: Costs associated with the supply plan 

Item Price Unit 

Inventory maintenance cost 0,001 € /unit/day 

Logistic operator direct  0,02 € /hour 

Forklift cost 0,04 € / hour 

Ordering cost 0,01 € / unit/ chance 

Lead time 0,07 minutes 

Inventory maintenance cost: 

           Inventory maintenance = 33,6 ቆ
Cm3

unit
ቇ *0,008 = 0,001

€
unit
day

                (16) 

Logistic operator direct workforce cost: It has one operator. 

     Logistic operator direct workforce = 1hour*1,22 €
hour

 = 1,22 ቀ
€

hour
ቁ      (17) 

Forklift cost: It has one machine. 

                            Forklift cost  = 1hour*2,49 €
hour

 = 2,49 ቀ
€

hour
ቁ                         (18) 

Ordering cost: It has one machine and one operator. 

     Forklift & logistics operator cost = 1hour*3,71 €
hour

 =  3,71 ቀ
€

hour
ቁ            (19) 

Total costs: It is equivalent to the sum of the product between units in in-

ventory by the cost of keeping the inventory plus order size by cost make 

an order. 

                                       ∑ 𝐼 ⋅ 𝐶௦
ଵଶ.
ୀଵ  𝑄 ⋅ 𝐶                                               (20) 
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Initially, the company established an ABC classification for its products, the 

ABC analysis consists of applying the Pareto 80/20 principle to segment the 

products. In this case, the inventory is classified according to its im-

portance, based on the inventory value of each reference, the inventory 

value is calculated by multiplying the annual demand by the unit cost. 

Then, the results are sorted and grouped according to the percentage they 

represent with respect to the total; this percentage is accumulated until 

completing the approximate for each category as follows: 

 Category A: It is estimated that 20% of the references are equivalent 

to approximately 80% of the value of the inventory. 

 Category B: 30% of the references are equivalent to approximately 

15% of the inventory value. 

 Category C: 50% of the references are equivalent to approximately 

5% of the inventory value.  

For this situation, a reorder point of 6 hours is applied, and the size of the 

order Q depends on the ABC classification. That is, the order represents 3 

days of inventory for category A products, 5 days of inventory for category 

B, and 7 days of inventory for category C. Using the maintenance costs of 

the inventory and its supply in the current planning model, the associated 

costs were calculated, resulting in € 17,907.48 per day. 
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Table 8: ABC Cost Classification       

Applying the self-regulating planning model, optimal amounts of mainte-

nance and supply were determined, obtaining a cost of € 14.852.17 per day, 

showing a savings of 17%, annually represented in € 1.07 million. See Table 

8. 

Classifi-

cation 

Inven-

tory 
Qi 

ROP 

(hour) 

Cost 

keep 

inven-

tory  

Cost 

  order 
Total 

C 203 9 6 0,0021 
0,0000

082 

0,0021

082 

A 4 73 6 0,00036 
0,0000

027 

0,0003

627 

C 94 36 6 0,00078 
0,0000

027 

0,0078

27 

C 61 
21

9 
6 0,0056 

0,0000

087 

0,0056

087 

B 94 18 6 0,00024 
0,0000

027 

0,0002

427 
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6.3.1 Decision variables and vectors 

Variables  

Ii The number of units in stock in picking area for the reference i. 

Qi The number of units to be ordered from the storage area for the refer-

ence i. 

 

Vectors  

Ci Maximum capacity in units of reference i. 

Csi Cost of maintaining a unit in stock of reference i. 

Cpi Cost of ordering a storage unit of reference i. 

Li Lead time of the reference i. 

Iii The initial invention in the picking area of reference i. 

Di Daily demand per reference i. 

SSi Security stock of reference i. 

The next step in the construction of the model is establishing the objective 

functions. 

6.3.2 Objective function: 

Minimize the total cost of the organization during the time of the planning, 

in this case, it is one day. 

                               Min Z ൌ  𝐼 ⋅
଼ଷଵଵ

௧ୀଵ

𝐶𝑠   𝑄 ⋅
଼ଷଵଵ

௧ୀଵ

𝐶𝑝                                   (21) 
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6.3.3 Subject to: 

The productivity of the workforce: The productivity of the workforce is 

defined as the relationship between time, work time, delivery time, and the 

number of units ordered. The working day is 8 hours daily. 

                                         ሺ଼⋅ሻ


െ Q୧   0                                               ሺ22ሻ 

Inventory: The inventory of the reference I must be equal to the inventory 

in the immediately previous period, plus the order size made in that period, 

minus the required amount, and minus the inventory that must remain in 

stock, in order to guarantee the production flow. 

                                             Ii୧Q୧ െD୧െI୧ ൌ 0                                          (23)  

Picking capacity: The number of daily units in inventory cannot exceed the 

capacity of the picking area. 
                                                       I୧  C୧                                                       ሺ24ሻ 

Security stock: The daily units in the inventory of reference, cannot be less 

than the security stock. 
                                             I୧  SS୧                                                     (25) 

Constrain positive: Ensure that the variables take positive values. 
                                          I୧, Q୧  0                                                    (26) 

7 Results 

The quantity obtained with the solver model of the supply plan of the in-

ventory units and order size for the first six SKU’s (Stock Keeping Unit), is 

detailed in Table 8 and the reorder point is detailed in Table 9, from these 
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data the costs of maintaining and ordering were calculated. The cost for the 

first six SKU’s (Stock Keeping Unit). with the proposed model is detailed in 

Table 11. 

Table 9: Available inventory and quantity to order 

Reference 
𝑰𝒊 

 

𝑸𝒊 

 
Units 

Acetaminofén adultos 500mg tabletas caja. 12 4 Units 

Atiban 2mg tabletas caja x30tab. pfi 51 0 Units 

Epítasis 3g sobres caja x6sob. 60 0 Units 

Esparadrapo leukoplast 7.5x4.57cm. x1und. 28 0 Units 

Aspan 50Mg Tabletas Caja x30Tab. Siegfried 23 0 Units 
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Table 10: Reorder point by product 

Table 11: Inventory costs 

Reference 
 

Inventory 
maintenance 

cost 

Ordering 
cost 

Acetaminofén adultos 500mg tabletas caja. € 0.024 € 0.33 

Atiban 2mg tabletas caja x30tab. pfi € 0.018 €      * 

Epítasis 3g sobres caja x6sob. € 0.046 €      * 

Esparadrapo leukoplast 7.5x4.57cm. x1und. € 0.016 €      * 

Aspan 50Mg Tabletas Caja x30Tab. Siegfried € 0.0054 €      * 

*Cost equal to zero since there is no requirement for that product, this sce-

nario is possible because there is an inventory available. 

Reference ROP 
Units 

 

Acetaminofén adultos 500mg tabletas caja. 0 Days 

Atiban 2mg tabletas caja x30tab. pfi 8 Days 

Epítasis 3g sobres caja x6sob. 7 Days 

Esparadrapo leukoplast 7.5x4.57cm. x1und. 28 Days 

Aspan 50Mg Tabletas Caja x30Tab. Siegfried 23 Days 



                   Design of Self-regulating Planning Model  535 

 

The product “Acetaminofén” in Table 8 has an inventory (Ii) of 12 units and 

to order (Qi) of 4 units. In Table 9 the reorder point is equal to 0 since the 

order is the same day. This reorder point is calculated from the units in the 

inventory of the solver and the associated daily demand. The cost associ-

ated with an inventory of this reference in Table 10, shows an inventory 

maintenance cost of € 0.024 per reference per day and a cost of the ordering 

of € 0.33 per reference. 

The total costs of maintaining inventory and the total cost of orders was € 

14.852.17 per day for all SKUs. 

8 Improvements 

The development of such applications is characterized by economic and 

standardized, such as Excel, it makes the operation of the company faster 

and more effective through planning and an autonomous system that au-

tomatically updates, having information current in the cloud. and building 

a competitive advantage over the supply chain. However, Industry 4.0 talks 

about cutting-edge practices with software and advanced robots, creating 

a paradigm that is almost impossible for medium and small companies. 

This publication is intended to convey the opposite message. Industry 4.0 

is also knowledge, regardless of the medium or the tool, as long as a prac-

tice determined by this fourth generation is guaranteed, in the particular 

case, through an approach to artificial intelligence. For companies that do 

not have the necessary resources to invest in an ERP (enterprise resource 

planning), this application can guarantee the planning of a high number of 

SKU’s (Stock Keeping Unit), with an attractive cost-benefit ratio for the 

small companies. 
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The aggregate planning has an important role in the economic field since it 

allows to meet the requirements of the clients and to save resources. The 

optimization achieved through fields of artificial intelligence as it is the ma-

chine learning which uses multiple algorithms such as linear regression 

based on the principle of minimization of linear programming allows com-

panies to: 

 Determine the optimal level of inventory in real time without 

any intervention. 

 Reduce storage costs based on demand data in real time. 

 Adapt inventory policies autonomously depending on the 

market situation. 

 Improve productivity at levels that surpass the best possible 

case without the use of 4.0 technology 

 Assertive management of demand variability. 

9 Relevance in the Sector 

In Colombia, logistics costs are equivalent to 13.5% of the final price paid 

for the product, keeping this in mind, a reduction in the percentage directly 

and positively impacts the acquired profit; i.e. the lower the production 

costs, the higher the profit. This allows their prices to be more competitive 

compared to the drugstore and retailer sector, which creates a healthier 

competition that benefits consumers and the whole drugstore market 

economy. This also encourages the growth of better planned supplying sys-

tems, propelling this sector to be at the forefront of the logistics field.  

Taking into account that technology in distribution centers is very expen-

sive for small and medium enterprises, this application shows through the 



                   Design of Self-regulating Planning Model  537 

 

guild, that tools and technology 4.0 are available to organizations for free 

or economic. For example, Excel, cloud, QR readers, etc. With this develop-

ment, the intention is based on stimulating innovation in the planning of 

complex operations, which have a high cost in their processes, and gener-

ating creativity with low-cost technological tools, breaking the paradigm 

that technology and revolution 4.0 are a high-cost fashion. 

10 Conclusions 

This autonomous system, with clear policies in the optimal management of 

inventories, especially in the picking areas, pulls the operators to be more 

continuous in their operation, in such a way that they can finish their pro-

cesses at the end of the shift, without needing to generate over time. 

The implementation of the proposed plan is expected to achieve a service 

level of 95%, as well as an optimal minimization of costs at 6.28 % associ-

ated with the logistics process of storage.  

The indirect cross docking process seeks to reduce the inventory at the min-

imum or to an almost non-existent point, with the quantity of inventory and 

the size of the order indicated in the plan, it is reduced to the quantity of 

inventory that best allows to carry out the operation of supply.  

The decrease in the costs associated with the logistics process will generate 

greater profitability in the sector due to the impulse of a much better-struc-

tured supply. By applying the proposed model, a saving of € 1 million is ev-

idenced by year, representing a 17% decrease in costs associated with the 

process, generating a strong competitive advantage in the market. 
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Purpose: Seaports are to a growing extent controlled by IT systems. Smooth infor-
mation exchange is crucial for business. Downtimes give rise to substantial financial 
losses and supply bottlenecks, due to the interconnections in a complex alliance of 
port stakeholders‘ systems. Hence, Cyber security in an important aspect in Port 
Communication Systems.  

Methodology: The project SecProPort will develop a holistic IT security architecture 
for port communication networks, which will support the security requirements of 
the stakeholders‘ operating procedures, protect them against sabotage, and prevent 
third parties from illicitly gathering sensitive data or getting unauthorized access to 
the communications network. 

Findings: The desired architecture is to be implemented by first analyzing typical at-
tack scenarios targeted at the data processed in the port communication alliance. 
The next step entails designing the actual security architecture for the alliance and 
installing a prototype in collaboration with the application partners. 

Originality: SecProPort aims at a holistic approach with respect to secure port com-
munications networks, rather than addressing individual stakeholders. The architec-
ture will also provide resilience measures for minimizing the impact on other actors 
in the alliance in case of an incident, and returning to normal operation in a con-
trolled manner.  
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1 Introduction 

In today’s maritime logistics, cybersecurity is an issue of high importance. 

A number of incidents such as the NotPetya attack on Maersk in summer 

2017 impressively demonstrate that cyber threats impose a high risk of con-

siderable financial and reputational damage for the maritime industry. In 

2016, the first maritime cyber-security survey conducted by IHS Markit in 

association with BIMCO among maritime-related businesses concluded 

that more than 20% of respondents had been a victim of a successful 

cyberattack, causing damage to their IT systems (Safety at Sea, 2016). Con-

sequently, sustained efforts are needed to be prepared for cyberattacks. 

This paper presents the recently started project SecProPort (SecProPort, 

2018), co-funded by the German Federal Ministry of Transport and Digital 

Infrastructure in the IHATEC program. The aim of the project is to system-

atically develop a security architecture for the communications network in 

sea ports and inland ports, based on an in-depth process and threat analy-

sis. 

2 Current Status of Cybersecurity in Maritime 
Transport 

Maritime transport is central to the world economy. More than 90 percent 

of intercontinental goods are transported by sea. In that way, ports are a 

key prerequisite for economic success. Consequently, significant disrup-

tions to large ports therefore can negatively impact maritime supply chains 

and can cause damage to the maritime and trading industries. One possible 

target of attacks is information and communication technologies, as in 
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modern ports, the entire cargo handling system today is based on IT sys-

tems and the data exchange between a large number of involved partners 

is centrally organized. Port community systems (PCS), centralized infor-

mation and data hubs, which provide data exchange within the port com-

munications network in many ports, play an important role here. They by 

definition have a large number of interfaces to many different partners: 

Customs, terminal operators, ship owners, ship brokers, truck operators, 

rail operators, port railway, inland waterway operators, forwarding agen-

cies, port authorities and other authorities as well as other companies. The 

interfaces are technically heterogeneous: UN/EDIFACT (United Nations 

Electronic Data Interchange for Administration, Commerce and Transport), 

XML (Extensible Markup Language), RPC (Remote Procedure Call), SOAP 

(Simple Object Access Protocol), and other protocols, but also e-mail. In ad-

dition, there are bilateral communication channels that bypass the PCS but 

are nevertheless relevant for overarching security considerations (Figure 1). 

Securing the PCS or individual partners alone against cyberattacks there-

fore does not necessarily lead to a secure overall system. According to (DVZ, 

2019), a recent survey concluded that cybercriminals are often using 

smaller companies which possess a limited cybersecurity standard as a 

gateway to get access to larger companies. Conventional IT security 

measures such as firewalls only provide limited security, because in the 

course of digitization the different systems in question are supposed to 

communicate with each other. Consequently, deliberately open access 

paths through firewalls must be created in order to facilitate the automa-

tion of port processes. 
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Cyber attacks nowadays are a high risk, as attacks can be executed from a 

secure distance with relatively little risk, unlike traditional physical attacks 

(Sensiguard, 2017). Systems can be observed over a longer time, and the 

discovered weaknesses can later be exploited for a large-scale cyber attack. 

Another problem with the continuing lack of cyber-security awareness is 

that attacked companies are often reluctant to report incidents "as they 

fear reputational damage" (Meyer-Larsen, 2018). 

According to the German Bundeskriminalamt, 85,960 cases of cybercrime 

were perpetrated in 2017 in Germany alone, an increase of 4% compared to 

Figure 1: Multilateral communication network in port traffic with exem-
plary bilateral communication processes (ISL, 2019) 
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2016. In the area of computer fraud alone, the damage amounted to € 71.4 

million (BKA, 2017). The number of unreported cases is estimated to be very 

high. The case of the NotPetya attack on Maersk Shipping Company in 2017, 

which left several important shipping tradelanes unavailable for several 

days worldwide, is estimated to have resulted in a loss of approximately $ 

200-300 million (Heise, 2017). During the attack, malicious software infil-

trated a large number of computers from various companies and caused, 

among other things, loading and unloading processes of container vessels 

to stop. According to various experts, NotPetya was a Wiper Trojan of Rus-

sian origin, with the primary goal to disrupt operations and cause financial 

damage. 

An important fact is that, due to the increasing interlinking between the var-

ious systems of each port operator, the attackers’ modi operandi have 

changed. If an attacker succeeds in becoming a member of the network - 

be it through an external attack on the IT system of a participant or as an 

innate perpetrator - he can try to import manipulated messages into the 

communication network. Although these cannot at first sight be identified 

as harmful, they can potentially lead to undesirable effects, disturb opera-

tions, and support criminal activity. Consequently, even if the individual 

systems of the port’s operators are protected according to the state of the 

art, this does not automatically guarantee optimal protection of the entire 

port communications network with its complex interactions. 

Failure of the port suprastructures would not only result in financial conse-

quences, but could also lead to supply shortages of industry and popula-

tion. Confidential data may be tapped via manipulated user accounts to en-
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able or support criminal acts, e.g. drug smuggling. Last but not least, seri-

ous safety risks can arise if dangerous goods are not handled and moni-

tored properly as a consequence of data manipulation. 

There are a number of different motivations for cyber attacks on ports and 

their systems, as already outlined in earlier articles. First, there are criminal 

groups with financial or ideological motivation. In general, criminal organ-

izations seek to obtain information through cyber attacks, such as spyware 

data, to facilitate cargo theft, smuggling, or even terrorism. Another variant 

of attack results in the encryption of data of the port systems by utilizing 

ransomware, requiring the victim to pay a ransom fee to regain access to 

his productive data. A second group is commonly referred to as hacktivists, 

whose main motivation is to demonstrate their capabilities by detecting 

weaknesses in IT systems and conducting cyber attacks, which, in the case 

of ports, can cause significant disruption of port operations with the above-

mentioned consequences. The third group are foreign governments and 

competing industrial companies. Their goals are "espionage and the iden-

tification of possible vulnerabilities of foreign port systems", which can be 

exploited for subsequent attacks (Meyer-Larsen, 2018). 

As already explained above, the IT security of a port communications net-

work can not be guaranteed solely by individual security measures of single 

actors - rather, an overarching coordinated concept of security require-

ments and guarantees between the actors involved is necessary. The com-

munications network in the port is usually a structure that has evolved over 

decades, which has been expanded and adapted over the years according 

to the requirements of the involved actors. Overarching security concepts 

were rarely used. However, an appropriate IT security architecture is man-
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datory if port applications are to be protected against increasingly sophis-

ticated cyberattacks. The system-inherent openness of the port communi-

cations network to new, potentially untrustworthy, actors requires the in-

troduction of preferably automated verification procedures in order to be 

able to detect any (insider) attacks such as espionage and sabotage in due 

time and successfully defend them. Furthermore, the IT security architec-

ture should implement resilience strategies in order to limit the effects of 

successful attacks and to maintain the working capacity of companies and 

port operations as much as possible. Regular operating conditions should 

be re-established as soon as possible after an attack. In addition, effective 

security mechanisms for the defense against external attacks have to be 

implemented, for example, in order to detect malicious software such as 

viruses, trojans and worms in a timely manner and to disable them. 

The security of the entire communications network appears in an interplay 

of security requirements, measures of the involved actors, and the network 

infrastructure itself. The described security architecture thus places de-

mands on the internal security mechanisms of the individual communica-

tion partners with their specific roles in the network and requires the will-

ingness to cooperate of all involved parties. Since in many cases the in-

volved communication partners are competitors in their businesses, a ma-

jor challenge in building a security architecture is ensuring the confidenti-

ality of information while maximizing transparency. 
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3 Methodology 

Especially with reference to the transportation sector, an improved under-

standing of cybersecurity-related mechanisms is required (Chiappetta, 

2017). Thus, the SecProPort project aims to investigate and further develop 

the IT security of relevant port processes by developing an IT security archi-

tecture for the various processes in cooperation with individual port oper-

ators. The further development of IT security in the port domain is facili-

tated by developing adequate migration plans and supporting software 

tools. A preventive approach is pursued by addressing current weaknesses 

in the port processes, thereby reducing the likelihood of cyber attacks on 

the port processes and their supporting systems in the future. Furthermore, 

the process-oriented approach to IT security allows a synergistic optimiza-

tion of the existing work processes in ports. 

As explained above, SecProPort will define an IT security architecture for 

the port communication network. It will be implemented in demonstrators 

that relate to specific scenarios. The IT security architecture will include 

cryptographic building blocks (encryption, cryptographic hash functions, 

digital signatures, public key infrastructures) as well as comprehensive 

role-based authorization concepts and federated identity management. 

Other aspects are related to information flow control, which involves intel-

ligent monitoring of IT components within the port communications net-

work together with attack detection in the form of intrusion detection sys-

tems and intrusion prevention systems (IDS/IPS).  

The goal of SecProPort is to implement the project results into companies' 

internal security concepts wherever possible and feasible. The partners 
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represented in the project will examine to what extent the developed solu-

tions and concepts can be integrated into the companies' internal security 

policies. In particular, this concerns the results of the work on the security 

architecture and corresponding mechanisms, on incident response man-

agement, and on migration strategies. In addition, these results will also be 

made available to other companies in the port environment and to other 

industries. 

The IT security architecture to be developed is based on the following four 

scenarios, which are subject to a requirements analysis with regard to the 

architecture and later will be utilized for the evaluation of the solutions de-

veloped in the project: 

1. Dangerous goods registration via the National Single Window 

2. Container logistics, including direct communication between ship 

owner and terminal, bypassing the PCS 

3. XXL logistics, involving the transport and shipment of large goods 

such as wind turbine or aircraft parts 

4. Inland port terminal, including respective communication 

processes in an inland port without PCS functionality. 

These scenarios in particular imply the following communication frame-

work to be investigated within the port communication network. A bilateral 

communication between ship owner and terminal operator, communica-

tion via the PCS from a forwarding agent or a logistics provider and a ship-

owner's dangerous goods declaration via the PCS are considered. The in-

land port scenario considers a fully distributed communication of the part-

ners involved.  

Furthermore, the identified security requirements will contribute to an in-

dustry-specific security standard that will be developed in cooperation with 
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key stakeholders in IT security such as the German Bundesamt für Sicher-

heit in der Informationstechnik (BSI) or the European Union Agency for Net-

work and Information Security (ENISA) at European level. 

4 The Potential of Blockchains to Solve Cyberse-
curity Issues 

Blockchain technology is one of the disruptive approaches that could fun-

damentally change the way electronic business communications operate, 

as the World Economic Forum writes in a publication on the potential of 

blockchain technology (World Economic Forum, 2017). The blockchain 

methodology can be understood as a distributed audit-proof database, 

which consists of a linked list of data blocks. In the respective next block, 

the predecessor block is linked in a cryptographically secured way, so that 

a subsequent change of a block in the chain either causes an interruption 

of the chain or requires amendments to all subsequent blocks. In any case, 

changes of the information contained in the blockchain can be determined. 

The blockchain network consists of a set of peer-to-peer networks that 

synchronize with each other according to established rules in order to verify 

the data contained. Each of the nodes participating in the blockchain 

network holds a complete copy of the entire blockchain. Compared to 

conventional centralized systems, the decentralized blockchain therefore 

has a higher reliability and an improved availability. 

In addition, the integrity of a blockchain, i.e. protection against subsequent 

manipulation, is ensured by built-in cryptographic concatenation, which 

improves and simplifies transaction security in distributed systems 
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(Pilkington, 2016; Prinz, 2017). The important security aspects of 

blockchain technology include: 

 manipulation and auditing security 

 resilience and optimized availability 

 the security of users' cryptographic identities 

As explained above, the blockchain's predecessor block is linked to the next 

block in a cryptographically secured way. Each subsequent modification of 

a block alters the cryptographic key value of the block. Since this key is con-

tained in the following block, this change is clearly recognizable and would 

immediately lead to discarding the changed blocks. 

Blockchain mechanisms are ideal for securing transactions in distributed 

systems. In that way, blockchain methodology is considered suitable to 

protect data exchange related to supply chain operations against manipu-

lation. For example, many research projects in the area of Internet of Things 

(IoT) and also in the field of transport and logistics are currently developing 

and evaluating blockchain mechanisms (BASTONET, 2019; Eurotransport, 

2019; IBM, 2018). Nevertheless, their compatibility with organizational and 

legal requirements must still be investigated. Technical issues in this area 

include crypto procedures, audit security, reliability, availability, vulnera-

bility and tamper resistance of blockchain-based systems. 

IBM and Maersk have set up a joint venture with the goal of using block-

chain technologies in the supply chain, especially in container traffic, and 

to secure the transactions during communication procedures accompany-

ing the supply chain (Computerwoche, 2018). Even with medium to long-

term penetration of blockchain technology, however, long transition times 

must be expected in which classical EDI-based port communication and 
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new blockchain approaches coexist, e.g. in the communication of manda-

tory reports with authorities. In this respect, the use of converters to com-

municate between "old" and "new" world is an important aspect.  

Migration strategies are required. Dobrovnik (2018) suggests single-use 

cases as first steps with regard to the implementation of blockchain tech-

nology in logistics in order to minimize the risk of failure, because appropri-

ate implementations can be based on existing conventional applications 

and thus support a smooth transition to the new technology. A respective 

approach will allow involved parties to gain experience and skills required 

for more advanced applications (Iansiti, 2017). SecProPort will follow this 

approach by investigating aspects of the implementation of blockchain 

technology in restricted scenarios. 

5 Conclusion 

The methods of cybercriminals are constantly evolving. In order to ensure 

that the maritime transport industry, with its dependence on electronic in-

formation and communication flows, is protected against respective at-

tacks in the future, appropriate efforts must be taken to safeguard the re-

spective communications processes in terms of confidentiality, integrity 

and authenticity and to make them resilient to attacks. These security 

mechanisms include the constant monitoring of the communication infra-

structure, cryptographic encryption, as well as reliable detection and re-

moval of malware. Certifications and regular safety audits can be used to 

check and document adherence to the security measures introduced. Cor-

responding regulations should be combined with recognized certification 

standards such as ISO / IEC 27001. 
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Furthermore, improved methods for authenticating the various involved 

partners, such as digital signatures, are needed in order to prove the iden-

tity of the respective communication partners beyond doubt. In this con-

text, the implementation of blockchains can also help to ensure the authen-

ticity or liability of transactions within the port communication network. 

With regard to the application of blockchains in maritime logistics, how-

ever, many legal and organisational issues remain open. The decentralized 

structure as well as transparency and immutability raise numerous prob-

lems and questions in legal terms, especially with respect to liability and 

data protection. Nevertheless, blockchains are expected to facilitate the 

digitization of supply chains, improve transaction visibility, and provide im-

proved security against criminal activity. The use of blockchain technolo-

gies seems particularly useful in scenarios that are decentrally organized, 

such as in inland ports, which, unlike seaports, operate without a central 

PCS. Various current research projects are currently investigating these as-

pects. In the medium term, respective results can be expected, which will 

form a basis for further developments. 

SecProPort contributes to respective efforts by investigating aspects of the 

implementation of blockchain technology and other IT security technolo-

gies in restricted scenarios. In the first project phase, a detailed analysis of 

relevant business processes in different scenarios was performed, which 

will form the basis for a requirements analysis with respect to the security 

architecture to be defined, followed by the development of respective con-

cepts and tools. In the final project phase, the developed tools and meth-

odologies will be validated and implemented within the SecProPort scenar-

ios. Furthermore, the identified security requirements will contribute to an 
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industry-specific security standard that will be developed in cooperation 

with key stakeholders in IT security. 
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Warning 
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Purpose: Automobile manufacturers are highly dependent on supply chain perfor-
mance which is endangered by risks. They are not yet able to proactively manage 
these risks, often requiring reactive bottleneck management. A proactive and digi-
talized early warning method is needed. 

Methodology: The publication provides methodological-empirical contribution to 
proactive early warning resulting in a smart risk management approach. The meth-
odological approach is carried out according to the design science research ap-
proach.  

Findings: The developed smart risk management enables an automated, objective 
and real-time ex-ante-assessment of supply chain risks in to secure the supply of the 
automobile manufacturer. Smart risk analytics based on artificial intelligence is 
shown with its suitability for proactive early warning using the example of inaccurate 
demand planning. 

Originality: The analytical approach provides insights into the flexibility of supply 
chains under risk and the impact over time, which is applied in the proactive early 
warning design. Artificial intelligence is applied to predict and assess supply chain 
risk events.  
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1 Motivation 

The profitability of automobile manufacturers (original equipment manu-

facturers, OEMs) highly depends on the reliability and performance of sup-

pliers and supply chains (SCs) due to e.g. outsourcing, lean management 

and low inventory levels (Khan, 2018, pp. 141). The value added in the au-

tomobile industry originates by 30 percent from the OEM and by 70 percent 

from the SC (VDA, 2018). Therefore, the monitoring of supply chain risks 

(SCRs) which endanger the performance of the SC is of great relevance to 

OEMs.  

An ordinary car consists of about 5000 parts (Kırılmaz and Erol, 2017, p.62). 

Most parts are provided by a large number of suppliers. This implies com-

plex SC networks, which require considerable planning and control effort 

on the one hand and are prone to significant risks on the other hand. 

These SCRs may be classified as internal process and control risks, supply 

risks, demand risks and environmental risks (Christopher and Peck, 2004, 

p. 10). However, OEMs are not yet able to fully manage these risks proac-

tively. Currently, this implicates a reactive bottleneck management in the 

event of disruptive risk impacts. There is a need for a scientific method that 

supports a more proactive management to avoid or minimize the risk im-

pacts and can be implemented easily in practice.  

SCR impacts can be classified as financial, performance, operational, de-

mand, informational, relational, hybrid and other (Oliveira, et al., 2019 p. 

24). Economic impacts are connected to cost, profit and revenue and oper-

ational impacts are related to e.g. stockouts, reliability, capacity, which are 

features of the processes (Oliveira, et al., 2019 pp. 24). Financial impacts in 

the automobile industry are for example an increase in procurement costs 
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or an increase in transportation costs (Kırılmaz and Erol, 2017, p.62). One 

missing part in car production can lead to delays (Lopez and McKevitt, 

2017). The protection of assembly lines from delays due to missing parts, 

which is one aspect of SCR impacts for automobile manufacturers, is an im-

portant concern. A stopped assembly line leads to high costs in the dimen-

sion of more than $ 100 million per day of production breakdown (Kırılmaz 

and Erol, 2017, p. 61). In the worst case, SCRs lead to a complete production 

shutdown of the OEM, which is associated with immense costs (Khan, 2018, 

p. 141). For example, BMW had to stop the production of several models in 

summer 2017, as first tier supplier Bosch was unable to supply steering 

gears (Lopez and McKevitt, 2017). The reactivity of existing methods to 

manage SCRs at the OEM poses a challenge with regard to the high impact 

of the risks, the limited possibility to predict potential losses and the lack 

of opportunities to act. In result, due to the high dependency on SC perfor-

mance, the variety of highly specific parts, the complexity of global SC net-

works and the immense damage caused by supply risks, the proactive man-

agement of fluctuations in demand planning is of crucial importance in sup-

ply chain risk management (SCRM). Digitalization is expected to further in-

crease the availability of data in SC networks. Through the application of 

suitable technologies such as data mining (DM), big data (BD), machine 

learning (ML) and artificial intelligence (AI), risks can be detected and con-

trolled more quickly (Schlüter, Diedrich and Güller, 2017). DM, ML and AI 

technologies provide new opportunities for early warning in SCRM to turn 

data into correlation and new knowledge.  

Consequently, this contribution focusses on the supply risks resulting from 

inaccurate automotive demand planning and the opportunities which arise 

through the new technologies of ML and AI for SCRM.  
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The developed methodological-empirical contribution to proactive early 

warning is subsumed into a smart risk management approach. The meth-

odological approach is carried out according to the design science research 

(Hevner, 2007). It results in a scientific concept which applies ML and AI 

technologies on empirical company data for demonstration and evalua-

tion. The underlying potential for automatization and assistance supports 

the proactive SCRM and underlines the practical relevance.  

This paper proceeds as follows: Chapter 2 reviews automotive demand 

planning, early warning and SCRM, which provides a basis for the paper. 

Section 2.3 summarizes the need for proactive early warning and design re-

quirements. In chapter 3 the smart risk analytics design for proactive early 

warning is developed. Demonstration and evaluation is presented in chap-

ter 4 based on empirical company data. Finally, a discussion and conclu-

sion is presented within chapter 5. 

2 State of the Art 

2.1 Automotive Demand Planning 

In build-to-order production, demand planning is a key component of the 

order management. The automotive demand planning is situated between 

the conflicting priorities of supporting maximum demand flexibility and 

long-term stable control of supply. Demand flexibility is needed for the re-

alization of technical trends and customer requirements. At the same time, 

a long term stable control of supply is required because of the long lead 

times in global SCs and the high degree of product specialization. Rolling 

demand planning is followed by capacity planning to ensure that suppliers 

can deliver the demands within the scope of a certain contractually agreed 
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flexibility (Volling and Spengler, 2011; Volling, et al., 2013). In order to se-

cure the supply of the OEM, a long-term pre-planning of customer orders 

and market demands is carried out. Later on, SCs are controlled on the ba-

sis of delivery call offs to first tier suppliers. Rolling demand planning is 

used to achieve accurate control of supply for volatile demands in global 

customer markets. A more detailed description of the process can be found 

in Gehr and Hellingrath (2006, p. 52). A study conducted by IBM / Aberdeen 

suggests that a rolling forecast improves the accuracy in comparison to a 

less static process by roughly 14 % (Cavicchi, 2018, p. 4).  

Figure 1: Data in the Rolling Process of Automotive Demand Planning 

An example of the availability of demand planning data in relation to the 

demand date in a rolling process is depicted in Figure 1. Every horizontal 

line represents a planning stage of the demand quantity with regard to a 

specific demand date (x-axis). Until the demand date is reached, the de-

mand quantity is planned on a weekly basis. 
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The pre-planned demand may differ significantly from later occurring ac-

tual customer orders, for example due to unexpected volumes of volatile, 

global sales markets and technological trends. The great variety of se-

lectable car equipment results in an immense planning complexity (Thun 

and Hoenig, 2011, p. 244, Harland, Brenchley and Walker, 2003, Tang and 

Musa, 2011, p.28). According to a study, the top challenge relating to SC 

flexibility is the demand volatility and poor forecast accuracy with 74 % 

(Geissbauer and D'heur, 2010 p. 4). The risk of change in customer demands 

is assessed as high impact high probability in the automobile industry 

(Thun and Hoenig, 2011, p. 246). If the demand changes, a certain flexibility 

of the SC is required to ensure the ongoing supply of the OEM. Flexibility is 

an individual attribute of every SC. Beyond that, if flexibility is exceeded be-

cause of inaccurate demand planning, further fluctuations in demand may 

lead to the significant, internal risk of insecurity of supply. Demand uncer-

tainties arise frequently in volatile automobile sales markets. This requires 

high flexibility of the SC to adapt the production volume or the production 

product mix, in order to counter demand uncertainties with volume flexi-

bility (Thomé, et al., 2014, p. 102). 

Hence, demand risks arise for example from uncertainties in demand fore-

casts, which in turn might result in delivery bottlenecks (Thun and Hoenig, 

2011, p. 244). The customer risk of placing orders (Harland, Brenchley and 

Walker, 2003) is part of this risk of inaccurate demand pre-planning. The 

demand risk can be differentiated into volume mismatch and mix mis-

match (Ceryno, Scavarda and Klingebiel, 2014, pp. 5, pp. 11)  

In order to avoid the risk of inaccurate demands, Thun and Hoenig, 2011 

recommend a focus on secure sales markets and on a small number of var-

iants with as little as possible demand volatility (Thun and Hoenig, 2011, p. 
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245). However, this is no option for German OEMs due to their position in 

highly competitive sales markets and their focus on high variety as a key 

selling argument. Furthermore, customer preferences necessitate region-

ally tailored product variants(Geissbauer and D'heur, 2010 p. 2), which is 

increased by legal requirements.  

The key figures forecast quality key figure (FQ) and the tracking signal (TS) 

describing the quality of automobile demand pre-planning and the respec-

tive over- or underestimation have been defined by VDA (2008). FQ de-

scribes how the forecast demand quantity, marked in Figure 1 by the black 

frame, has matched the later occurring real demand in the retrospective. 

TS describes the over- or underestimation of the demand in quantity (VDA, 

2008). Both key figures may be applied usefully in a proactive SCRM ap-

proach. 

2.2 Early Warning and Supply Chain Risk Management 
for Automotive Demand Planning 

In the context of this publication, the understanding of proactive SCRM is 

aimed at preventing or minimizing the damage caused by risk events, while 

the structure of the automotive SC remains unchanged. The need for pro-

active SCRM, especially in the automobile industry, has already been rec-

ognized as a relevant issue in the academic field some time ago (Henke and 

Besl, 2008). Nonetheless, there is still a lack of suitable models and meth-

ods which support OEMs to proactively manage SCRs. 

The basic idea of proactive risk management using big data technology is 

shown by Leveling, Edelbrock and Otto (2014), but there is still a consider-

able need for research on design and conception. A proactive planning pro-

cedure is proposed by Kırılmaz and Erol (2017) for shifting orders among 
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suppliers to mitigate supply risks. Yet, this approach is unsuitable in the 

case of single sourcing, which often occurs in the automobile industry, be-

cause demands cannot be distributed to other suppliers. Risk monitoring 

has received the least attention (Ho, et al., 2015). This leads to a research 

need on early warning monitoring systems and their empirical validation 

(Ho, et al., 2015). SCRM solutions do not yet provide a sufficient time period 

for taking measures against the risk impact, require very high manual ef-

fort, and do not yet provide sufficient specific information on forthcoming 

risk events. This leads to the need to provide better information and more 

assistance for a proactive SCRM. An increasing amount of data is available 

in the company, but there is currently a lack of suitable methods which take 

advantage of this data in SCRM.  

The main objective of early warning is the evaluation and transmission of 

information on already latent present risks in an early stage, leaving 

enough time to plan and initiate response strategies and actions. The dif-

ferentiation of scientific approaches can be made with regard to the avail-

able time period to act, the reliability of the warnings and the automation 

of the transfer of the warnings into existing information and management 

systems.  

An approach for early warning systems has been developed by Moder 

(2008): this approach is based on questionnaires and lacks technological 

aspects of digitalization for automatization, quantitative assessment and 

real-time capability. The evoluionary stages of early warning have been de-

scribed by Moder (2008) in three generations (Moder, 2008 p. 22): (1) key 

figures, (2) indicators, (3) weak signals. This distinction supports the view 

of  a more reporting based approach as given by descriptive analytics. Nev-
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ertheless, even these approaches are usually limited to critical commodi-

ties in practice. Because of the considerable effort involved, thus, a SCR 

monitoring of all suppliers is currently not possible (Meierbeck, 2010). 

The earlier a risk event with a relevant impact is identified, the more time is 

available to initiate appropriate measures in the SC to minimize its impact, 

and the better the chances of success (Henke, et al., 2010). Especially the 

aspect of providing a sufficient time period to react represents a methodo-

logical challenge. 

Figure 2: Descriptive and predictive analytics 

Figure 2 distinguishes descriptive and predictive analytics based on Tiwari, 

Wee and Daryanto (2018) Fi. Business intelligence (BI), Analytics, BD, ML 

and AI methods are increasingly being discovered for supply chain manage-

ment (SCM) to give valuable insights (Addo-Tenkorang and Helo, 2016; Aru-

nachalam, Kumar and Kawalek, 2018; Tiwari, Wee and Daryanto, 2018), but 

there are currently only few research approaches for SCRM and early warn-

ing. In SCM the focus is shifting away from risk reports to assistance sys-

tems. The need for risk information has been researched by Fan, et al., 2017. 
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The availability and timely utilization of SCR information is extremely im-

portant and deserves more research (Fan, et al., 2017). The applicability of 

predictive analytics for supply risks is shown in general by He, et al. (2014).  

Traditional descriptive approaches for early warning apply e.g. balanced 

scorecards or questionnaires (see for example Czaja (2009)), having a de-

scriptive function. Material flow simulation can be applied for similar time 

periods of transportation times (see for example Hotz (2007)). For longer 

periods of early warning, new approaches using analytics need to be devel-

oped. Predictive analytics approaches can be classified into machine learn-

ing techniques and regression techniques. Machine learning techniques are 

applied due to their performance in handling large-scaled datasets with 

uniform characteristics and noisy data (Nassif, et al., 2016 p. 2153). 

2.3 Summary 

Existing scientific approaches for early warning lack information on the risk 

cause and effect and do not provide sufficient time to react in order to min-

imize the risk impact. Furthermore, the prediction of the exact time period, 

i.e. demand date of the OEM, is not sufficiently included in early warning. 

So, it is difficult to identify the periods in the production program which is 

threatened by risk impacts regarding security of supply. 

A suitable method for providing risk information at an early stage is re-

quired. This would support OEMs to follow a proactive SCRM approach in 

order to mitigate risk impacts. Considering industrial practice, the main tar-

get of the early warning should be the security of supply of the OEM in order 

to depict the connection between the risk cause and the impact of the risk. 

The approach should provide a sufficient time period to react before any 
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risk impact on security of supply occurs. Furthermore, it should provide in-

formation about risk cause and effect in order to choose sustainable, cause-

related actions to minimize the forthcoming risk impact.  

Figure 3: Stages of Evolution in Early Warning 

There is a need for research in the field of the methodological-technical de-

sign in order to meet these requirements. For the development of the de-

sign approaches from digitalization and the field of ML and AI can be used. 

A systematic approach for DM, ML and AI application in early warning is 

needed to advance the quality of early warning and to reach a new level of 

assistance. Here, the data, which is increasingly available in the course of 

digitalization and currently do not add any value to SCRM, should be ap-

plied to generate new risk knowledge. The three stages of early warning de-
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scribed by Moder (2008) can be extended by another level for automatiza-

tion, improved reaction time, reliability of information and completeness 

of included suppliers, visualized as smart risk analytics in Figure 3. In the 

following, this smart risk analytics approach has been technical-methodo-

logical designed. 

3 Concept 

There is a variety of SCRs that can affect the SC performance and thus the 

security of supply of an OEM. The aim of the concept is to forecast the secu-

rity of supply as the key target, i.e. KPI, of early warning for application in 

an assistance system. The security of supply describes the availability of the 

parts required by the planned production program according to the plan-

ning and control processes of the OEM. The methodological design of pro-

active early warning is developed on the example of the SCR of inaccurate 

automotive demand planning. In order to make sustainable decisions re-

garding proactive SCRM actions, specific risk event information is needed 

at an early stage. This information will allow early action to prevent or min-

imize risk impacts, costs and supply bottlenecks of the OEM in the given ac-

tion time (cf. Figure 4).Sufficient reaction time is an elementary factor in 

proactive SCRM. 

The smart SCRM design aims to secure existing SC networks against risk im-

pacts in an event-oriented manner. At the same time SC structures are not 

changed by measures for risk prevention or impact minimization due to 

economic opportunities and despite the risk liability of these structures. Ex-

ecuting proactive SCRM requires an information provision, which is fast, on-
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time, reliable and dynamic, to render assistance for management deci-

sions. 

Proactive early warning enables a reaction to forthcoming risks as visual-

ized in Figure 4. For the smart SCRM design proactive early warning is an 

elementary module. Proactive early warning provides the action time pe-

riod to prevent or minimize the risk impact. The design is thus geared to 

recurring risk events. The methodological-technical design of proactive 

early warning, called smart risk analytics (SRA), is introduced hereafter. The 

design follows the early warning requirements described in chapter 2.3.  

In advance of proactive early warning, the identification of the SCRs of the 

OEM is required. This is followed by the prioritization of the risks that - due 
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to recurring events - are of relevance to the OEM and should be included in 

the proactive early warning.  

Figure 5: Processing Architecture of the Smart Risk Analytics Design 
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The processing architecture is visualized in Figure 5 and contains three it-

erative cycles. The agile approach allows to incorporate findings from one 

cycle into another cycle and thereby improve the quality of early warning. 

The first iterative cycle (cf. Figure 5) describes the explorative analysis of 

risk cause and risk impact. The data basis is compiled (extract, transform, 

load - ETL) from internal and external data sources on risk causes and KPIs 

for the early warning. Data preparation is a core process for SRA and in-

cludes assessing the raw data from the original data source and converting 

the data into a risk data repository. Iteratively, the data basis can be ex-

panded and the analysis repeated, so that the results may be used as a 

knowledge basis for the continuous improvement.  

The second iterative cycle (cf. Figure 5) is applied for the SRA model devel-

opment. The core of the SRA design is a forecast algorithm. Here, algo-

rithms are trained by application on historical data of risk causes and tar-

geted KPI. Hereby the algorithm learns the patterns and interrelations be-

tween the variables in the analyzed demand planning processes.  

Applicable algorithms for SRA are decision tree, random forest, support 

vector machine, k-nearest neighbors, regression and artificial neural net-

works (cf. Backhaus, et al., 2016). A more detailed discussion of these algo-

rithms is carried out in chapter 4. The algorithm should be selected based 

on performance and optimized regarding its features and parameters. The 

performance should be streamlined according to the early warning criteria, 

which are to be distinguished from the usual data mining criteria. With re-

gard to the early warning application, incorrect warnings are to be avoided 

at all costs, even at the expense of missed correct alerts, as they lead to a 

loss of user confidence in the solution. The dynamic effects of risk causes 

on KPI representing the  security of supply are mapped by ML or AI.  
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The algorithms are to be individually selected and trained for each SC as 

the lead time of the SRA has to reflect the SC specific dynamic risk behavior. 

Feature engineering is used for the development of KPI represented in risk 

cause data. Key figures serve as condensed input from the original process 

data for the algorithm. For optimization of prediction within SRA, feature 

engineering, feature selection and parameter optimization has been con-

ducted for the mentioned algorithms and the performance has been com-

pared for all algorithms. The methodological-technical design requires an 

iterative development and an specific implementation for each risk  and for 

each supply chain.  

The third iterative cycle (cf. Figure 5) allows the application of the trained 

algorithms on new data for a proactive early warning. Furthermore, all data 

and results are stored in a data basis in order to continuously improve the 

SRA. The proactive early warning for risk events can be bundled and con-

trolled in an event-based manner in the smart SCRM. In a cloud solution, 

the smart risk analytics service for early warning, can be used by OEMs as 

well as suppliers. 

4 Demonstration 

For the demonstration, the concept has been implemented prototypically. 

By using empirical company data of an automobile manufacturer, the func-

tionality of SRA for proactive early warning can be demonstrated. The 

demonstration is carried out according to the reliable and reproducible 

Cross-Industry Standard Process for Data Mining (CRISP DM), which asks to 

analytically apply, demonstrate and evaluate the concept. The CRISP DM 

consists of six phases, which are not run sequentially, but repeatedly in an 
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iterative manner. The phases are (1) business understanding, (2) data un-

derstanding, (3) data preparation, (4) modeling, (5) evaluation and (6) de-

ployment (Chapman, et al., 2000). Iterative steps are possible between all 

the phases, in particular between (1)-(2), (3)-(4) and (5)-(1), which allows the 

integration of new insights into the development. For more in-depth infor-

mation about CRISP DM, please refer to suitable literature such as Chap-

man, et al. (2000) and Wirth and Hipp (2000). 

The extent of the data basis for the demonstration is shown in Table 1. The 

data basis contains of a variety of part families, part numbers, demand 

planning dates, demand dates and demand planning values. The availabil-

ity of the demand planning data for the SRA depends on the lead time of 

the early warning forecast in comparison to the actual time of the OEM's 

demand (see Figure 1). This results in the dynamic KPI calculation depend-

ing on the lead time for the SRA. The explorative analysis is conducted on 

the data repository for correlation analysis, and visualized in Figure 6. 

 

Table 1: Objects of the Data Basis for Smart Risk Analytics Demonstration 
on the Risk of Inaccurate Demand Planning 

Object  

Classes 
Objects Data Basis 

Early warning  

target KPI 
Security of supply 

303.288 values (4 key fig-

ures for each part number 

and demand date) 



576 Katharina Diedrich and Katja Klingebiel  
 

 

Object  

Classes 
Objects Data Basis 

Supply  

information 

Forecast date 

Forecast period 

Lead time of planning 

Demand planning date 

(p_n) 

Demand date (d_n) 

Demand values 

Actual demand 

October 9, 2017 to March 

29, 2019, 76 planning 

dates within 1,5 years 

Forecast period of 26 

weeks 

1.971.372 demand values 

371 days of production 

75822 actual demand val-

ues 

Demand  

information 

Supply chain 

1st tier supplier 

Part number 

Part family name 

39 supply chains and 1st 

tier supplier 

312 supply parts (differ-

entiated by part num-

bers) 

Features 
Demand planning key 

figures 

7.051.446 values (93 key 

figures calculated for 

each part number and de-

mand date) 
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Figure 6: Explorative Analysis of Demand Planning Data 

In feature engineering a variety of key figures have been defined and 

7.051.446 values have been calculated. The subsequent feature selection 

allows the identification of relevant features depending on the algorithm. 

Features have been identified for each algorithm and part family for an op-

timization of the SRA. The demand planning forecast accuracy (FQ) was an-

alyzed depending on the part family of the respective SC. The analysis of 

the forecast quality of the OEM has shown that the quality (FQ, TS) varies 

depending on the parts considered. A distinction can be made for e.g. part 

families or low-runner and high-runner.  

The selected algorithms map the interrelation between automotive de-

mand planning as the risk cause, the spread of risk and the risk impact on 

the KPI representing the security of supply of the OEM. The algorithm ap-

plies the trained risk behavior and can predict when and how strong a risk 
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impact may occur based on a certain risk cause. The behavior is to be de-

termined for each SC and can be described as SC dynamic under risk. The 

dynamic behavior is depending on, among other things, safety parameters, 

transportation times, replenishment lead times and production times. 

In the demonstration of the developed models according to Figure 5, it 

could be shown that the quality of the prediction of the KPI security of sup-

ply strongly depends on different demand planning dates and on the re-

spective SC and its flexibility. This leads to different time horizons for pro-

active early warning. Accordingly, for the suitability of the concept, no gen-

eral statement about the time horizon of proactive early warning can be 

made for all SCs. The dynamic behavior of the respective SC results for ex-

ample from technical characteristics of the products, production and 

transport processes. The performance of SRA depends on the SC, the plan-

ning and procurement lead times of suppliers. Nevertheless, the resulting 

reaction time provided by the concept is usually up to several weeks and 

results from the SC's individual time horizon of proactive early warning. In 

addition to the function of proactive early warning, the concept also pro-

vides knowledge through insight into the flexibility of suppliers and SCs for 

the various products. It allows the identification of SC-specific flexibility de-

pending on the planning cycles in demand planning. 

The results of SRA are shown exemplarily in Figure 7. Similar to the classifi-

cation of FQ (VDA, 2008, p. 15), limit values for the early warning risk score 

must be determined to distinguish between a low criticality and a high crit-

icality which requires action. This is visualized by the dashed line. The limits 

of the classes should be based on the risk tolerance of the OEM. The results 

of SRA show the potential for dynamic risk assessment and dynamic proac-

tive early warning by digitalization of SCRM using technological designs. 
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The resulting prototypical implementation has allowed a demonstration 

but also an assessment of applicability in practice. The demonstration has 

proven that the SRA concept is well suited for risk assessment and risk fore-

cast related to the risk of inaccurate demand planning and generation of 

proactive early warning. Furthermore, an objective and quantitative as-

sessment and of the expected risk impact including its timing is possible.  

Figure 7: Smart Risk Analytics Result: Proactive Early Warning 

The concept was demonstrated in its suitability for operational (short term, 

0 to 2 weeks) and tactical (medium term, 3 to 8 weeks and long term 9 to X 

weeks) planning horizons (cf. VDA, 2008, p. 15). Accordingly, the technical 

concept of forecasting extends traditional approaches with regard to the 

available time horizon for reaction. 
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5 Conclusion 

The SRA concept enables the objective assessment and forecasting of forth-

coming risk events in an risk-cause-related proactive early warning. The 

concept can be technically implemented with a high degree of automatiza-

tion for information and management assistance in the practice of OEMs.  

The proactive early warning on the specific date of demand, which is threat-

ened by SCRs, allows sustainable measures and collaborative management 

in the SC. SRA is shown with its suitability for proactive early warning using 

the risk example of inaccurate demand planning by application of the con-

cept to OEM company data. Previous challenges of implementation in prac-

tice can be solved with this concept, which shows a way of digitalization in 

early warning and SCRM based on AI and ML to SCR data.  

The analytical approach provides new insights into the flexibility of SCs un-

der risk and the impact of risks over time. A new area of digitalized, real-

time and objective proactive early warning is opened up by the concept.  

For supplying automobile production with products from worldwide SCs, 

these supplies need to be protected against a variety of risks. Smart SCRM 

provides a solution to proactively secure the supply of the future produc-

tion program. Depending on the risk and possible proactive measures, var-

ious company divisions of the OEM – from logistics, procurement and pro-

gram planning to sales and finance - may be involved in the smart SCRM. 

Furthermore, the processes and organizational structures across the de-

partments (logistics, procurement, finance and more) can be aligned to the 

more anticipatory reaction rather than reactive bottleneck management. 

The approach follows the digitalization paradigm and demands for new 
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competences of the employees. Due to the increasing complexity of the de-

veloped 4th early warning evolution stage, it is necessary to combine expert 

knowledge in SCRM and AI in the OEM's department. 

The transferability of the concept to other OEMs is allowed by individual 

training of the algorithms on the respective SC. The further digitalization of 

SCs and business processes progresses, the more potential for SRA 

emerges and allows for the methodological concept to be expanded by tak-

ing on additional SCRs.  

As it is known from other AI research projects, the generation of a suitable 

data basis requires a considerable amount of effort. For the sustainable ap-

plication of AI in the company, the availability of data, the period of data 

storage and the resistance to use must be considerably optimized on the 

course of digitalization. Further research is needed on the assistance and 

automatization of optimized reactions to secure the supply against risk im-

pacts within the smart SCRM concept. 
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