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Preface

In June 2011, I stood in Kastrup Airport with my three daughters, coming to Denmark to stay. My husband had already arrived; my dog was on the way. Both my husband and I had left good careers and a great life in order to allow me to fulfill my dream of pursuing a PhD. I have to say, I was very apprehensive at this moment. My (then) 16-year-old daughter had decided to stay with her father and continue her education in Iceland, and the prospect of being separated from her was next to unbearable. Moreover, I had absolutely no idea how to get into a PhD program. Prior to coming to Denmark, I had sent a couple of emails and gotten quite unenthusiastic responses. Fortunately, a few days before leaving I happened to run into a former colleague, Agnar Hanson. Agnar offered to introduce me to a professor he had collaborated with at CBS, Niels Bjørn-Andersen.

To get an opportunity to meet with Niels Bjørn was truly a turning event for me. Without his kind nature, willingness to help, great network and clear insight into interesting research areas I suppose I would never even have started. After meeting him, it only took a couple of meetings before we had ensured the financial support of a large IT vendor in Denmark, KMD. We resolved that I would study a very interesting e-Government program in Denmark, the Basic Data Program (BDP). The BDP is an Open Data Initiative, led by the Danish Agency for Digitization, which also agreed to participate as a third party. After “only” a couple of hundreds of emails, everything was in place, and we sent an application to the Industrial PhD fund. The (second) application was approved in June 2012, exactly a year after my arrival in Denmark. July 1st 2012, I started to work on my dissertation called The Sustainable Value of Open Government Data.

These last three years have been the most challenging but also most rewarding years of my carrier. It is a bit like running an intellectual marathon, and I did hit some walls on the way. Suffice to say, this is not a tale of one woman’s journey. I have so many people to thank who have helped me on the way, and all of them have provided something unique to this project. Thus, I will go through my list of acknowledgements in no particular order.

The only one who will get a special place is Professor Niels Bjørn-Andersen, as without him this project would never have been born. He spent an incredible amount of energy and time to get me to the starting line, which is not a very rewarding process. I hope he knows that I have not, and never will, forget his help and his kindness. He also
took me on as a main supervisor in spite of my subject not being a part of his main research area. Niels’s great experience and knowledge in the field of IS has proven to be an invaluable asset to me personally and this dissertation in particular. A bit later in the process, I struck gold again, when I got the chance to get Professor Michel Avital as my secondary supervisor. Michel has this amazing ability of being able to identify the main structural elements of every model and every topic – an ability I can only hope to acquire later in my career. As Niels, Michel has a wide and deep IS knowledge, from which I have benefitted immensely. I want to express my sincerest gratitude to both of them for their help and support and their generous knowledge sharing.

At KMD I have had two company supervisor, although not simultaneously. Morten Binderup was my mentor throughout the application process and for the first half of my dissertation. He is an extremely likable and organized manager who helped me get all the practical elements in place (a surprisingly difficult but necessary part of the PhD). During my PhD course, KMD decided to strengthen their focus on data related solutions, and a new department was born: Grunddata. The manager of Grunddata, Ruth Wisborg, also became my new supervisor. She is a great leader, and I have learned very much from her open and collaborative approach. I also want to thank Ole Jensen, director at KMD and a member of my steering committee, for his valuable support. For the last year, I have had the pleasure of sitting next to the inspiring Nicolas Lemcke Horst who has been developing a new data strategy at KMD. He has achieved so much in less than a year, and I am proud of having been, if only a small, contributor to this strategy. I have also enjoyed working with Anne Juel Jørgensen on an EU Horizon 2020 open data proposal, a huge learning experience. Finally, I must mention my KMD swimming buddies, especially Hanne Vallerbæk Johne who introduced me to triathlons. I believe the training has contributed greatly to my sanity.

At the Agency for Digitization, Lars Frelle Petersen made a huge difference by supporting the project. He is one of those visionary leaders who are transforming digital governance in Denmark. I also had third-party supervisor from the Agency, Jens Krieger-Rayen. What an amazing person! Not only is he extremely nice and has always cheered me on and made me feel appreciated, but he is also a gifted leader who has managed to drive forth the program I am writing about, The Basic Data Program. I have observed him and his teammates through the good times and the bad. There have been some major challenges on the way, but he always keeps his smile, his optimism and his unblinking belief that the basic data they are transforming into a strategic resource will someday be a fundamental foundation of Danish society. Unfortunately, I
cannot mention by name all the people that have helped me in the Agency for Digitization; Geodata Agency; Ministry for Housing, Urban and Rural Affairs; The Danish Business Authority and other places where I have gone for interviews and other sources of data. Very driven group of people, and I admire them all for their structured approach and their willingness to collaborate and share.

I must extend my gratitude to my colleagues at the Department of IT Management, especially head of department Jan Damsgaard, who is running a world-class IS department in small Denmark. My fellow doctoral students, who have given me so much needed emotional support. The ITM department secretariat, headed by Bodil Sponholz who are always ready to help, and the LIMAC people, especially Annie Olsen. I am very grateful to Chee-Wee Tan and Marijn Janssen who gave valuable comments for improvement of the thesis draft during my WIP 2 seminar. And last but not least I must mention the assessment committee that consists of three great scholars; Helle Zinner Henrikssen (CBS), John Leslie King (University of Michigan) and Matti Rossi (Aalto University). I am honored to have them read and approve of this dissertation. I also want to thank all the anonymous reviewers and editors of published articles, who contributed valuable ideas for improvement.

I want to thank my husband, Magnús Böðvar Eyþórsson, who left his job and his son in Iceland and encouraged me to follow my life-long dream. He has been willing to listen to endless hours of monologue about my research interests, give feedback to my presentations and read my academic papers. My children have always inspired me. I left my lovely first-born Álfheiður Maria in Iceland at 16 years of age but throughout she has encouraged me and told me how proud she is of PhD mom. She has grown into a lovely young woman and I am so proud of her. My second daughter, Ásta Björk, who came with her mother to Denmark at the fragile age of 13, just because she knew it would break my heart to leave both of them behind. She keeps inspiring me with her intelligence, her views and her opinions. Þórey Margrét my youngest is my little ray of sunshine. Always smiling, always happy (despite her grumpy mother), always curious and ready to learn. She reminds me that we must explore the world and never settle for how things are. We can always do better. My stepson Eyþór, who has experience beyond his years from travelling around the world, and who keeps opening my eyes to so many things.

Finally, friendship is necessary for everyone. I want to thank my group of friends, here in Denmark and in Iceland. Sometimes it is important to remember that life has more to offer than sitting in front of a computer 😊
To all of you, THANK YOU! If not for all these wonderful people, I doubt I would have managed to finish this journey successfully.
English Abstract
The impact of the digital revolution on our societies can be compared to the ripples caused by a stone thrown in water: spreading outwards and affecting a larger and larger part of our lives with every year that passes. One of the many effects of this revolution is the emergence of an already unprecedented amount of digital data that is accumulating exponentially. Moreover, a central affordance of digitization is the ability to distribute, share and collaborate, and we have thus seen an “open theme” gaining currency in recent years.

These trends are reflected in the explosion of Open Data Initiatives (ODIs) around the world. However, while hundreds of national and local governments have established open data portals, there is a general feeling that these ODIs have not yet lived up to their true potential. This feeling is not without good reason; the recent Open Data Barometer report highlights that strong evidence on the impacts of open government data is almost universally lacking (Davies, 2013). This lack of evidence is disconcerting for government organizations that have already expended money on opening data, and might even result in the termination of some ODIs. This lack of evidence also raises some relevant questions regarding the nature of value generation in the context of free data and sharing of information over networks. Do we have the right methods, the right intellectual tools, to understand and reflect the value that is generated in such ecosystems?

This PhD study addresses the question of How is value generated from open data? through a mixed methods, macro-level approach. For the qualitative analysis, I have conducted two longitudinal case studies in two different contexts. The first is the case of the Basic Data Program (BDP), which is a Danish ODI. For this case, I studied the supply-side of open data publication, from the creation of open data strategy towards the dissemination and use of data. The second case is a demand-side study on the energy tech company Opower. Opower has been an open data user for many years and have used open data to create and disseminate personalized information on energy use. This information has already contributed to a measurable world-wide reduction in CO₂ emissions as well as monetary savings. Furthermore, to complement the insights from these two cases I analyzed quantitative data from 76 countries over the years 2012 and 2013. I have used these diverse sources of data to uncover the most important relationships or mechanisms, that can explain how open data are used to generate sustainable value.
I conceptualize liquid open data as a multi-dimensional construct, consisting of seven different dimensions. Moreover, I propose that when data become open across more of these dimensions, the opportunity for new use, and subsequent value generation, will increase. Use of data also depends on other factors, at both the societal and the organizational level. Citizens and companies must have the ability to generate value from data. The most relevant societal level enabling factors are having access to low-cost, high-speed networks and a skilled workforce. The soft infrastructure is also important for supporting sustainable value generation through open data, especially the existence of robust regulatory data and privacy protection frameworks and governmental leadership. At the organizational level, I recognize the importance of absorptive capacity. Absorptive capacity defines organizations ability to recognize the value of external data and information, assimilate them, and apply them to commercial ends.

Value generation from data can happen through the markets via mechanisms like efficiency and innovation. Alternatively, value generation can happen through a class of value generating mechanisms I call information sharing mechanisms. I propose this as a new archetype of value generating mechanisms that is becoming more relevant for organizations operating in increasingly networked societies. Moreover, I propose that organizations that are effectively utilizing Multi-Sided Platforms (MSPs) are in fact capitalizing on the synergies between the information sharing mechanism and market mechanisms for superior value generation. However, I also propose that we currently lack the right tools to make much of the resulting value explicit, which has resulted in marginal interest in open data from the private side and under-investment from the public sector side.

Thus, I find it is extremely important for stimulating cross-boundary generation of sustainable value that we strive to understand how value is generated through open digital resources. Otherwise, we might miss an unprecedented opportunity for a positive paradigm change. We must untangle and clarify new concepts, emphasize the most important constructs and underlying relationships and create a holistic map of their relation to each other. I thus propose that we need a new mid-range theory that can explain how value is generated in an open data ecosystem. I hope that this PhD study has made a contribution towards creating such a theory. Moreover, to advance further research in this emerging but relevant field of study, I propose a research agenda by the end of this study.
Dansk Abstrakt


Disse tendenser afspejles i en eksplosion i antallet af åbne data initiativer rundt omkring i verden. Men mens hundredvis af nationale og lokale regeringer har etableret åbne data portaler, så observer vi, at disse initiativer endnu ikke har levet op til deres sande potentiale. Den seneste Open Data Barometer rapport fremhæver, at stærke beviser på virkningerne af åbne offentlige data mangler i næsten universelt grad (Davies, 2013). Denne mangel på beviser er farlig for offentlige organisationer, der allerede betydelige beløb på åbne data, og det kan måske endda resultere i suspension af nogle åbne data initiativer. Denne mangel på beviser rejser også nogle relevante spørgsmål om hvordan værdiskabelse foregår i forbindelse med fri data og udveksling af oplysninger via netværk. Har vi de rigtige metoder og de rigtige intellektuelle værktøjer, som vi behøver for at forstå og reflektere den værdi, der er genereret i sådanne økosystemer?
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1. Introduction

The amount of data in the world is increasing rapidly. In addition to all the data that have been manually entered in various information systems since the beginning of digitization, we now discern a rapid increase in data that are generated through means such as IoT devices, smart phones and social media. This trend signifies that data are created in higher volumes than before, they are generated at a faster pace than previously and they come from a much larger variety of sources (McAfee & Brynjolfsson, 2012). These new type of data are commonly termed big data and are often described by means of four dimensions - Volume, Velocity, Variety and Veracity (the 4 V’s). Big data, being a very recent concept, have generated great interest in both practice and research communities. A growing body of literature on this subject reflects the relevance of the concept. Big data can belong to, or be utilized by, either the public or private sectors. An analysis of use cases where companies are using and transforming big data demonstrates a growing diversity and complexity of data use and data ownership. While previously it was easy to conceptualize a relatively stable progress from data generation/collection to data use and creation of value, this reality no longer holds true.

I propose that the concept of openness of data constitutes an important dynamic towards making the process from data collection to generation of value more complex and intricate, while at the same time increasing the opportunities for value generation through data immensely.

As early as 1942, Robert Merton emphasized the importance of all results of research being freely accessible to all. In order to allow knowledge to move forward, each researcher must contribute to a common pool of knowledge and should give up intellectual property rights (Merton, 1942). The concept of open access gained traction in the scientific community and later extended to the public sector, especially in the U.S., where to cite a far-reaching example, all data from the U.S. Global Positioning Satellite (GPS) system were made freely accessible for civil use in the eighties. The foundation of the World Wide Web was another significant step towards open access and open standards, presenting the world with an opportunity to publish websites that anyone could freely connect to and access. We can safely say that the World Wide Web has fundamentally revolutionized how society operates, on both a social as well as a technical level. Citizens and organizations have gained access through the Web to an infrastructure that allows them to share information freely. Openness has now
become not only ideologically attractive, but also a technically and commercially viable strategy.

For my PhD thesis, I have elected to explore how openness is relevant to value generation from use of data, with particular reference to what is described as Open Government Data (OGD). It is important to categorically state at this point that open government data is not an equivalent to, but a subcategory or subset of open data, which may equally originate in the commercial, academic or third sectors (Heimstädt et al., 2014). However, as governments currently provide a great majority of open data and as these concepts are mostly used interchangeably in the current discourse; I will merely use the term open data for the remainder of this dissertation. Moreover, I make extensive use of the concept of mechanism, which several disciplines of science have adopted to explain how a phenomenon comes about (Hedström & Ylikoski, 2010). In the context of this PhD study on the value of open data, we can define a mechanism as frequently occurring and easily recognizable causal patterns (Elster, 2007). My main emphasis has accordingly been to find high-level, generalizable patterns that are used to explain the transformation from open data to sustainable value.

1.1 Problem statement

Following the terrorist attacks of 9/11 in 2001, the heightened emphasis on national security in the U.S. led to a perceived lack of transparency in government (Roberts, 2006; Peled, 2011). Barack Obama addressed this concern in his presidential campaign, promising an unprecedented level of openness in government. Right from the outset, Obama’s open government initiative was very technology oriented (Yu & Robinson, 2012). After his election as President of the United States in 2009, this focus area developed into a full-fledged Open Data Initiative (ODI) (Peled, 2011). The initiative included the appointment of a state Chief Information Officer (CIO) and Chief Technology Officer (CTO) and the advent of a strong push towards open data through the “Data.gov” open data portal. More recently, the “Open Government Partnership (OGP)” was launched in 2011, to make good on a pledge made by President Obama to the United Nations General Assembly in September 2010. The primary goal of the OGP was to foster the development of more open governments around the world, in order to combat corruption and increase accountability (Harrison et al., 2011). These initiatives are representative of a twofold agenda. The first point in the agenda represents a push towards increasing technological innovation through use of data, oftentimes for the “greater good”, while the latter point in this agenda
highlights the need for more transparency in government, and more participation and collaboration with citizens.

Following Obama’s precedence, most countries have now launched open data programs, but with varying underlying motives. While the perceived lack of transparency has spurred many of the ODIs to envision an open and transparent government, the potential of data-driven innovation that might rekindle their stagnating economies has inspired leaders of the European Union (EU) (Janssen, 2011; Zuiderwijk et al. 2012). In yet other initiatives, the focus is predominantly on how open data might improve governmental efficiency through sharing of data across public organizations, building on World Wide Web-like ideas of interoperability and open standards. There is comparatively little research available on ODIs at the municipal or city levels. Nonetheless, emerging research indicates a focus on the participatory aspects of open data, wherein local governments aim to stimulate civic engagement in their local contexts (Kassen, 2014; Lassinantti et al. 2014). With so many diverse views on the value proposition of open data, referring to numerous old and new theoretical concepts across multiple disciplines, the currently accessible discourse comes across as fragmented, lacking in common foundations.

While this conceptual vagueness is natural given the early stages of the open data phenomenon, the various interpretations may lead to misunderstanding and frustration, (Peled, 2011; Yu & Robinson, 2012) and a lack of clarity about the Why’s, How’s and Who’s of open data (Jetzek et al., 2014b). Moreover, while there appears to exist an overall belief in the potential benefits of open data, governments are continually struggling with practical issues related to financing, data quality, conceptual, technical and organizational interoperability, lack of motivation and incentives, and an overall shortage of skills and resources (Conradie & Choenni, 2014; Janssen et al., 2012; Martin et al., 2014; Zuiderwijk & Janssen 2014a). In spite of the motivation and drive, that has identified many of the early open government data initiatives, the first signs of disillusionment are appearing. The experiences of hundreds of initiatives worldwide have uncovered a high level of complexity with yet little or no evidence of value generation (Davies, 2013, Huijboom & den Broek, 2011, Zuiderwijk & Janssen, 2014b, Zuiderwijk et al., 2014a). There are no simple solutions, which are capable of transforming open data to sustainable value. Numerous trials and checks are necessary to test the feasibility of open government data, representing multiple challenges related to informational, functional and structural complexity. However, there is undeniably great value potential in open data - value that would be revealed if these challenges are solved.
If these important initiatives are to be sustained, their leaders must be able to justify the spending of public money for the objective of opening government data. For such justification, we need to understand how open data can generate value and how we can stimulate this value generation. In spite of the complexity involved in this process, or perhaps because of it, we must disentangle, clarify and simplify concepts for improved understanding. We need to draw out the most important constructs and underlying mechanisms and create a holistic map of their relation to each other. Or, in other words, we need a theory.

1.2 Research Context and Research Questions

This PhD research was motivated by an initiative in Denmark, the Basic Data Program (BDP). The BDP originally focused on methods by which the public sector could better utilize certain basic datasets for improved efficiency, but later evolved into an Open Data Initiative (ODI). The program is unique amongst other ODIs in view of the fact that it has maintained a strong focus on data quality, data standardization and interoperability within the public sector. Moreover, KMD, a private company with an interest in following these developments, hired the author of this dissertation as an industrial PhD student. My role was to observe, document, and explain the trends towards dissemination and use of open data in the public sector and to present my results as a potential input to their data strategy.

In 2012, the publication of the report Good basic data for everyone – a source of growth and efficiency marked the beginning of the BDP (Agency for Digitization, 2012). This publication was a practical outcome of certain objectives of the Danish e-Government Strategy 2011-2015 (Agency for Digitization, 2011). The Agency for Digitization had classified a number of core societal level reference or master data, used widely for different purposes by public and private sectors alike, as basic data. Basic data include, but are not limited to: data from the person register, business register and real property register, as well as tax data, address data, place names and geographic data. In the beginning, the BDP’s main goal was to create an infrastructure that would enable more efficient use of the basic data across administrations and sectors (Horst et al., 2014). However, for various reasons explored in Paper VI, the BDP evolved into a full-fledged ODI during the program definition phase. As a first step towards opening data, geographic data (including maps) and data from the business register were made available free-of-charge as of January 2013. However, this particular event was only a beginning of a complicated process involving many challenges of both social and technical nature.
The private sector IT Company KMD that supports this PhD study is responsible for implementing the BDP’s open data platform. For KMD, as well as for the members of the BDP, an important aspect of this study is to contribute to their understanding of how value is generated through open data and how this value can be captured and evaluated. Open data have the features of a public good, as they are open to all and can be easily accessed, reproduced or reconfigured and shared over networks. Public goods have two defining characteristics: they are non-excludable - one individual’s use of the data will not exclude the use of another; and non-rivalrous - one individual’s use will not reduce the amount available to another. As a result, it is extremely difficult to trace and evaluate the impact of open data use. This implies a necessity for a new approach and a new understanding of the way in which we perceive value and value generation in our increasingly digital, open and networked economies.

During the course of this PhD, a number of macro-trends in society have influenced my research. To name but a few: the increasing use of technology that has resulted in the creation of a gigantic volume of data (big data); the general trend towards peer-to-peer resource sharing (sharing economy); ongoing changes in business models and the advent of Multi Sided Platforms (MSPs); and finally, the realization by numerous economists that the overarching focus on society-wide economic value generation has resulted in undesired developments like economic inequality and an excessive emphasis on financial assets vs. other social and environmental elements.

The overarching research question is:

*How is value generated from open data?*

While the primary theme of this research study is to understand how we generate value from open data, the study also addresses five sub-questions in more detail.

The five sub-questions are:

1. What are the main enabling factors for value generation through open data?
2. What are the unique features of open data?
3. What are the value generating mechanisms of open data?
4. How can we identify, conceptualize and measure the value that is generated from open data?
5. What are the key implementation strategies and business models that can promote long term generation of value from open data?
1.3 Research Design

This PhD study follows a paper-based publication approach. The initial papers of this research are conference papers, and the chief reason for choosing this platform was to acquire initial feedback on the topic and the approach. The following papers are lengthier and more comprehensive and intended for journal publication. The process has been iterative and marked by a gradual systematic progression, with a different combination of sub-questions addressed through different methods, ultimately leading to incremental discovery and overall progress towards the end goal, i.e. to answer the overarching research question. Figure 1 summarizes the main contributions of each paper to the different sub-questions.

![Figure 1: Research Overview](image)

Each of the papers addresses one to three of the five sub-questions specifically, while continuously reflecting on the overall theme of explaining how value is generated from open data. The sub-questions are represented by the boxes in figure 1. The five circles with roman numbers indicate which papers include the most relevant contribution towards each question. Appendix A provides a summary of the individual papers.

The research is positioned at the societal level for three key reasons: 1) The Open Data Initiative (ODI) viz. the Basic Data Program of Denmark, which was the foundation of this study is a central government program and as such, is intended to deliver value for the whole of society. 2) The public good features of open data make the process of exploring value generation from open data without looking at the wider societal consequences very challenging. 3) Due to the novelty of the open data phenomenon, it is the author’s perception that an overall framework showing high-level constructs and their relationships can provide a common conceptual basis from which an in-depth study of individual elements can take departure.
I selected a phenomenon based research approach because open data is an emerging phenomenon. This approach is focused towards capturing and reporting on new or recent phenomena of interest (von Krogh et al., 2012). A phenomenon based approach is recommended when no currently available theory presents sufficient scope to account for the phenomenon or for the relevant cause and effect relationships associated with that phenomenon. Therefore, the target of phenomenon-based research is to capture, describe, document, and conceptualize a phenomenon, in order to facilitate more comprehensive theoretical work and development of research designs (von Krogh et al., 2012). My focus has accordingly been on conceptualizing and explaining constructs and relationships. I believe that this groundwork is vital for both businesses and government organizations to be able to document the potential benefits of open data. In two of the papers that were written as part of this research, we moved further to actually measure and validate relationships, but with the ultimate goal of improving our understanding of the phenomenon through empirical, as well as theoretical work.

For meta-theory, I have used an explanatory meta-theoretical framework based on Coleman’s (1990) framework (sometimes called Coleman’s boat) that takes into account both the macro and micro perspectives required to fully explain societal level phenomena (Elster, 2007). Coleman’s framework can be used to explain how micro-level action is linked to macro-level structures (and vice versa). To state this briefly, there are certain societal-level conditions that will influence individuals’ actions, which in turn, will collectively form new societal level structures. Explanatory research in general seeks explanations of observed phenomena, problems, or behaviors and seeks answers to why and how types of questions. Furthermore, explanatory research attempts to identify causal factors and outcomes of the target phenomenon (Bhattacherjee, 2012). As I was conducting research on an emerging phenomenon, I employed the empirical data not only to test causal relationships, but also to identify such relationships through triangulation between qualitative and quantitative data. An iterative approach between empirical research and theoretical modeling assisted me to capture, describe and conceptualize the most important constructs relevant to the means by which open data generates value and thereby, model the most relevant relationships.

This PhD study is an industrial PhD project, and thus makes specific demands towards practical contributions. The study loosely follows the iterative process recommended for Engaged Scholarship (van de Ven, 2007). Engaged Scholarship recommends that practitioners engage in the following four stages of research: 1) research design, when
experts are required to share their insight into interesting problems and to provide easy access to information; 2) theory building, where knowledge experts in the relevant disciplines and functions should be involved and invited to participate; 3) problem formulation, when those that experience and know the problem should be engaged; and finally, 4) problem solving, when the intended audience should be engaged to interpret meanings and their usage. I have attempted to follow this approach by engaging continuously with the participants of the BDP, both from the government and private company sides. I interacted with them during the study design, through observation, participation and interviews over the course of the study, and by requesting feedback on proposed models and ideas. This iterative process has proved to be very rewarding, providing a contribution to both research and practice, by intertwining knowledge dissemination and learning, and thereby, building directly on the two components of theory and practice.

If choice of research philosophy were based on a dichotomy of positivism on the one hand and interpretivism on the other hand, I would probably lean towards positivism. The reason has probably something to do with my background in economics. My personal views are thus not fully aligned with the interpretivism paradigm on how to generate (generalizable) knowledge claims. However, I was never fully satisfied with the strong focus on mathematical generalizations in economics in the past and after working in the ICT industry for around twelve years, I was very aware of the inherent complexities of Information Systems (IS) related phenomena. Moreover, I have become more pragmatic after years of industry work. All of these considerations, as well as the industrial context of my PhD project, directed me towards examining an alternative background philosophy.

Relatively early in the process, my main supervisor introduced me to Critical Realism (CR), a philosophical approach associated with Roy Bhaskar (1975, 1978). CR is often viewed as a middle approach between positivism and interpretivism, thus introducing a more nuanced version of realist ontology (Zachariadis et al., 2013). CR focuses on providing causal explanations in the form of generative structures or mechanisms. A small body of research by critical realists also proposes the use of the logic of inference called retroduction, which can be used to uncover these unobservable underlying structures or mechanisms (Baskar, 1975, Danermark et al., 2002). Retroduction allows researchers to move between the knowledge of empirical phenomena to the creation of explanations or hypothesizing, and is capable in theory, of providing some indications on the existence of unobservable entities (Zachariadis et al. 2013). It has also been argued that a retroductive approach to research embraces a wide variety of methods.
(Downward & Mearman, 2006, Venkatesh et al., 2013, Wynn & Williams, 2012, Zachariadis et al., 2013). I decided to use a mixed method approach to satisfy my requirement for empirical generalizations complemented with an in-depth understanding and explanation of the open data phenomenon. Thus, I became convinced that critical realism was the right philosophy for my project. I shall discuss the research philosophy and methods at length in Chapter 3.

1.4 Contributions and Future Research

Clear constructs are simply robust categories that extract phenomena to create precise distinctions that are comprehensible to a community of researchers (Suddaby, 2010). The first theoretical contribution of this PhD project is the definition of liquid open data, explained in more depth in section 5.1. In many of the papers published as a part of this PhD study, I have reiterated my view that to date, the open data phenomenon has not been adequately explained. To contribute to conceptual clarity in the field of open data value, I have identified the main features of open data, both in the sense of economic features but also by proposing the liquid open data construct containing seven clearly identified dimensions. The second contribution of this PhD project is a definition and conceptualization of sustainable value, which is explained more carefully in section 5.3. The definition of sustainable value represents a shift from the previous focus on dominant economic value. Sustainable value as a concept offers an emphasis on proactive, concerted efforts of businesses, government institutions and the overall community, to address social challenges in innovative and holistic ways that generate social, environmental and economic value for all stakeholders and future generations (van Osch & Avital, 2010).

Any theory must not only provide construct clarity but also identify the relationships among constructs (Suddaby, 2010). Critical realists argue that general underlying but unobservable “generative mechanisms” can explain the occurrence of phenomena. As a third contribution, I have created a two-by-two framework with a taxonomy of the most relevant value generating mechanisms that have been identified within the context of using open data to generate value. The framework is discussed in-depth in section 5.2. The framework highlights two principal mechanisms that facilitate how value is generated through open data: the Information sharing mechanism and the Market mechanism. It also emphasizes that for each of those mechanisms, value generation can happen either through exploitation of current resources or through exploration, focused on driving change. As a fourth theoretical contribution I have identified and proposed a conceptual model that illustrates the nomological network of
causal relationships. The model illustrates the relationships that occur between empirical observations of certain events produced by the underlying mechanisms. In addition to the constructs of liquid open data and sustainable value, the model suggests two types of empirical manifestations of the information sharing and market mechanisms in the context of open data use. Four additional societal level structures are proposed as enabling factors that can influence these underlying mechanisms. Finally, I propose that to indicate the importance of cross-sector collaboration for addressing societal challenges, we can model the moderating influence of private sector accountability on sustainable value generation.

The fifth contribution of this PhD study is the Open Data Value Paradox. Several existing ODI efforts have fallen short of prior expectations regarding value generation, and there is a universal lack of documented evidence of impact from open data (Davies, 2013). This is disconcerting for government organizations that have already expended money on opening data, and might result in the termination of some ODIs. What are the reasons behind this lack of evidence? I suggest that many of these initiatives may not provide the key dimensions of liquid open data that I propose are important for value generation to happen, indicating an underinvestment problem. Furthermore, the contexts in which these ODIs operate may not be productive for value generation. Most importantly, however, ODIs have generally not been evaluated from a wider macro-economic point of view, due to insufficient understanding of how value generation happens and a consequent dearth of appropriate evaluation methods. At present, we do not have any standard methods to evaluate the impact of programs and initiatives that depend on information sharing to the same extent as ODIs.

Figure 2: The Chicken-and-Egg nature of the Open Data Value Paradox.
Source: http://www.brainpickings.org/2013/02/01/which-came-first-the-chicken-or-the-egg/

This open data value paradox states that in order to generate value from open data we require more investment for making open data more useful. However, public and private investors are not willing to expend additional capital on open data unless they are able to perceive evidence of value. This therefore becomes a chicken-and-egg type of paradox. The open data value paradox is both theoretically interesting and
practically relevant. It is interesting to private sector businesses, as it applies to a very central problem they are currently facing. This problem is reflected in the fact that consumers are accustomed to having access to free information services delivered over mobile devices, the World Wide Web and even through wearable technology. The companies that specialize in information services must however, eventually produce income and profits if they are to survive. The same applies for government institutions providing open data. They must be able to understand, articulate, document and evaluate the inherent worth of the open data they produce. In many cases, these data are transformed to free information, which is furthermore used to generate intangible value. This type of value creation cannot be traced through company or national accounts.

The final contribution of this research is a result of the method of redtroduction. Based on a triangulation between qualitative and quantitative data I have developed four events and four classes of generative mechanisms in the Open Data Value Lifecycle, as shown in figure 3. The lifecycle is an extension of a process model presented in Paper VI and shows how we move between the decision to open data, through implementation of open data infrastructures and dissemination of data towards use of the data and the eventual generation and capture of value, that will furthermore influence strategy.

The four main classes of mechanisms I have identified are: 1) Governance mechanisms that elucidate how open data strategies and policies are shaped and explain how ODIs are governed. 3) Engagement mechanisms explain how and why users engage (or not) with the openly disseminated data. 4) Value generating mechanisms are a consequence of use of open data and explain how the use of open data contributes to the generation of value. 5) Evaluation mechanisms explain how the value that is generated through use of open data is perceived and accounted for. The evaluation of open data will furthermore influence strategy and decision-making.

I propose this cycle uncovers multiple gaps in the literature covering the relationship between open data and value. Furthermore, I propose that this PhD study has contributed in a meaningful way to some of these gaps, but in other areas I have not moved much farther than recognizing the need for more research. Consequently, I propose a research agenda in section 6.3, which I consider a contribution in itself in such an emerging field.
In the same manner in which I have adopted the insights from practitioners to help create relevant theory, I have correspondingly used the theoretical lenses that I have counted as contributions of this PhD project to generate several practical contributions.

Firstly, I have exercised Engaged Scholarship by involving the Danish BDP in all stages of this study. The participants of the BDP and KMD have in turn appropriated value from the research, benefitting from the outsider, helicopter view provided by the author as I had access to a great deal of information on the program without being heavily involved in the implementation itself. This academic-practice exchange of knowledge and sentiments has been fruitful to all partners, and has enabled us to acquire a more holistic view of the phenomenon of open data.

Secondly, the BDP case study (Paper VI) has offered a unique insight into the real-world technical and governance related obstacles encountered by an ODI over a period of almost four years. The BDP case study offers an insight into how an investment in open data infrastructure can contribute to public sector efficiency, and illustrates the challenges inherent in governing such a complex initiative. I have attempted to transform the experiences of the BDP group into four practical principles, which can
be utilized by other ODIs that operate in similar contexts. These principles are discussed in more detailed in Paper VI and in section 5.1 of this cover paper.

Thirdly, the Opower case study (Paper IV) offers another perspective on value generation. Unlike the other papers in this PhD research, this article is positioned at an organizational level. The Opower case highlights how and why various dimensions of data (such as usability, discoverability and accessibility) are important to private sector users and explains how open data can be utilized by the private sector to generate societal level value. The case supported an emerging realization: most of open data are used in combination with proprietary data. Open data are therefore not the only, or even the main, resource for most open data users. This is not to say that open data are not important to these users, as they gain access to external data they could not have produced themselves. However, this finding indicates that the impact from use of open data is hardly separable from the impact from using other resources, and thus not clearly visible even to the open data users themselves.

As a practical contribution, I suggest that private companies who: a) access and link open and proprietary datasources; b) use big data tools and analytics for the development of free information as well as commercial data-driven products and services, and; c) utilize the dynamics and interactions enabled by MSPs, are in a superior position to address a variety of societal challenges and simultaneously generate economic and social value, for themselves as for all of society.

2. State of the Art

As open data are a shared or common resource, they hold great potential for a number of stakeholders, including public sector agencies, private businesses, the academia, citizens and civic organizations. However, this potential has so-far not been very clearly articulated due to the novelty of the open data phenomenon. In 2012 when this work started, a limited number of published scholarly papers were available on the subject. However, a small body of European literature on what was typically termed “Public Sector Information” was readily obtainable. This corpus concentrated mostly on the potential of open access to certain categories of commercially relevant government data, such as geographic data. The main driver for the PSI discussion in Europe was the fact that datasets like GPS, maps and weather data had been open for many years in the U.S., leading to vast and vibrant markets and countless innovations. Beyond these publications, it was difficult to locate scholarly material about the more recent concepts of Open Data, Open Government or Open Government Data (OGD).
In the initial literature search, I used the keywords “Public Sector Information” and “Open Government Data” and “Value” and different combinations thereof. There were no articles in core Information System (IS) journals (Basket of eight) or core IS conference proceedings. Nonetheless, I identified seventy-nine different articles, mostly reports or conference proceedings from other disciplines on the above subjects. The majority of identified articles were published in digital governance or public administration publications or in computer and information science publications. Furthermore, I identified a number of reports where authors had attempted to measure the economic value of particular datasets, and most of these pertained to geographic data. While this PhD study is by design essentially grounded within the IS and e-Government streams of literature, I have drawn from research in different disciplines and from both scholarly and popular media, as recommended by the phenomenon based research approach (von Krogh et al., 2012).

The open data phenomenon has references in different streams of research in different disciplines, as indicated in figure 4. After an initial period of working with the above-mentioned sources, I created the first classification scheme in an attempt to develop a conceptual model. I classified the articles based upon whether their focus was on any of the following topics: 1) open government data related policy making and initiation of ODIs; 2) data platforms, technical and conceptual features of open data or linked data, or economic and legal features of open data; 3) data engagement and use, including business models, role of intermediaries and design of data services; 4) value generation through use of open data, see figure 4.

Since 2012, the volume of literature on open (government) data has increased phenomenally. Over the three years that I have worked on this dissertation, I have collected articles on open data from various sources. Nevertheless, in order to ensure that I was up-to-date with the most recent articles relevant to the study, I initiated a fresh search in Web of Science (in April 2015) by using the following key words: TOPIC: (“open government data” OR “open data”) and “value”). This search yielded seventy-two results, some of which were from fields far removed from IS. Upon scrutinizing the list, I selected the articles that seemed relevant to my topic. Still today, most articles referring to open data are published in the computer or information science streams of literature, and in a vast majority of those cases, the main topic is linked data and the semantic web. Linked data are relevant to the usability and functionality of data for value generation; however, an in-depth technical discussion is not the core topic of this dissertation. Upon a thorough review of the abstracts from
this search, a mere nine of those papers were added to my current collection of papers on open data.

**Figure 4: Four Main Areas in Current Literature**

I had identified two special issues on open data in the Journal of Theoretical and Applied Electronic Commerce Research; the first issue focused on innovation through open data and included seven articles (thereof one article by the author of this dissertation); and the second issue focused on transparency and open data policies, including six articles. By using these sources to look backwards and forwards as recommended by Webster & Watson (2002), I managed to extend the pool of papers further. The final sample added seventy-seven articles to the original seventy-nine; the majority of added papers (forty-two) was published in 2014. Upon a brief review of the abstracts, I classified these articles according to the model in figure 4 (above). While my sample is not an all-inclusive overview of the open data literature, it provides a satisfactory indication of the direction in which current research is mostly focused, besides identifying gaps in the literature. To summarize, most of the papers identified focus on the supply side of open data, including open data policies and technical aspects of data dissemination. Additionally, there is an emerging body of literature where demand side topics are discussed, for instance the role of intermediaries, emerging business models and the role and impact of innovation contests. There was, however, a huge gap in the scientific literature on the subject of explaining how open data generates value. Thus, I needed to seek aspiration from literature on value generation in different contexts. Consequently, I synthesized the literature on open data.
with literature on the changing perception of value generation within the networked society.

2.1 Open Data Strategies, Enablers and Barriers

Governments around the world are increasingly defining and implementing open data strategies and policies. Some of the most common goals of these policies are to increase public sector transparency (Bertot et al, 2010; 2012; Peled, 2011), civic engagement (Bertot et al., 2012; Janssen, 2011), government efficiency (Tinati et al., 2012; Ubaldi, 2013) and/or private sector innovation (Kundra, 2012; Zuiderwijk et al. 2014a). As these open data strategies are relatively new, evidence of the expected impact is still limited (Davies, 2013; Huijboom & van den Broek, 2011). It has been suggested that governments can manage and control impediments to the open data supply process by developing efficient open data policies (Zuiderwijk et al. 2012). Nevertheless, many important questions pertaining to this issue continue to be debated. For example, what is an appropriate open data strategy for governments? Another pertinent question concerns why some governments are achieving success in opening up their data, while others struggle (Huijboom & van den Broek, 2011).

Open data policies are created at many levels of government, ranging from individual cities to international organizations like the European Union (EU). An example of a national level open data policy is the U.S. Open Government Directive and subsequent Executive Order, which makes open and machine readable the new default for all government information (White House, 2009; 2013). The EU Public Sector Information (PSI) Directive is an example of an international open data policy. The PSI Directive presents a common legislative framework, which regulates in what way public sector bodies should make data open and available for re-use (European Commission, 2003). Building on former policies, the EU has now presented an Open Data Strategy for Europe, on making the best use of government-held information through well-defined and precise rules (European Commission, 2011a). An important amendment of the EU strategy of 2011, as compared with previous EU directives and guidelines, is that the EU recommended a general rule that all documents, which are made accessible by public sector bodies, can be re-used for any purpose, commercial or non-commercial, unless protected by third party copyright (Zuiderwijk et al., 2012). Moreover, the strategy states that public bodies should not be permitted to charge more than marginal costs elicited by an individual request for data (ibid).

Since open data policies are a recent phenomenon, applicable systematic research that identifies different policies and relates those differences to policy impacts has not
emerged yet (Huijboom & van den Broek, 2011). A framework for comparison of open data policies is a recent contribution (Zuiderwijk & Janssen, 2014c). The framework includes factors of environment and context, policy content, performance indicators and public values. The authors use the framework to compare seven different open data policies in the Netherlands and suggest that current policies are inward looking, and that more collaboration with external stakeholders could improve these strategies. It is furthermore recommended that ODIs increase focus on stimulating the use of open data and pay more attention to the impact of the policy (Zuiderwijk & Janssen, 2014c).

Several papers have investigated the socio-technical impediments of implementing an open data policy (for instance, Barry & Barrister, 2014; Conradie & Choenni, 2014; Esterman, 2014; Meijer & Thaens, 2009; Janssen et al., 2012; Zuiderwijk et al., 2012). A pilot survey among heritage institutions in Switzerland suggests that while many of those institutions had yet to adopt open data policies, several among them were already considering and examining such policies (Esterman, 2014). The institutions’ views on open data, however, were characterized by skepticism of the potential impact and fear of the consequences of making data freely available, including fear of losing control (Esterman, 2014). Janssen et al. (2012) mention numerous barriers to open data adoption, including lack of awareness and incentives from both the supply and demand side, incomplete or non-existing open data policies, a risk-averse culture, immature legislative infrastructure, low data quality and shortage of supporting technical infrastructure. Additional reservations or obstacles include fear of false conclusions when data are used for analysis, adverse financial effects on government institutions and lack of resources and incentives (Barry & Bannister, 2014; Conradie & Choenni, 2014). Due to these complexities, governments are inclined to find it a challenge to open up their data for public scrutiny, and must subsequently develop appropriate processes and procedures to execute this action (Zuiderwijk et al., 2012).

2.2 Supply Side: Open Data Dissemination

In most cases, the dissemination of open data does not constitute an integral part of the data collection or creation process, and it is usually viewed as a separate activity, which is not integrated into the data custodian’s daily procedures and routines (Zuiderwijk & Janssen, 2013; van Veenstra & van den Broek, 2013). Although opening government data has the potential to generate countless advantages, the process of opening data is a complex and ill-understood activity (Zuiderwijk et al., 2012). Insufficient attention has been devoted to the dilemma of publishing data and thereafter, sustaining and renewing the data disseminated through open data portals
(Zuiderwijk et al., 2014a). The challenges confronting the supply of open data are broadly classified into the following areas: technical features or data platforms; conceptual features, commonly revolving around linked data; economic issues, largely related to pricing of data and funding of data collection; and legal issues that center on licenses, privacy and the legislative role of public institutions.

Insufficient research exists to analyze the individual steps that are required to publish open data after development of policy. Information science literature offers insights into specific areas such as data quality and use of metadata and computer science literature offers a sizable corpus of papers on linked data principles, models and platforms. Nonetheless, these papers do not present a holistic review of the technical issues and other relevant factors to be taken into consideration by organizations, which aim to publish open data. Moreover, open data governance is not well represented in the literature, although some similarities are discernible in the literature on data quality. It has been proposed that ODIs require a central governance organization that is willing to provide various support activities (Hofman & Rajagopal, 2014), but this is not widely supported.

Barry & Bannister (2014) conclude that organizations have to deal with various socio-technical issues regarding data cleansing, understanding the data structures and combining different sources of data. Other currently identified barriers to supplying open data are data formats, which must be machine readable, standardized and easily accessible, and a lack of data portals, which influences discoverability of data (Barry & Bannister, 2014; Janssen et al., 2012; Zuiderwijk et al., 2012). By building upon the current literature on technical barriers to open data dissemination, we can address these barriers by formulating functional requirements for open data platforms (Hofman & Rajagopal, 2014). A platform should provide sufficient functionality for data users who are required to access the data, as well as for data providers who are required to publish their data sets.

The lack of availability of technically re-usable formats and lack of semantic interoperability of open data continues to be a cause of concern (Petychakis et al., 2014). Data sets are often published in a format defined by the system from which the data originate. This poses a challenge for users to reuse the data, since they may lack the context, the original structure and semantics. Openly publishing data models, including syntax (structure), semantics (understanding) and context (metadata) is an imperative cornerstone towards making data more usable (Bountouri et al., 2009; Petychakis et al., 2014). It is recognized that the semantics of open data need to be clearly and concisely specified, for instance by ontologies (Hofman & Rajagopal,
Computer science literature includes semantic models, which are represented as ontologies to address schema heterogeneity (see for instance Alani et al., 2007; Garcia et al., 2015; Höchtl & Reichstädt, 2011). However, interoperability of data does not only deal with semantics, but also with other pragmatics of sharing data that originate from heterogeneous systems (Hofman & Rajagopal, 2014). Results of a recent study confirm that to date, there is no uniform policy on the subject of provision of public sector information across data sources in the countries of the EU, and the current portals seldom support a semantic search (Petychakis et al., 2014). These results indicate the importance of further in-depth investigation into the relationship between the conceptual foundations of open data and their ongoing use.

Among research topics concerning dissemination of open data are the economic issues related to funding such initiatives. While collecting, processing and storing digital information may incur high fixed costs, the online dissemination of open data has very low marginal costs (Pollock, 2008). Prior research thus supports the notion that supplying open government data free of charge is generally justifiable on grounds of economic efficiency. This scenario is relevant particularly when there are no apparent obligations and risks related to nondisclosure (Cook, 2010). Furthermore, there seems to be a relationship between the public sector funding model and the economic results displayed by firms re-using open data. Based upon a study of 14,000 firms in the architectural and engineering business in fifteen countries during the period from 2000-2007, it was established that firms operating in countries where public sector agencies provided fundamental geographical information either freely or at maximum marginal costs had grown significantly. Their growth rate was, on average, about fifteen percent higher per annum, as compared to firms in countries where public sector geographic information was priced based upon a cost-recovery principle (Koski, 2011). Nevertheless, many public sector organizations have funding models that prevent them from freely disseminating open data (Barry & Bannister, 2014). Moreover, public sector officials do not comprehend the reasoning behind supplying valuable data free of charge and thereby, enabling commercial firms to profit from that data, while the public sector experiences an acute lack of resources (ibid).

A large proportion of the data made available as part of ODIs, are currently not published under an open license. A recent survey amongst Swiss heritage organizations revealed that most of them (83%) possessed no experience with alternative licensing models, such as Creative Commons licenses (Esterman, 2014). Heterogeneous licenses pose an added challenge, in view of the fact that users of open data may have trouble understanding and distinguishing between different licenses, especially when
combining different data and using that data commercially (Martin et al., 2013). Furthermore, additional legislative barriers complicate the act of opening up government data. For instance, the stakeholders in the Danish BDP needed to modify nearly ten different laws, in order to make geographic data and data from the business register free and open. Several public sector organizations are required by law to sell data to fund their operations (see discussion in Paper VI). Finally, while open government data are by definition not personal data, the data risk becoming person sensitive when combined with other publicly available data or if the data are de-anonymized (Kulk & Loenen, 2012; Meijer et al., 2014). Public sector organizations are apprehensive about matters like the threat of privacy violations by virtue of releasing data and being legally liable if open data are misused. Moreover, accidentally publishing data that could reveal privacy or security related information could damage the reputation of an organization (Zuiderwijk et al., 2014b).

2.3 Demand Side: Using Open Data

The underlying motivation behind the establishing of many ODIs is that external innovators will benefit from the data and employ the data to develop novel digital products and services (Hjalmarsson et al., 2015a; Kuk & Davies, 2011). However, contrary to expectations, evidence of use of open data in innovations is still lacking (Davies, 2013; Foullonneau et al., 2014). Previously acknowledged barriers to use of open data are bad data quality, data being inaccessible or not usable (for example not published in machine-readable formats), and data which are not coherent and discoverable. Other identified obstacles include license restrictions, a lack of dialogue between data providers and re-users, lack of relevant skills, immature business models and risks related to the sustainability of data delivery (Davies, 2013; Janssen et al. 2012, Jetzek, 2014a; Martin et al., 2013; Zuiderwijk and Janssen 2014b). A knowledge gap has been identified, particularly for explaining methods by which to establish a sustainable open data ecosystem populated by interdependent stakeholders who supply and consume open data and digital services produced for this market (Lindman et al., 2013).

Ecosystem is a metaphor often used to denote an interdependent social system of actors, organizations, material infrastructures, and symbolic resources that can be created in technology-enabled, information-intensive social systems (Harrison et al., 2012). Hjalmarsson et al. (2015b) classify the key stakeholders in an open data ecosystem based upon the following four categories: 1) data providers that make data available beyond their organizational borders; 2) open data brokers or intermediaries;
3) third party developers (entrepreneurs); and 4) consumers or end users who use the results from the market to resolve challenges in everyday situations. All members of an ecosystem contribute to the generation of value from open data, although at present their actions are not well-coordinated (Mayer-Schönberger & Zappia, 2011). Research indicates that a digital ecosystem functions optimally if there is fruitful interaction between cooperating and competing actors (Heimstädt et al., 2014). A widely applied method to increase such interaction is to host innovation contests. These contests are in practice typically defined as hackathons. These events provide a meeting platform for data suppliers (most frequently from the public sector) and developers, and may lead to collaboration on a specific dataset or cooperation to confront a specific social challenge. Nevertheless, beyond the impact on catalyzing product and service development through open data, we know little about how innovation contests contribute towards the establishment of sustainable open data ecosystems (Juell-Skielse et al. 2014).

From the literature review, I infer the following three conclusions:

a) There is a growing body of literature on barriers and enablers, generally relevant to open data dissemination and less focused on open data use. While the current classifications of enablers and barriers of open data dissemination are beneficial, they exhibit three main shortcomings. Firstly, the enablers and barriers originate from a variety of structures. While some of them are features of the data themselves, others are dimensions that reflect the ability of external users to access and work with the data, and yet others are factors that exhibit the relevance of the context in which data are collected and disseminated. Secondly, enablers and barriers are commonly classified together over multiple levels of analysis. For instance, legal data protection frameworks are placed at the societal level, while open data licenses can differ between individual datasets. Funding issues vary between individual ODIs and even datasets. Capabilities such as IT skills and technical infrastructures vary between organizations but also between countries. Finally, we recognize a lack of longitudinal research on individual initiatives, which would offer the ability to understand the relationships between these enablers and barriers and dynamic issues like policymaking, governance processes and implementation procedures.

b) Rather few of the articles in available literature focus on the use of open data and open data engagement mechanisms. Nonetheless, we can confidently state that this body of literature is rapidly growing, especially in the context of innovation contests and open data services. There is an urgent necessity to understand the
phenomenon of open data from the demand side, since publishing open data has limited benefits if there are no users for that data.

c) Current research offers practically no discussion on the topic of open data value, except for a minimal number of reports that attempt to identify the macro-level economic value of specific datasets. There is a huge gap in the literature when it comes to understanding how open data generate value, the type of value that is generated, and the best means by which this value can be exploited and identified. A few papers briefly mention the concept of public value, but usually on a very abstract level, without discussing the relevant mechanisms or how public value can be measured. This lack of research motivated me to review the value literature in various disciplines, generally documented in a different context, yet relevant enough to impart inspiration and provide theoretical foundations for the study.

2.4 Value Generation in a Networked Society

The two categories of value frequently discussed in different streams of literature are economic value, which is defined as the worth of a good or service as determined by the market; and social value, which is created when resources, inputs, processes or policies are combined to generate improvements in the lives of individuals or society as a whole. The primary function of the structures of the industrial economy’s markets was to facilitate the creation and documentation of economic value. In the industrial economy, value is traditionally measured through the price of a good, as most exchanges make use of the markets. The free market mechanism leads to a state of equilibrium, wherein the price is a reflection of the worth of each good to the “average buyer.” However, with the advent of the World Wide Web and the adoption of open access, open source software, open data and similar ideologies, it has been suggested that the market mechanisms are only capable of explaining a part of the modern day value exchanges (Benkler, 2006).

Another feature of the industrial economy is a perceived dichotomy of the market and the state (Porter & Kramer, 2011). The free markets operate under the principle of each player maximizing his own economic value (profits), which should eventually lead to the most efficient distribution of goods and services (based on assumptions of rational behavior and full information). The state, however, is generally responsible for creating a structure around alleged market failures, when the potential to generate economic value on the market does not lead to an optimal situation for society. Yet, this perceived divergence between the state and the markets is being increasingly contested due to the inadequate ability of current social and economic structures to
address emerging social challenges. The concept of shared value has been introduced
as an attempt to amalgamate the concepts of social and economic value (Porter &
Kramer, 2011). Shared value is based on the belief that societal needs, and not purely
economic needs, define markets. It also recognizes that social harms, such as wasted
energy, health problems and/or the need for remedial training to compensate for
inadequacies in education, create internal costs for companies (Porter & Kramer,
2011). The underlying notion behind the concept of shared value is essentially about
expanding the overall pool of economic and social value, and simultaneously
increasing the competitiveness of businesses and society.

The concept of public value has been studied for over twenty years, but has recently
received renewed attention in the public administration and digital government
literature, specifically in the context of open data. The central proposition in Moore’s
(1995) public value framework is that public resources should be used to increase
value, not only in an economic sense, but also in broader terms of what citizens and
communities value. A recent reframing of Moore’s definition of public value includes
a discussion of “What adds value to the public sphere” (Benington, 2011, p. 31), where
the public sphere includes the state, the market and civil society. The dimensions of
public value include: 1) economic value: adding value to the public realm through the
generation of economic activity; 2) social and cultural value: adding value to the public
realm by contributing to social cohesion and well-being; 3) political value: adding
value to the public realm by stimulating and supporting democratic dialogue and active
public participation, as well as citizen engagement; and 4) ecological value: adding
value to the public realm by actively promoting sustainable development and reducing
pollution, waste, and global warming (Benington, 2011).

Welfare economists apply the concept of social welfare to describe a construct that
reaches further than the commonly used measure of Gross Domestic Product (GDP) as
an indicator of value. As GDP primarily measures market production, it ignores many
determinants of social value such as the environment, freedom, health and education
(Fleurbaey, 2009; Michaelson et al., 2009). For example, traffic jams may raise GDP
as a result of increased volume of gasoline bought on the markets, but traffic jams
obviously do not improve the quality of citizens’ lives. However, companies that
develop and sell products that reduce traffic jams by providing commuters with real-
time traffic information, not only contribute directly to GDP, but also simultaneously
improve wellbeing through reduced stress, decreased pollution and by saving the
valuable time of commuters. Hence, they manage to increase social welfare through
their commercially viable products. While there is still no generally accepted method
of value accounting that can replace current accounting practices, we already see an advent of emerging societal-level indices, intended to extend the GDP measures and bring attention to other important aspects of society. To name a few, there are OECD Better Life index, the United Nations Human Development index and Social Progressive Imperative’s Social progressive index.

The need to assess intangible value has been also been emphasized recently within the IS value research stream (Kohli & Grover, 2008). In today’s complex organizational settings, both businesses and consumers are perceived as the arbitrators of value creation. Therefore, the true benefits of IT to these stakeholders may not be accurately reported if pure financial metrics, or even ex-ante market value are overemphasized (Kohli and Grover, 2008). In view of this, the relationship between the generation and appropriation of value for multiple stakeholders in the context of networks and alliances is increasingly being viewed as a multifaceted construct (Sarker et al., 2012). Hence, it is only through a multidimensional view that we are able to acquire a true picture of the value generated within network relationships (Gil-Saura et al., 2009). Co-creation of value occurs when different companies join together to create new value, most often in situations where the collaborating organizations are not capable of creating similar value on their own (Grover & Kohli, 2012). Co-creation “represents one of the most important streams in the IT value research area” and will gain greater importance as firms expand collaborative relationships with other firms (Grover & Kohli, 2012, p. 231). However, despite the recent focus on the creation of value in collaborative settings, little is known about the underlying mechanisms (Sarker et al., 2012).

3. Methodology

This PhD study was planned as an explanatory research, which seeks explanations of observed phenomena, problems, or behaviors and seeks answers to why and how types of questions. Furthermore, explanatory research attempts to identify causal factors and outcomes of the target phenomenon (Bhattacherjee, 2012). The research philosophy is that of critical realism, which falls between positivism and subjectivism in the post-positivistic tradition, as discussed in section 3.1.

3.1 Research Philosophy

The term epistemology originates from the term epistêmê, which is the Greek word for knowledge. Epistemology is the philosophy of how we come to generate knowledge. It
is therefore not necessarily a description of methods, but rather the underlying beliefs. Positivism is a specific philosophy of science, often linked to the physical sciences, which use a scientific method to prove or disprove claims of knowledge. Positivism commonly evaluates results with the help of statistical methods and aims for generalizations and quantifiable observations. On the other hand, interpretive philosophy or interpretivism adopts the position that our knowledge of reality is a social construction by human actors (Walsham, 1995). Interpretivism incorporates no objective data, since it works on the assumption that the researcher uses his or her preconceptions to guide the process of inquiry (ibid). Followers of interpretivism frequently favor use of qualitative data, yet the research philosophy by its very nature, does not predict what type of data is used.

Critical Realism (CR) is a growing intellectual movement in various social science disciplines, including the IS discipline (Tsang, 2014; Wynn & Williams, 2012; Williams & Karahanna, 2013; Zachariadis et al., 2013). Two basic philosophical theses comprise the foundation of CR. Firstly; CR expounds the existence of a reality independent of human perception and cognition. Secondly, this reality exhibits its own inherent order (Tsang, 2006). CR predicts that there is a difference between scientific concepts, laws, and theories or what is referred to as transitive objects of knowledge on the one hand, and the intransitive structures and mechanisms of the world, which our theories refer to, on the other hand (Bhaskar, 1978). Intransitivity implies that these structures and mechanisms exist independently of our knowledge of them (Tsang, 2014). CR acknowledges the role of the subjective knowledge of social actors in a given situation, along with the existence of independent structures that constrain or empower human actors pursuing certain actions in a particular setting (Wynn & Williams, 2012). Researchers who apply methodological approaches consistent with the CR paradigm are thus in a more suitable position to provide detailed causal explanations of a given set of phenomena, than those researchers who adhere to positivism. At the same time, these researchers are able to propose general relationships within a given context, which would not fit with the interpretivist paradigm.

Ontology is the philosophical study of what constitutes reality and how we can understand existence. Critical realism assumes a stratified ontology divided into three domains: the real, the actual, and the empirical (Bhaskar 1975, 1978, 1989). This important illustration highlights the fact that even though there is one reality, it does not necessarily follow that researchers have immediate access to it or that they are able to observe and realize every aspect of that reality (Zachariadis et al., 2013). Moreover,
the philosophy of critical realism emphasizes the explanatory role of generative mechanisms (Bhaskar, 1998). Generative mechanisms are used to describe and explain causal relationships through the specifying of how central events or outcomes are produced and reproduced by the structures, actions and contextual conditions in a particular setting (Williams & Karahanna, 2013). Generative mechanisms exist in the real, but can trigger events that happen in the domain of the actual (Bygstad & Munkvold, 2011). These events may (or may not) be observed in the empirical domain. The stratified ontology of CR is illustrated in table 1.

Table 1: Stratified Ontology of Critical Realism

<table>
<thead>
<tr>
<th>Mechanisms</th>
<th>Domain of Real</th>
<th>Domain of Actual</th>
<th>Domain of Empirical</th>
</tr>
</thead>
<tbody>
<tr>
<td>Causal relationships or tendencies that explain how events happen</td>
<td></td>
<td>Events result from mechanisms which are triggered (or not) depending on the context</td>
<td></td>
</tr>
<tr>
<td>Events</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manifestations</td>
<td></td>
<td>If events are observed or measured they exist in the empirical domain</td>
<td></td>
</tr>
</tbody>
</table>

Source: Adapted from Bhaskar, 1975, 2008 and Wynn & Williams, 2012

CR is important for IS research for three main reasons: 1) CR enables us to take a fundamentally realist stance, while accepting the major critiques of naïve realism. 2) CR endorses both natural and social science, and thus, comprises both hard and soft (and critical) approaches. 3) CR is in conformity with the reality of IS as an applied discipline (Mingers, 2004). CR posits that a special mode of inference must be adopted, in order to explain events “by postulating (and identifying) the mechanisms which are capable of producing them” (Sayer, 1992, p. 107). This logic of inference is entitled retroduction (Bhaskar, 1998; Zachariadis et al., 2013). Retroduction allows researchers to move between the knowledge of empirical phenomena as expressed through measured or observed instances of events to the creation of explanations (or hypothesizing), in ways that hold “ontological depth” and potentially offers some
indications on the existence of unobservable mechanisms (Downward & Mearman, 2006, Zachariadis et al., 2013).

Retroduction is a form of abductive reasoning. In brief, abductive reasoning is a form of logical inference that goes from an observation to a hypothesis that accounts for the observation, ideally seeking to find the simplest and most likely explanation. Abduction involves analyzing data that fall outside of an initial theoretical framework or premise, while retroduction is primarily a method of conceptualizing and theorizing causal relationships. Retroduction refers to the application of previously identified mechanisms and/or identification of new mechanisms to explain the causal events that can generate an observed outcome in a specific context (Wynn & Williams, 2012). Used in conjunction, these forms of inference can lead to the formation of a new conceptual framework or theory (Danermark et al., 2002).

It is generally argued that the retuctive approach to research embraces a wide variety of methods (Downward & Mearman, 2006; Venkatesh et al., 2013; Wynn and Williams 2012; Zachariadis et al., 2013). This approach integrates qualitative and quantitative approaches, with the aim of identifying and hypothesizing about the generative mechanisms that cause the events we experience. CR advocates a marginally different interpretation from the standard data analysis validation criteria of qualitative and quantitative research (Zachariadis et al., 2013). In CR-based quantitative research, internal validity goes beyond confirming observed correlations and interprets them as manifestations of the particular generative mechanism in the context of the field. Findings from correlational statistics can therefore prove beneficial, by virtue of providing information about the relationships of events observed in the empirical domain, while causal assumptions must be hypothesized or tested through further means such as experimental design.

3.2 Research Design

Researchers opine that the preference for either qualitative or quantitative methods may be an obstacle to scientific progress (von Krogh et al., 2012; Venkatesh et al., 2013; Zachariadis et al., 2013). The research questions under consideration and the nature of the phenomenon, as well as the degree of closure that is assumed, ultimately determine the suitability of methods (Downward & Mearman, 2006). For example, a study can address more than one research question, with all the questions focusing on the same phenomenon, which will underscore “different aspects of abstraction and uncover alternative characteristics of the same layered reality” (Zachariadis et al., 2013, 866). Methods such as case studies help establish the context specific
understanding further, by exploring the meaning and mechanisms of particular processes, while econometric methods can be used to explore their generality in the sense that similar demi-regularities might be detected (Downward & Mearman, 2002). Thus, combined use of qualitative and quantitative data may serve to generate unique insight into a complex social phenomenon in an unfolding reality (Bhattacherjee, 2012; Von Krogh et al., 2012).

Mixed methods research has been termed the third methodological movement or paradigm (Venkatesh et al., 2013). Researchers who apply a mixed methods research approach analyze both qualitative and quantitative data and therefore, are capably positioned to use their substantial body of observations to formulate a unified theory consisting of valid concepts and theoretical mechanism, or meta-inferences (Venkatesh et al., 2013). Meta-inferences are defined as “theoretical statements, narratives, or a story inferred from an integration of findings from the quantitative and qualitative strands of mixed methods research.” (Venkatesh et al., 2013, 38).

A concurrent mixed methods design approach refers to quantitative and qualitative data that are collected and analyzed in parallel and consequently, the data are used to create a more holistic view of the phenomenon (Creswell, 2003). As open data are an emerging phenomenon, I undertook my analysis within a constantly evolving reality. Moreover, I wanted to examine the phenomenon from up close and from afar, as is recommended for doing Engaged Scholarship (Van de Ven, 2007). I adopted a complementary approach for the use of mixed methods, using different methods to gain complementary views of the phenomenon (Venkatesh et al., 2013; Zachariadis et al., 2013). I favored this type of design, in view of the fact that the overall goal of my inquiry was firstly to understand and document the phenomenon of open data, and then to explain how open data generates value. Moreover, my design evolved into a developmental approach, as I applied the findings from my qualitative studies to guide the development of constructs and search for quantitative data, which I would subsequently use to test the hypothesized relationships (Venkatesh et al., 2013).

I selected a longitudinal case study as the main qualitative research method, because this method conforms to the fundamental doctrines of the CR philosophy (Tsang, 2014). A case study is defined as “an empirical inquiry that investigates a contemporary phenomenon in depth and within its real-life context, especially when the boundaries between phenomenon and context are not clearly evident” (Yin, 2009, 18). In general, the case study is a preferred method when: 1) the investigator asks “how” or “why” questions; 2) the investigator has limited control over events; 3) the focus is on a contemporary phenomenon within a real-life context (Yin, 2009). The
inquiry should rely on multiple sources of evidence, and the data (for example, interviews, observations, documents and archival records) should converge in a triangulating fashion. Strong triangulation of data sources is vital towards establishing the necessary reliability and validity of a research study (Yin, 2009). The case study also benefits from the prior development of theoretical propositions to guide data collection and analysis (Yin, 2009). The strength of the case study research method is its ability to discover a wide variety of social, cultural, and political factors, which are not determined beforehand to be potentially related to a phenomenon of interest that may not be well-known in advance (Bhattacherjee, 2012).

For this PhD study, I conducted two longitudinal case studies. The first case study pertained to the global energy tech vendor Opower, and was carried out with the goal of understanding how value is generated through data-driven innovation. This case study primarily examines the demand or user side of open data. The second case study investigates and analyzes a particular ODI, the Danish Basic Data Program (BDP), and reports on the tensions and governance challenges the program encounters. This inquiry was focused on the supply side of open data. I thus used the qualitative strand for creating a detailed insight into the open data phenomenon based on two real-life cases. I explored the phenomenon through observation and interviews and made use of these data to select and conceptualize relevant constructs and to understand comprehensively the hypothesized relationships. The limitations of a case study analysis, however, are that this form of inquiry demonstrates a tendency to be heavily contextualized and nuanced (Bhattacherjee, 2012). Moreover, interpretation of findings may depend on the observational and integrative abilities of the researcher. The lack of control over events may lead to difficulty in establishing causality, and findings from a single case site may not be readily generalized to other case sites (ibid).

In order to address these limitations I also conducted two empirical quantitative studies (Paper III and Paper VII). I present the conceptual model that is used in those studies in Chapter 5. The model has foundations in state-of-the-art research, but is extended through triangulation of results from qualitative and quantitative data analysis. I encountered numerous barriers when confronted with the task of designing a study that would statistically estimate whether or not openness of data is a relevant enabling factor for societies aiming to stimulate value generation from data. The first barrier relates to the severe complications that arise if one wants to trace the value that governments, companies and individuals gain from using these data. It is understandably difficult to comprehend how societies would have fared without access to these data and experimentation was not an option in this context. Moreover, due to
the very nature of open access, it is a demanding task to identify all the users and usage of multiple sources of data. Consequently, I utilized a correlational approach as my remaining option. I conducted a macro level study comparing countries that are at various distinct stages in the process of opening data. The primary advantage of performing cross-sectional analysis is that it does not rely on the researcher being able to identify the advent of open data in all countries. In many countries, data have been open for years, much prior to the commencement of the mainstream open data initiatives. Instead, it allows the researcher to determine the status of selected variables in one particular year with the aim of detecting whether countries at more advanced stages of opening data will systematically demonstrate superior performance, conceptualized as sustainable value.

The next barrier was to analyze and deduce a method of reflecting the level of sustainable value present in different countries. Numerous macro-level analyses have previously attempted to estimate the overall economic value of open data (see for instance de Vries et al., 2011, Houghton, 2011, McKinsey, 2013a; Vickery, 2011). However, none of these studies have attempted to document the intangible or social dimensions of value, recognized to offer even more benefits than the economic value (McKinsey, 2013a). While ODIs generally highlight the economic potential of increased use of data, in fact, even more attention has been paid to concepts such as transparency and collaboration, with the underlying motive of increasing social value. McKinsey, a premier multinational consulting firm, has highlighted the implications of various informational benefits from open data to consumers, for example the ability to decide which school best satisfies our educational requirements, or the most convenient mode of transport suited to our needs (McKinsey, 2013a). The above examples illustrate the need for a model that can connect the availability of open data with the level of available information and give evidence to whether the existence of such information indicates higher levels of societal level phenomena, such as the overall level of education.

By virtue of their contextual nature, the basic structure of mechanisms is frequently described as a context-mechanism-outcome pattern. Hence, only by employing a structural model can we adequately reflect this structure, consequently calling for use of statistical methods that can estimate structural models. A structural model contains formulas representing the relation of every dependent variable to its independent variables, whereas the reduced form exhibits only the net or overall relation between the dependent variable and the ultimate independent variable (Henseler et al., 2009; Tsang, 2006). The ability to operationalize theoretical but unobservable phenomena
has long been viewed as the core strength of the structural equation modeling method. Thus, I elected to conceptualize sustainable value as a latent variable, applying economic, social and environmental indicators as recommended in the earlier works of Stiglitz et al. (2009). Additionally, the model needed to reflect the importance of the context in which value generation through open data takes place, including elements of the soft infrastructure (King & Uhlir, 2014).

The partial least squares (PLS) analysis method was chosen for several reasons. Firstly, PLS is a recommended structural equation modeling method for secondary data analysis (Henseler & Sarstedt, 2013). Secondly, the theory development efforts needed to clarify what are the most essential antecedents of the target constructs. PLS is recommended when the goal of a study is to build rather than test theory, which was the case in this inquiry due to the emergent state of the open data phenomenon (Hair et al., 2011; Ringle et al., 2012; Sarstedt et al., 2014). Thirdly, I used a formative variable to model the robustness of regulatory data and privacy protection framework, and PLS is recommended for models that make use of formative variables. Moreover, the model included both mediating and moderating relationships, indicating high model complexity (Sarstedt et al., 2014). Finally, the data used was a relatively small set of cross-country data, including data that are not normally distributed. Since PLS is based on a series of ordinary least squares or linear least squares (OLS) regressions, it makes minimum demands regarding sample size, and generally achieves high levels of statistical power (Hair et al., 2011). Nevertheless, as is necessary, I did consider the overall characteristics of the data and model in order to ensure that the sample size was sufficient to achieve adequate statistical power (Marcoulides & Saunders, 2006).

The empirical papers (paper III, IV, VI and VII) offer a more detailed discussion of the methodology applied in each of them.

### 3.3 Data Collection

I collected the qualitative data for the Danish BDP case study between November 2011 and March 2015 through my interactions with various stakeholders directly or indirectly involved in the BDP. Interviews were the main method for primary data collection, but additionally I participated in various events such as the initial meetings for different project phases and project conferences. Moreover, as I worked for the company responsible for implementing the technical data infrastructure, I had the opportunity to observe the BDP from a vendor perspective. Over the project period, I conducted twenty-eight formal interviews with twenty-two interviewees, ranging from half an hour to one and a half hours. In a majority of cases, the interviews occurred in
the respondents’ offices and all the interviews were conducted face-to-face. Most of the interviewees communicated in Danish, but for a few interviews, we used English as the medium of communication (mostly non-Danish speaking interviewees). In order to sufficiently document the progress of the BDP over the case study period, specified respondents were interviewed multiple times. The key informant was the program leader, who had extensive dialogues with the author, with reference to the program and its major challenges and opportunities. An overview of the dates, the number of interviewees participating in each interview, the number of interviews with each interviewee, and their roles in the organization, appears in table 6 in Appendix B.

After a few initial exploratory interviews, all the interviews had a semi-structured format. Key questions prepared beforehand addressed the interviewees’ perceptions of the BDP, their motivations and their opinion regarding main tensions and challenges. I also asked about what they understood to be the primary value proposition of the program. Some of the interviewees had worked with open data in Denmark for many years. With these interviewees, I investigated further with additional questions that focused on the program’s “historical” aspects, in order to improve understanding of the social, economic and political contexts in which this program operated. Furthermore, I examined selected project documents (I was unable to gain access to all documents, due to confidentiality restrictions necessary for the technical infrastructure tender process). Correspondingly, I analyzed publications from the organizations that participated in the BDP to acquire insights on their perceptions of the program’s contribution to value generation, and reviewed newspaper articles that discussed the subject of value of open data, or more specifically basic data, in Denmark. Finally, I gained access to a report containing an external review of the BDP, which included information about the main governance tensions. Additional material that supported my analysis comprised of policy documents, tender documents and meeting notes, in conjunction with scientific research papers on open data, interoperability and management of complex systems. These different qualitative sources were triangulated to increase the credibility and dependability of inferences (Teddlie & Tashakkori, 2009; Yin, 2009).

The collection of data for the Opower case study took place over several months in 2013. I conducted one group interview and afterwards engaged in correspondence over email for follow-up questions. Most of the qualitative data used in this study was secondary data, collected over the web, although I gained access to some primary documents we got directly from Opower. I gave Opower an opportunity to comment on the storyline and conclusions before publication to correct any factual errors and to
The quantitative part of the study demanded specificity and precision in conceptualization of the constructs, and this proved useful in order to overcome the common problem of deficient construct clarity (Suddaby, 2010). As discussed in section 3.2, I opted to perform secondary data analysis for testing the hypothesized relationships between the liquid open data construct, supplementary enabling factors, the mediating variables and sustainable value. Using secondary data provided an effective means of research in a situation where primary data collection was not feasible due to the very nature of the sample (cross-country comparison was necessary, since the research is positioned at the societal level). I aimed to observe the manifestation of events I had proposed would be instantiated, if the hypothesized mechanisms were activated as data became open and liquid. An important limitation of this method is that I could merely look for these manifestations within the pool of pre-existing measures. Fortunately, I could choose from a large volume of openly available data from respectable data providers, which proved to be highly relevant to our theoretical constructs (an illustration of the value of having open access to data that are easily accessible and downloadable in machine readable formats). One benefit of using secondary data from diverse sources is that they circumvent problems such as common-method/single source bias. The final sample used in Paper VII was a convenience sample of the seventy-six countries that were included in the Open Data barometer (the pilot study in Paper III included sixty-one countries), published by the Open Data Institute (Davies, 2013). Table 7 in Appendix B displays individual item measurements.

4. Assumptions and Meta-theory

All theories comprise a set of assumptions from which empirical generalizations are derived (Merton, 1949). In the social sciences, a satisfactory explanation must ultimately be anchored in hypotheses or assumptions about individual behavior (Elster, 2007). Constructing a set of explicit, behavioral assumptions enables us to underline the point that all macro-level, societal phenomena are inherently derived from human beliefs and actions. Based upon these assumptions, we thereupon apply the method of retroduction to hypothesize about the mechanisms that are capable of explaining the process by which initial conditions work together to produce human actions, which collectively result in a (potentially) observed outcomes at the societal level. Since the core behavioral assumptions of a theory often form the foundation of its mechanistic
explanations, it is crucial to define these assumptions explicitly, during the early stages of empirical research (Tsang, 2006).

4.1 Basic Assumptions

The classical economic model of strategic interaction assumes that people are: a) largely concerned about bettering their own material situation; and b) in order to achieve this, they determine an optimal strategy through perfectly rational judgments. However, new results from behavioral economics discredit these assumptions, since new evidence discloses that people are, in fact, concerned with unobservable outcomes such as reputation, fairness or the well-being of others, as well as the ways in which their own immediate actions might affect their and others future well-being (Shogren, 2012). A comprehensive review of empirical studies of behavioral assumptions pointed to hundreds of studies that discredit the validity of the assumption of self-interest (Rabin, 1998). Individual preferences may undoubtedly be at odds with public welfare. This is characterized as a social choice problem, which may be alleviated via constructive social choice (Sen, 1999). Constructive social choice stipulates that individuals do not simply act on their planned personal and known preferences, but interact with each other to rearrange and shape those preferences (York et al., 2013). Information dissemination through social networks may, as an example, act as a medium for constructive social choice.

The rationality of individuals is limited by the information they possess, the cognitive limitations of their minds, and the finite amount of time they have to make a decision (Shogren, 2012). People typically do not apply sufficient cognitive effort to calculate an optimal strategy, but rather resort to heuristics, which may be influenced by context (Simon, 1957). Bounded rationality is “behavior that is intendedly rational but only limitedly so” (Simon, 1957, xxiv). Limited quality and quantity of information available to firms and individuals introduces a “boundary” to rational behavior, as it reduces an individual’s ability to assess present and future environmental states (Hitt et al., 2011). We must therefore assume that people face a multi-dimensional value function consisting of complex relationships and even contradictions between individual and social well-being. Moreover, we as individuals have limited ability to choose rationally between different options, especially when lacking information.

Proceeding from the above, we should clarify the principal distinction between data and information. The same meaning seems to be frequently attached to these two important concepts in the open data/big data discourse, in some measure due to the novelty of these phenomena. Nevertheless, the data-information-knowledge
relationship is already well established, and constitutes the foundation of the IS discipline (Kettinger & Li, 2010). Data are recorded (captured and stored) symbols and signal readings, whereas information is a message that contains relevant meaning, implication, or input for decision and/or action (Liew, 2007). Knowledge, on the other hand, is reflected in (1) cognition or recognition (know-what); (2) capacity to act (know-how); and (3) understanding (know-why) that is contained within the mind or in the brain (Liew, 2007). If we are to understand the relationship between raw data and value, we must have a basic understanding of the underlying value chain, or perhaps more accurately, value network. It has been suggested that the ultimate purpose of knowledge is for value creation (Liew, 2007).

Kettinger and Li (2010) note that information represents a status of conditional readiness for action, which is generated from the interaction between the states measured in data and their relationship with future states predicted in knowledge (Kettinger & Li, 2010). “Information is the meaning produced from data based on a knowledge framework that is associated with the selection of the state of conditional readiness for goal-directed activities.” (Kettinger & Li, 2010, 415). Thus, new information forms the basis for action through its potential influence on people’s decisions, and consequently, their behavior. An important role of technology is therefore to augment people’s capabilities in dealing with multiple sources of data, in order to generate information as a basis for better operations or decisions (Kettinger & Li, 2010). Following this interpretation, with the aim of facilitating value generation from data, the data should be transformed to information that serves as a catalyst for enhanced decision-making, applicable behavioral change and the ability to act swiftly, more accurately and with optimal use of resources.

As a foundation for the proposed theory, I advance two basic assumptions.

The first assumption is that individuals in general aspire to go beyond increasing their own material wealth in their efforts at value generation. In other words, most individuals possess the necessary intrinsic motivation for sustainable value generation. Accordingly, I assume that individuals will strive to generate sustainable value, including the economic, social and environmental dimensions, for all stakeholders and future generations (van Osch & Avital, 2010). However, while intrinsic motivation is a necessary condition for sustainable level value generation at the individual level, it is not sufficient. A class of behavioral theories, based on the Motivation- Opportunity-Ability (MOA) framework, further explored in Paper V, indicates how extrinsic motivation combined with the opportunity and ability to perform certain tasks influences the behavior of individuals (Blumberg & Pringle, 1982; Reinholt et al.
Consistent with this framework, motivation is defined as goal-directed arousal (MacInnis et al. 1992; Rothschild, 1999). In the context of this study, motivation implies that individuals are provided with an incentive to allocate resources to generate sustainable value from data; opportunity refers to the environmental or contextual factors that enable action; and ability represents the power or capacity to act.

The second assumption I advance is based on the notion of bounded rationality. People will be able to make better decisions if provided with information that is relevant to the situation they face. Access to relevant information therefore pushes the boundaries of our ability to choose rationally and contribute to the generation of sustainable value, which is what we wish to do. Recent research on online shopping behavior has supported the notion that increased transparency of information can significantly influence user behavior, consequently contributing to customers being more satisfied with choices they make (Xu et al., 2014). While having access to too much information can have a paralyzing effect, the right amount of information sufficiently contextualized can really help us make better decisions. Why is this assumption relevant for this study? The underlying motive is my proposal that a large part of value generation from use of open data essentially comes about through the creation and sharing of information over networks. Access to this information subtly influences individual behavior, utilizing the forces of constructive social choice to influence collective behavior, and eventually creating value through means such as improved decisions making.

4.2 Social Mechanisms

Let us assume that we have observed a systematic relationship between two types of events, I and O. The way in which the two sets are linked to one another is expressed through the mechanism M: I → M → O. This high-level model represents what can be described as a structural equation, in which the mechanism mediates the effect of I on O. A mechanism can be explained by opening up the so-called black box and thereby making “…explicit the causal cogs and wheels through which effects are brought about.” (Hedström & Ylikoski, 2010, 54). The mechanisms approach thus develops a causal reconstruction of a phenomenon by identifying the overarching processes through which an observed outcome was generated (Bunge, 2004; Hedström & Swedberg, 1998; Machamer et al., 2000; Mayntz, 2004). A majority of the accepted mechanism definitions across various disciplines share several general concepts (Hedström & Ylikoski, 2010). First, a mechanism is identified by the type of effect or phenomenon it produces. A mechanism is always a mechanism for something (Darden,
In this study, the mechanisms I aim to uncover are for value generation. Second, a mechanism is an irreducibly causal notion. It refers to the entities of a causal process, which produce the effect of interest. Third, the mechanism has a structure. When a mechanism-based explanation opens the so-called black box, it discloses this structure.

Mechanisms are a key construct in many disciplines of science and are defined as frequently occurring and easily recognizable causal patterns (Elster, 2007). “In the natural sciences, no event or process is regarded as having been satisfactorily understood unless its actual or possible mechanism has been unveiled” (Bunge, 1999, p. 63). Mechanisms are not like the deterministic laws of physics, in which certain inputs positively lead to certain outputs (Elster, 2007; Hedström & Swedberg, 1998). Instead, mechanisms allow us to address the probabilistic nature of social life. In social theory IS research, collective entities and processes unfolding in a social context are understood to typify and represent the generation of aggregate effects from the actions of individuals (Avgerou, 2013). Therefore, a methodological strategy to cope with theoretical complexity is the acceptance of mechanisms in terms of collective actors (ibid). Avgerou (2013) identifies two main spheres wherein social mechanism based explanations augment social theory IS research: First, social mechanisms make explicit the causal paths that produce outcomes of IS phenomena, and thus, lead to a more constructive explanatory theory. Second, being empirically driven, the tracing of social mechanisms is likely to produce new insights beyond those implied by the theories that frame existing research, thus contributing to a more complete, multi-causal explanation (Avgerou, 2013).

4.3 Coleman’s Framework – The Micro-Macro Conundrum

Melville (2010) identified three distinct classes of sustainability phenomena: 1) how cognitive states about sustainability (beliefs, opportunities, motives etc.) emerge; 2) actions of organizations and individuals on the topic of sustainability practices and processes; and 3) environmental and financial performance outcomes. These classes encompass the act of generating sustainable value from data, ranging from factors that influence individual cognitive states to the individual actions that collectively contribute to the generation of value. Viewed as a whole, the three classes of phenomena comprise micro and macro constructs (Melville, 2010). Coleman’s theoretical foundation underscores the mediating role of individuals in linking macro-level structural variables to social level impacts as shown in Figure 5.
Following Coleman (1986, 1990), we deduce that the goal of the social system is to maximize utility or what we have defined as sustainable value. We use Coleman’s framework as a meta-theory to explain the micro to macro level relationship between use of open data and the generation of sustainable value. Coleman (1990) proposes that a theory which can generate macro-level empirical generalizations as specific propositions may be thought of as “a theory of individual action, together with a theory of how these actions combine, under specific rules, to produce systemic behavior” (Coleman, 1990, p. 20).

Three types of relations are included: 1) macro-level variables that explain the societal context which affects individual capacity through situational macro-micro mechanisms (by influencing the motivation, opportunity and ability of individuals); 2) individual capacity affects individual action through action-formation micro-micro mechanisms; and 3) collective individual action affects macro-level constructs such as sustainable value through transformational micro-macro mechanisms (Hedström & Swedberg, 1998). In Paper V, I propose that the opportunity for value generation through use of data is created through the act of making data open. By constructing a robust regulatory data protection and privacy framework that produce trust and stability in information markets, we gain the means to influence the extrinsic motivation of stakeholders to use data. Furthermore, governments can motivate individuals if they demonstrating strong IT leadership, for instance by organizing events like hackathons, by promoting use of data or by being forerunners in utilization of digital solutions.
Finally, individual ability and expertise can be influenced by the supply of relevant skills and tools in the open data ecosystem.

5. Towards a Theory of Value Generation through Open Data

The stratified ontology of Critical Realism (CR) posits that the underlying mechanism of the domain of the real generate events in the domain of the actual. While the causal powers themselves are unobservable, it is nonetheless possible to observe the generated events through manifestations or measurements. Different events, E1, E2 etc. can thus leave behind empirical traces or measures. The domain of the empirical reflects these observed events. Although these measurements may be applied in traditional empirical methods, cognizance of the fact that these manifestations are caused by underlying mechanisms that operate within a specific context, is essential (Zachariadis et al., 2013). Therefore, causal laws should be ontologically distinct from patterns of events (Tsoukas, 1989). As stated by CR, generalizations are valid when we are confident that similar or other events that arise (or may arise) in other contexts are caused by the same generative mechanisms that led to the actual events in our research domain. To ensure external validity, distinction must be drawn between the contextual or external elements that partially influence the effects we identify, and the internal (necessary) properties of the phenomenon we study (Danermark et al., 2002; Smith, 2006; Zachariadis et al., 2013).

Retroductive methodology focuses on research not as a discrete event but as a creative process with different phases that involve different types of activities (Bhaskar 1978; Zachariadis et al., 2013). Its main objective is to link the structures and causal powers of the objects under study, to the events we attempt to explain through the notion of causal mechanisms (Wynn & Williams, 2012). From a CR perspective, even though structures are comprised by situated interactions which are better understood qualitatively, it is also useful to employ quantitative measures to identify certain characteristics of a phenomenon. In that respect, statistical descriptions are regarded as helpful (Zachariadis et al., 2013). In the spirit of CR, the quantitative empirical work in this study was intended to gain more understanding of a complex phenomenon, rather than to test and confirm an already developed theory. During the quantitative analysis, I had to face multiple challenges related to construct definitions, measurements and relationships; challenges that have both brought me increased understanding of the open data phenomenon and provided a fertile ground for future research. The conceptual model that is presented as a conclusion of this PhD study should be considered as a stepping stone towards a more complete understanding of the
relationship between the open data phenomenon and subsequent generation of sustainable value, and as a contribution to the nascent but growing scientific literature on open data.

The overall approach in this study is similar to that described in Zachariadis et al. and illustrated in figure 6. First, we defined the topic of interest and purpose of study. This resulted in a research proposal where the research questions were identified. The research proposal was presented at IRIS 2012, the Scandinavian Chapter of AIS yearly conference where I got good feedback (this paper is not included in the study). Afterwards, I started the literature review and early, exploratory interviews with the aim of advancing theory development.

Figure 6: Retroductive Research Process, adapted from Zachariadis et al. (2013)

The first published conference paper (Paper I) introduced an early version of the framework discussed in more detail in section 5.2. The second conference paper was presented at ECIS 2013, introducing an early version of the conceptual model discussed in section 5.4 (Paper II). I continued to collect qualitative data, using these two frameworks to guide the data collection, as recommended by Yin (2009). Originally, I had planned to do a survey, but after Paper II had uncovered the public good features of the phenomenon, I opted to look for secondary, societal level data to
test the conceptual model. The pilot study (Paper III) was published at ICIS 2013 and has gotten good response, although the approach used is not traditional for IS research. After this study, I felt I needed more information from the user side to complement my thoughts about the relevant dimensions of open data and the most important societal level enabling factors. Due to delays in the Basic Data Program, I searched globally for a successful open data user, someone who could demonstrate documented societal level impacts. I found the company Opower, who fortunately agreed to cooperate on the development of a case study (Paper IV).

Consequently, reflecting on the strong motivation to generate sustainable value that guided the founders of Opower, another conference paper was presented at IFIP WG 8.6 conference. This article (Paper V) was the first to introduce Coleman’s framework. A class of behavioral theories called MOA (Motivation-Opportunity-Ability) was used as a theoretical lens for proposing how open data and other societal level enabling factors could influence individual action and stimulate the four previously identified generative mechanisms. In this paper, I used four use cases to demonstrate four different ways in which individuals and companies have used open data to address difficult societal challenges, consequently generating what I conceptualized as sustainable value.

Using the MOA-framework as a guideline, alongside new findings from data and literature, I changed the explanatory variables originally presented in Paper II, as illustrated in figure 7. Simultaneously, the case study of the BDP (Paper VI) was gradually taking shape. Paper VI presents a final version of the framework of four mechanisms and the final version of the seven dimensions of liquid open data, both of which I use as theoretical lenses for guiding data analysis. The main contribution of Paper VI is a process model that reflects the four main events and causal mechanisms of an ODI initiative. The final PLS study (Paper VII) uses the conceptualization of liquid open data from Paper VI and consequently attempts to measure liquid open data with secondary data over seventy-six countries. This study also suggests that the two overarching mechanisms from the framework of four mechanisms should leave some identifiable manifestations or empirical traces. Thus, I searched for empirical data that would indicate the dissemination of shared digital content and use of IT for developing new digital product and services (discussed further in section 5.4).
Finally, I reflected back on the use cases I had collected on individual companies and users, which had already managed to transform open data into sustainable value. Paper VIII discusses these reflections in an exploratory study, suggesting how intermediaries have facilitated this transformation by capitalizing on the interplay between the market and the information sharing mechanisms. Paper VIII also discusses how investment in open data in general, and in intermediary platforms more specifically, depends on how we evaluate the network based interactions that generate value through non-market based mechanisms such as information sharing.

5.1 Seven Dimensions of Liquid Open Data

Constructs are the foundation of theory. Theory can be viewed as a “system of constructs and variables in which the constructs are related to each other by propositions and the variables are related to each other by hypotheses.” (Bacharach, 1998, 498). Just as constructs are the building blocks of strong theory, clear and accurate terms are the fundament of strong constructs (Suddaby, 2010). Accordingly,
in order to offer conceptual clarity we must articulate the constructs of our proposed theory.

Providing open data (supplier side view) has been proposed as being a matter of availability, accessibility, format and license (Davies, 2010). From the demand point of view, openness is proposed to combine unrestricted availability of data with accessibility and technical interoperability (Tammisto & Lindman, 2012). In practice oriented literature, the term open data is interpreted in a variety of fashions, as evidenced from the many different working definitions found online. The Open Knowledge Foundation defines open data as “data that can be freely used, re-used and redistributed by anyone - subject only, at most, to the requirement to attribute and sharealike” (OKF, 2015). However, this definition lacks references to the technical dimensions of open data. Alternatively, Berners Lee’s five stars of linked data specify a number of technical dimensions. However, the five stars are not really an open data definition, but rather a maturity model that focuses on how to gradually transform data into linked data. Linked data is a method of publishing structured data so they can be interlinked and discovered through semantic queries.

An overview over multiple definitions of open data is presented in Verhulst et al. (2014). This overview shows that the currently used definitions usually highlight 2-4 dimensions, and no two definitions are based on exactly the same dimensions. Thus, I turned to my data see if they could reveal the most relevant dimensions. From my qualitative data from the Danish BDP, I could infer that members of the program had very different opinions on the most important attributes of data as a valuable resource. Some of the basic data were already free and program participants working with these particular datasets focused mostly on improving data quality and coherence of data. Other BDP members were working on data modeling and yet others were responsible for developing a common license. A group of members and data users advocated the case for making data available free-of-charge. Programmers I interviewed were focused on the technical challenges involved in developing APIs and web services. Other technical people were designing and building the technical open data infrastructure. I concluded that many of the challenges faced by program participants were directly related to the multi-dimensionality of the open data phenomenon.

For the quantitative studies, I had been using empirical data from The Open Data Barometer, which defines “truly open” data as data that are available online, in bulk, and under an explicit open license (Davies, 2013). In spite of the fact that considerable efforts have been exercised to make diverse government data available to the public, less than one in ten public datasets reviewed in seventy-seven countries in 2013 could
be classified as truly open according to the Open Data Barometer definition (Davies, 2013; Höchtl et al., 2014; Zuiderwijk & Janssen, 2014). Thus, the question remained, which dimensions are important for stimulating engagement with and use of open data? In order to corroborate my data against previous scientific research I reviewed a number of academic articles that have suggested the main barriers and enablers encountered by several ODIs. The barriers that could be traced to attributes related to the data themselves can be broadly classified as follows (Conradie & Choenni, 2014; de Vries et al., 2011; Halonen, 2012; Janssen et al., 2012; Martin et al., 2014; Meyer-Schönberger & Zappia, 2011):

1) Availability issues (data only available to specific groups or not available at all).
2) Economic issues (too high prices limit use).
3) Legal issues (not standardized licenses, unavailable licenses, laws that limit dissemination or potential use of data).
4) Usability issues (data are not published under open standards or in machine-readable formats, data quality lacking).
5) Discoverability issues (links to data buried in website hierarchies, no use of metadata to facilitate search, data not linked to other data, no central repository or portal).
6) Accessibility issues (lack of download possibilities, no bulk download nor web services or open API’s, not secure access, not standardized or sustainable access opportunities).
7) Interoperability issues (data buried in silos, not published with compatible identifiers, no data models that explain syntax and semantics, or data models not openly published).

Thus, through triangulation of qualitative and quantitative data, as well as a synthesis of the dimensions found in the literature, I finally managed to create and define a construct I call Liquid open data. The extra word liquid is intended to indicate the importance of the technical dimensions for making open data more useful to external re-users. Truly liquid open data are defined as \textit{data that are available online, free-of-charge and under an open access license, published in machine-readable formats, easily discoverable, accessible and conceptually coherent. Liquid open data can be reused without discrimination or limitation, linked to other data and streamed across systems.}

Table 2 demonstrates a framework consisting of seven dimensions of liquid open data.
### Table 2: The Seven Dimensions of Liquid Open Data

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Strategic: Availability</strong></td>
<td>Availability reflects the strategic importance of open data, ranging from all government data that are not subject to privacy or national security limitations being open to all by default, to government data in general not being available outside of organizational boundaries.</td>
</tr>
<tr>
<td><strong>Economic: Affordability</strong></td>
<td>Affordability is an economic dimension and refers to the pricing of data, ranging from data being completely free-of-charge to data being extremely expensive.</td>
</tr>
<tr>
<td><strong>Legal: Reusability</strong></td>
<td>Reusability is a legal dimension and depends on the type of license used for government data intended for reuse. The license can range from a type of creative commons licenses that allows anyone to use the data for whatever purposes they like, to very strict licenses that allow use for a single purpose only.</td>
</tr>
<tr>
<td><strong>Technical: Usability</strong></td>
<td>Usability is a technical dimension and refers to the clarity and ease with which we can interact with the data. If data are not usable, it is difficult to use them for purposes other than originally intended. Data need to be of high quality and presented using standardized machine-readable data formats.</td>
</tr>
<tr>
<td><strong>Technical: Discoverability</strong></td>
<td>Discoverability is also a technical dimension refers to whether potential users can easily discover the data and find information about the data. Highlights use of metadata.</td>
</tr>
<tr>
<td><strong>Technical: Accessibility</strong></td>
<td>Accessibility refers to whether data are easily, consistently and securely accessible and downloadable or streamable. Highlights use of open standards.</td>
</tr>
<tr>
<td><strong>Technical/conceptual: Interoperability</strong></td>
<td>Interoperability of data refers to data being conceptually open. Interoperable data are published in a way that enables the data to be used outside of the context within they were collected. Interoperability of data depends both on structure (syntax) and meaning (semantics) and calls for use of unique identifiers for linkability. If data are interoperable, they are also “liquid” in the sense that they can stream across systems and easily be linked to other data.</td>
</tr>
</tbody>
</table>

Openness as defined in the context of liquid open data is not a binary feature, where data are either open or closed in the sense of them being available or not. Rather, we
can view openness as a continuous, multidimensional variable, ranging from data being closed over all dimensions, to data being truly liquid and open. Accordingly, data can have different degrees of openness, distributed across these dimensions, as explained in Table 2 and in more detail in Paper VI. All of the above dimensions will influence how users can and will engage with the data. Within each dimension, ODIs should balance the costs and the benefits related to supporting the desired value generating mechanisms (these are discussed in section 5.2). As a practical result and extension of this study, I am using this framework to design a methodology for use in ODIs that are interested in stimulating the desired impact from open data with the limited resources at hand. Figure 8 illustrates as an example evaluation of three important datasets in Denmark over the seven dimensions. The evaluation is based on my own observations as well as on data from the Open Data Barometer in 2013 and 2014 and from the Open Data Index (Open Knowledge Foundation).

Figure 8: Evaluation of Datasets based on the Seven Dimensions of Liquid Open Data

An important aspect of achieving liquid open data is the implementation of a technical open data infrastructure, which can be crucial for the last four dimensions of liquid open data. Implementation and governance of such an infrastructure was amongst the topics of discussion in Paper VI. As can be seen in figure 8, open data originate from a variety of organizations, which I like to call data custodians. Accordingly, successful dissemination of liquid open data can rarely be achieved by an individual public organization in isolation. Collaboration between multiple stakeholders across the public and the private sectors is an important success factor for an ODI (Ubaldi, 2013). The choice of governance mechanisms can be a deciding factor for the success of such collaborations (Provan & Kenis, 2008). ODI governance must address potentially competing motives and ensure that individual data custodians have sufficient autonomy, without introducing too much governance related overhead, as resources are
generally scarce. Paper VI addresses the four following ODI governance tensions in more detail.

**Tension 1: Simplicity vs. Comprehensiveness**

Every ODI has to balance their ambitions for open data with the level of funding they receive. While disseminating high quality data that are liquid and open across all seven dimensions of liquid open data is a tempting idea, it is very difficult to achieve in reality. The approach chosen by the BDP was to focus on a limited number of key datasets and to develop comprehensive data modeling principles for these data. These data modeling principles are based on EU Inspire standards whenever possible and are general enough to be reused by other public sector organizations in their efforts to publish liquid open data. Interoperability of data across different domains can thus be improved, without including too many sets of data in the first round of data modeling and data publishing.

**Tension 2: Autonomy vs. Control**

Open government data do not originate from a single organization and therefore can be difficult to publish in a coherent manner. However, while each data custodian is collecting data for their own (regulatory) purposes, these data can undeniably be of much use to other organizations. The data custodians must have enough autonomy to fulfill their individual roles, while contributing towards a common goal of liquid open data, which means using a set of common standards. In order to achieve a balance between those two competing demands, the BDP chose a governance approach called System-of-Systems governance (see Paper VI for more detail). A Systems-of-Systems can be defined as a collaborative set of systems where the components are independent dedicated systems that are separately acquired and integrated to form a single system, yet maintain a continuous operational existence independent of the collaborative system (Rechtin & Maier, 2000). This style of governance seems to be well suited for a constellation of loosely coupled participants, although demanding a high level of network governance skills (Provan & Kenis, 2008).

**Tension 3: Exploration vs. Exploitation**

Promoting a common goal for publishing liquid open data is highly important. However, it is not likely that all public and private organizations share a common view on the most important value drivers of open data. While some may emphasize the importance of private sector innovation, others may be more interested in efficiency gains within the public sector. Consequently, these stakeholders may subscribe to different, perhaps competing implementation methods. The BDP case study indicates
that these tensions might actually be resolved by maintaining a focus on all the seven dimensions of liquid open data, which was possible in this case due to a limited number of datasets included in the program. The infrastructural features of open data have resulted in some unexpected synergies across value generating mechanisms, reflecting the serendipitous value generation opportunities offered by open data. Infrastructural resources are considered as shared means to many ends, which satisfy the following three criteria: 1) they are non-rivalrous, 2) social demand is driven primarily by downstream productive activities, 3) the resource can be used as an input for a wide range of purposes (general purpose criteria) (Frischmann, 2012).

Tension 4: Short term gains vs. long-term investment

While it is natural for any ODI to focus on low-hanging fruits, it is important not to do so at the expense of future, currently unknown applications of the data. Thus, it remains a challenge to find a balance between being openly publishing a large number of datasets and ensuring that continuing publication of these data is actually sustainable. The two case studies conducted as a part of this study revealed that users hesitate to engage with open data unless they are convinced of the sustainability of the data resource. The chosen strategy of the BDP was to finance their ODI upfront, by effectively transferring funds from organizations that are expected to benefit from the liquid open data to the data custodians, which are responsible for remodeling data and building the technical infrastructure. This ensured enough funding to reorganize data-collection and data modeling efforts across central and local government, which is a long-term investment. Simultaneously, individual data stewards had the means to publish their open data through new data services, making the data available for interested users, although not yet in a fully coherent manner.

These governance mechanisms are important for understanding how data can become open and liquid. Therefore, they fall beyond the scope of the conceptual model I present as the overall biggest contribution of this dissertation. The conceptual model focuses solely on the relationship between data that are already liquid and open to some degree or another, the mediating variable that are intended to reflect manifestations of underlying generative mechanisms, and the resulting impacts, conceptualized as sustainable value.

5.2 A Framework of Four Mechanisms

It is imperative to emphasize the importance of creating a basic understanding of the main mechanisms that explain how value is generated in today’s networked digital society, irrespective of whether the value is reflected through monetary measurement
(added income or lesser costs), or through other more subjective indicators (a more meaningful life for instance). In order to gain this understanding, we must move beyond positing a simple statement of desired outcomes, which in turn, would imply knowledge of the underlying mechanisms. Alternatively, we should endeavor to open the black box of mechanisms that would explain how value is generated. Detecting and consequently recognizing these mechanisms would greatly improve our ability to understand the complex interactions that happen when value is generated through the use of open data.

Paper I discussed open data strategies and identified four leading categories of value drivers, which explicate the demands for governments to open up their data. Firstly, open data are considered vital for creating transparency and accountability (Meijer et al., 2014). A second driver is participatory governance: Open data are used as a tool to enable citizens to participate in decision-making processes in an informed and structured manner (Bartenberger and Grubmüller, 2014). Thirdly, many analysts view open data as a catalyst for creating new data-driven applications and services, in addition to new business models (Lindman et al., 2014; Zuiderwijk et al, 2014a). Finally, open data correspondingly offer an important internal value for the public sector itself. Public sector organizations may obtain access to data held by other public authorities, or else they may design potentially improved and novel techniques to use their own data. This enables them to significantly improve the efficiency of public services, and enhance their internal understanding of their fundamental tasks and objectives (Halonen, 2012).

After writing Paper I, I proceeded to discover if these value drivers could be conceptualized as mechanisms. Using the method of retroduction, I initially examined previously identified mechanisms that would assist in explaining value generation (Wynn and Williams, 2012).

The one mechanism that economists relate most of their analysis to – their master mechanism, so to speak – is the market. (Hedström and Swedberg, 1998, p. 3).

A natural first choice was to consider market mechanisms. Market-type mechanisms are a broad concept. The Organization for Economic Co-operation and Development (OECD) has adopted a very comprehensive definition of market mechanisms as “encompassing all arrangements where at least one significant characteristic of markets is present” (OECD, 2005, 131). The types of mechanisms that are classified as market mechanisms utilize the forces of demand and supply to determine prices and quantities of goods and services offered for sale in a free market. We may infer that the
transaction generates value for both parties, as they are at liberty to enter the transaction and, would do so only if they perceive value from the exchange. The value generated for the buyer is to fulfill his or her specific needs, while for the seller, the value generated is the monetary value received to actualize the transaction. Governments in western societies are increasingly making use of the market mechanisms or market-like practices, the chief motive being the necessity for governments to attain increased value for money expended in their operations (Blöndal, 2005; Henriksen, 2006).


While a mechanism at one level presupposes or takes for granted the existence of certain entities with characteristic properties and activities, it is acknowledged that there are lower-level mechanisms, which are capable of explaining them comprehensively (Hedström & Ylikoski, 2010). I propose that markets do indeed play a major role in facilitating value generation through use of open data. This occurs primarily through two classes of lower level (micro to macro) mechanisms: efficiency mechanisms and innovation mechanisms, as identified both in open data literature and in the qualitative data collected for this study.

The significance of the efficient use of public resources for economic growth and stability, along with general welfare and security, has been brought to the forefront by numerous developments over the past decades (Afonso et al., 2010). Public sector organizations are capable of achieving efficiency by cutting processing costs, making strategic connections between and among government agencies, and creating empowerment (European Commission, 2006). The aim of efficiency is to improve resource allocation, in order to minimize waste and maximize the outcome value, given a fixed pool of resources. The markets are important for creating efficiency because their primary goal is to facilitate efficient use of resources. While public sector efficiency is widely cited as one of the potential benefits of open data, the literature review conducted in this study confirms a lack of empirical and theoretical research that extensively examines the core relationships between open data and public sector efficiency. Nevertheless, Paper VI suggests that openly sharing data reduces administration and transaction costs through lesser demands for manual data entry, reduction in IT infrastructure investment needs, and by providing faster and easier access to information. Moreover, liquid open data enable automation of cross-organizational processes and increased interoperability between organizations. All these factors work towards improvement in public sector efficiency, in the sense of getting more value for money.
In the particular case of the Danish BDP, I could soon conclude that the Ministry of
Finance was mostly motivated by the potential of using open data to improve
efficiency and reduce costs through less use of resources (refer to Paper VI for details).
Moreover, it was apparent that different public sector organizations subscribed to
different value drivers. Alternatively, the Ministry of Business and Growth emphasized
the potential impact from private stakeholders who would use the public data to design
and market new products and services, spawning new companies and contributing to
job creation. Drawing from Schumpeter's economic theory, innovation is the source of
value creation, resulting in novel combinations of resources, new production methods,
as well as new products and services, which, in turn, lead to the transformation of
markets and industries and thus contribute to increasing value. Numerous studies have
confirmed the relationship between macro-level business innovations and economic
value (commonly conceptualized as economic growth). The social impacts of
innovations have, however, been much less discussed and analyzed, with the possible
exception of Simon Kuznets (1974), who divided the economic and non-economic
consequences of technological innovations.

The economic properties of open data suggest that data is an infrastructural resource,
which in theory, is used by an unlimited number of users and for an unlimited number
of purposes as an input to produce goods and services (OECD, 2014). Recent
technological developments have provided firms with the ability to collect, manage
and use different types of data in multiple ways to innovate, and subsequently create
value (Koski, 2013). Overall, empirical studies suggest a positive impact from
innovative use of data of approximately 5% to 10% on productivity growth, depending
on a number of enabling and complementary factors (OECD, 2014). New digital
products driven by the increasing use for and use of data include new technologies
which help to manipulate large volumes of unstructured data (for example, Hadoop), as
well as multitude of new data analytics and visualization tools (for example, Qlik and
Tableau). Moreover, driven by increasing availability of data, we are now able to
witness the rise of platforms that use government data to provide services, which
among other things help people locate the fastest route, save energy or buy their dream
house (refer to narratives and further analysis in Paper IV, Paper V and Paper VII).

I have categorized the two drivers of efficiency and innovation as lower level market
mechanisms due to their strong economic focus and use of the markets to allocate
resources. However, this was evidently not the case for the two other value drivers,
transparency and civic engagement.
Sunlight is said to be the best of disinfectants; electric light the most efficient policeman. (Brandeis, 1914).

Transparency does not depend on commercial markets, although it can be beneficial to markets as transparency is expected to reduce information asymmetry. Most definitions of transparency recognize the extent to which an entity reveals relevant information about its own decision processes, procedures, functioning and performance. Unfortunately, it is common to see the concepts of open data, open government and transparency used to convey similar ideas in the open data literature. Opening access to chosen public documents does not necessarily contribute to a transparent government (Gurstein, 2011; Relly et al., 2009; Yu & Robinson, 2012). A government can provide open data on politically neutral topics, even as it remains deeply opaque and unaccountable (Yu & Robinson, 2012). In this PhD study I tend to view transparency as a tool against information asymmetry, moral hazard and corruption, as it creates a more equal access to important information and helps shed light on otherwise hidden activities. The transparency mechanism only generates value if it reduces information asymmetry through information creation and sharing over networks. While the power of market mechanisms can be measured via currency, we must measure the power of transparency through the “informativeness” that is created, not by counting numbers of published datasets.

Open data is also widely believed to contribute to increased public participation and collaboration. Public participation allows citizens to contribute their ideas and expertise allowing governments to create policies that reflect constituent driven information from all reaches of society. By this definition, participation provides a wider breadth of citizens with a voice in government (Linders & Wilson, 2011). Information is considered vital to democratic participation (Jaeger, 2007). Information matters “in the processes by which citizen preferences are formed and aggregated, in the behaviors of citizens and elites, in formal procedures of representation, in acts of governmental decision making, in the administration of laws and regulations, and in the mechanisms of accountability that freshen democracy and sustain its legitimacy.” (Bimber, 2003, p. 11). Currently, citizen participation in public administration decision-making is entering a new phase, as many government agencies have utilized information-based applications to communicate with constituents in order to provide online services, often termed e-participation (Kim & Lee, 2012). The idea behind using these applications is to lower the barriers for those willing-but-unable, and to make participation more attractive to those able-but-unwilling (Axelsson et al., 2010).
However, the exact benefits of the so-called e-participation are still not fully understood (Andersen et al., 2007).

In this study, I prefer to utilize the terminology civic engagement to move beyond the traditional meaning of public participation in government decision making and address both the participatory and collaborative impacts of open data. The civic engagement mechanism is defined as a collective source of positive change that occurs when multiple stakeholders start sharing information across boundaries.

Civic engagement means working to make a difference in the civic life of our communities and developing the combination of knowledge, skills, values and motivation to make that difference. It means promoting the quality of life in a community, through both political and non-political processes. (Ehrlich, 2000, vi).

Neither the mechanism that explains how value is generated from open data via transparency, nor the mechanism that explains how value is generated via civic engagement, make explicit use of the markets. In fact the shift towards an economy centered on information, and the move to a networked Internet-based environment have caused significant attenuation of the limitations that market-based production places on the pursuit of value (Benkler, 2006). In general, I propose that the previously dominant role of the market mechanisms is slowly giving way to new types of value generation mechanisms, which have not been previously identified. Private sector companies are slowly shifting towards a use of mechanisms that generate value through network effects. These effects are most commonly realized when dissemination of free information attracts relevant stakeholders to digital platforms where market mechanisms can subsequently be enacted (see analysis in Paper VIII).

This new type or classification of mechanisms is termed the information sharing mechanisms.

The information sharing mechanisms create mutual gain for a network of parties through the simultaneous creation, dissemination and appropriation of information by many stakeholders. Unlike the bilateral market mechanisms, these types of mechanisms are many-to-many, indicating a value network rather than a value chain. In such a network, the size of the networks and the interactions themselves are primary sources of value (Bowman, 2014; Viscusi et al. 2014). When an increasing amount of information is available free of charge online, and networks are used to share this free content, we have no currency-like ‘token’ that indicates how the users of the network value this information. Accordingly, it is very difficult to quantify the resulting value. However we can assume that the same principle applies to the information sharing
mechanisms as the market mechanisms; the information content will only be created and disseminated, and the ‘transaction’ initiated, if the information creator perceives that doing so generates some kind of value. Correspondingly, the content will only be used if the user perceives a similar value.

Figure 9 illustrates a framework of four archetypes of value generating mechanisms.

![Figure 9: A Framework of Four Value Generating Mechanisms](image)

The framework in figure 9 highlights two principal types of mechanisms that facilitate how value is generated through open data: the information sharing mechanism type and the market mechanism type. Additionally, the figure emphasizes that for each of these mechanisms, value generation can happen either through exploitation of current resources or through exploration, where the focus is on driving change.

### 5.3 Sustainable Value

The 2014-2015 Global Competitiveness Report highlights the fact that policymakers, businesses, and citizens are increasingly aware that economic growth must strike a balance between the creation of opportunities and benefits for all segments of the population, and a long-term, comprehensive focus on a sustainable environment (Schwab, 2014). An examination and discussion of the social and environmental dimensions of an economy is considered to be fundamental in any growth or
development agenda. This PhD study supports the notion that the world is at an inflection point where technological advances and boundary crossing societal challenges have come together to create a paradigm shift in our collective thinking. This notion was very evident at the 2014 and 2015 Annual Meeting of the World Economic Forum in Davos, where both technological shifts and social challenges were repeatedly mentioned. The societal challenges are numerous and urgent, besides being social, environmental and economic in nature. They range from economic inequality, unemployment and poor social conditions to chronic diseases and climate change. I propose that given the complexity and cross-boundary nature of these challenges, a new approach is necessary. In particular, we need an approach where social and technological progress co-evolves in order to generate value (OECD, 2011).

Despite the previously mentioned shifts, the valuation structures of our economies have not changed much in recent years and are still predominantly based on market based economic value. We use monetary measures to compare the progress of societies (growth), to make decisions on which companies to invest in (profits), and so on and so forth. This is not at all surprising, as we have an entire system based on these measures, a system which has served us very well. However, due to the technological and social shifts our societies are undergoing, the predominant monetary based measurements are becoming increasingly problematic. For instance, despite the fact that creation and use of digital information is growing exponentially, the share of the information sector (software, publishing, motion picture and sound recording, broadcasting, telecom, and information and data processing services) has not grown significantly in the national accounts since around the 1960s, and is still around 4% of GDP (Brynjolfsson and Saunders, 2009). As the national accounts present the sum of value-added in market-based transactions, dissemination and use of free data and information services are not accurately accounted for in the GPD measure. While GDP is an accurate metric of value in industries like steel or automobiles, it will miss most of the value in information goods (Brynjolfsson and Saunders, 2009; Brynjolfsson and Oh, 2012).

What we measure affects what we do; and if our measurements are flawed, decisions may be distorted (Stiglitz et al., 2009, 7).

To give an example: No financial transaction takes place when a citizen uses free online information created from open government data to improve their decisions regarding energy use, which will consequently impact CO2 emissions. Thus, according to common accounting methods, such a process generates no value. The conceptual distinction between value creation and value capture has been growing in importance
with the recent trends towards openness, technical connectivity and collaborative ventures. Value creation materializes when the utility of members in society increases, after accounting for the resources used in that activity. Value capture materializes when an actor is able to capture a portion of the value created by an activity (Bowman & Ambrosini, 2000). Traditional markets facilitate equilibrium between the two, bringing together a buyer and a seller in a transaction where currency is used to indicate how valuable the products or services are to the buyer. Alternatively, in information sharing mechanisms, multiple stakeholders collaboratively create value for society without there being any record of currency changing hands. Moreover, external stakeholders will benefit from this value generation without paying, as the resulting value includes not only economic, but also social and environmental dimensions.

Building upon these notions, I have formulated two definitions: 1) Sustainable value is defined as a multidimensional construct, reflecting the simultaneous generation of sustainable economic, social and environmental value in society by multiple collaborating actors. 2) The open data ecosystem is defined as a distributed multi-stakeholder network built around the sharing of data across boundaries in order to create information, products and services that contribute to sustainable value generation.

5.4 Research Model

The overarching expectation is that better use of the troves of data that are currently being created and shared will offer considerable benefits for society, organizations, and individuals in the coming years (Beardsley et al, 2014; Kundra, 2012; European Commission, 2011b). There exist many good examples that make a strong case for increased use of open data and information sharing. For instance, while the genomics revolution accelerated genome mapping through gene-sequencing machines, the real revolution began when researchers started to share data (King & Uhlir, 2014). Such payoffs have already spread to other fields, for instance through exploitation of open geographic information systems and open social network data (ibid). However, the open data phenomenon is still at an early stage, which demands an exploratory approach to create a new explanatory theory. The emerging new patterns of networked community governance, driven by openness and sharing, have thus far lacked the support of a distinctive economic and social theory (Benington et al., 2011).

To exploit the opportunities offered by open data, we must move beyond technical challenges, to the challenges of "soft infrastructure", for example institutional factors, governance, and cultural inertia, which tend to impede payoffs from the rapid
evolution of techniques and methods (King & Uhlir, 2014). From the open data literature, various reports on the subject and a collection of relevant use cases and case studies, I have identified a number of societal level contextual factors that I propose are important for stimulating value generation through open data. Among the macro-level enabling factors that have been said to be most important for increasing use of data are; robust high-speed Internet networks; a workforce with relevant skills and education; and consumer trust regarding the protection of personal data and privacy (Bilbao-Osorio et al., 2014). Moreover, the public sector plays an important role in facilitating value generation from data. Apart from producing, disseminating and using data themselves, the public sector must, through strong digital leadership, promote and foster data-driven innovation and growth throughout (Andrade et al., 2014).

The research model is presented in Figure 10.

![Figure 10: Research model](image)

The model portrays a nomological network centered on what can be perceived as manifestations of the interaction between open data engagement and the two archetypes of value generating mechanisms discussed in section 5.2. The two constructs are modeled as mediating variables, mediating the impact of liquid open data on sustainable value. I propose that when multiple stakeholders start engaging with liquid open data, and using them to generate a variety of information, we can find empirical traces of such actions by looking for examples of dissemination of shared
digital content. I also propose that when users engage with liquid open data they will, to some extent, use these data for creating new and innovative digital products and services. We can find empirical traces or manifestations of such events in available secondary data.

By opening government data, public authorities can stimulate value generation, which happens through the creation of shared digital content and commercial digital products and services. These events reflect the underlying but unobservable information sharing and market mechanisms. The extent of new content, products and services is enabled or prohibited by the context in which value generation happens, which impacts not only the opportunity but also the motivation and ability to generate value from data.

Individual relationships and hypotheses are discussed in section 5.5.

5.5 Hypotheses

Liquid open data
I have previously discussed how publishing open data creates an opportunity for value generation through new use of data, and defined the construct liquid open data. The real estate information platform company Zillow can now be used as a real-life example to explain how this happens. Zillow is a notable example of technology startup flourishing on the availability of open data (Capgemini, 2013).

Zillow firmly believes that free and open access to data of all kinds – from real estate information to demographic, education and crime statistics – can only help empower the people that use it. That’s why we couldn’t be happier that the nation founded on the principle of “We, the people” has officially adopted this stance, too.

Zillow’s mission is to empower consumers with information and tools to make smart decisions about homes, real estate and mortgages. The company has established a successful business by creating a living database of homes across the United States. The database is built from a range of linked sources such as tax data; listing of available homes for sale or rent; mortgage information; geographic data and data on local land value and housing prices. Accordingly, open government data are one of Zillow’s most valuable resources. The company offers homebuyers free information (shared content) on available properties through their website. Zillow has also built a variety of digital products and services on top of this database. One of Zillow’s main offerings is their so-called “Zestimates”, an advanced statistical predictive tool providing up-to-date information on home values and rental prices (Capgemini, 2013).
As Zillow uses open data to create both shared content and commercial products and services, both information sharing and market mechanisms are activated in order to generate sustainable value from liquid open data.

\[ H1a: \text{Liquid open data positively influences stakeholder’s opportunity to disseminate shared digital content} \]

\[ H1b: \text{Liquid open data positively influences stakeholder’s opportunity to develop and market new digital products and services} \]

Robust regulatory data and privacy protection frameworks

Data is the new currency of the digital economy, where instead of market transactions in which partners exchange currency, people get access to free information services, often in exchange for their own data (Bean & Koeppel, 2013). We can define personal data as any data that can be attributed to an identifiable person either directly or indirectly (Beardsley et al., 2014). By definition, open government data do not include personal data. Anonymization methods are in many cases used to remove any information that could be traced back to individuals and put them at risk. Even so, many worry that open data could be traced to individuals, for instance through a combination of datasets. The protection of personal data has long been viewed as a fundamental personal right. It is important that citizens feel safe about the protection of their personal data and privacy. Governments and regulators will thus need to frame data protection policies that safeguard the privacy of citizens (Beardsley et al., 2014). However, policymakers must also identify the appropriate balance between protecting the privacy of individuals’ data and allowing for innovation in service delivery and product development (Pepper and Garrity, 2014).

The free flow of any fiat currency depends on trust. It is necessary to ensure that the same norms, principles and values that underpin physical markets are employed online, instilling confidence that publication and use of liquid open data will not result in personal data being unethically or unlawfully used. A 2011 survey by the European Union revealed that 92% of Europeans were concerned about mobile apps collecting their data without consent. 89% of those surveyed said they wanted to know when the data on their smartphone was being shared with a third party, asking for the option to give or refuse permission (European Commission, 2011a). EU citizens were also concerned about the risks linked to cyber-security. 74% of respondents agreed that the risk of becoming a victim of cybercrime had gone up (ibid). The key security issues for use of data include the reliable prevention of hacking and access by unauthorized and unwanted users to large databases and data flows. In order to ensure a healthy
ecosystem where users, consumers and businesses feel safe in engaging in data-driven activities, protection against cybercrime becomes essential. The trust in legislative ability to protect people’s data is likely to affect positive sentiment towards the dissemination and use of liquid open data and thus influence the motivation for engaging with open data for value generation.

I propose that a robust regulatory data protection framework will positively influence the continuing trend towards creation and dissemination of shared digital content and the creation of digital products and services, both of which rely to an increasing degree on use of personal data.

H2a: Robust regulatory data and privacy protection frameworks positively influence stakeholder’s motivation to disseminate shared digital content

H2b: Robust regulatory data and privacy protection frameworks positively influence stakeholder’s motivation to develop and market new digital products and services

Digital leadership of government

The relationships between where value is added and where value is captured, and by whom, are becoming increasingly complex in the context of shared resources used by a network of stakeholders (Bowman & Ambrosini, 2000; Bowman, 2014). Networks have been shown to support value co-creation due their flexibility and adaptability (Morgan et al., 2013). However, networks present major challenges in terms of governance (Benington et al. 2011; Morgan et al., 2013). For example, it can be challenging to sustain clear strategic direction and appease multiple stakeholders, with different mandates (see discussion in Paper VI). In the context of open data, current research is revealing that ODI s, where public bodies have strong ties to the eventual data-users, have been most successful (van Veenstra and van den Broek, 2014a), calling for a more structured network governance (Eckartz et al., 2014). Moreover, innovative activities intended to generate sustainable value should be supported by an innovation ecosystem, which the public sector should establish in order to increase use of their data (Bason, 2010). In general, governments should foster an environment supportive of innovation and an ICT-friendly government policy (Bilbao-Osorio et al., 2014). Moreover, governments should have a clear vision for the internal use of data and support cross-government initiatives (Ubaldi, 2013). Strong government leadership is thus proposed as an important factor for motivating users to engage with open data.
H3a: Digital leadership of governments positively influences stakeholder’s motivation to disseminate shared digital content

H3b: Digital leadership of government positively influences stakeholder’s motivation to develop and market new digital products and services

Cost of high-speed networks

The generative ability of the mechanisms that facilitate value generation through use of data depends on certain capabilities. A capability can be defined as a measure of the ability of an entity to achieve an objective. Here, these capabilities reflect the ability of individuals and organizations to create and disseminate shared digital content or develop new commercial digital products and services.

An important foundation for the ability to create and disseminate digital content, products and services is having access to high-speed network infrastructure. Improved information infrastructure has vastly increased our ability to store, retrieve, sort, filter and distribute information, thereby greatly enhancing the value of the underlying information itself (Shapiro & Varian, 1999). Due to increasing digitization and exponential growth of data, the need to provide high-speed broadband to all segments of the population has gained importance in recent years (Bilbao-Osorio et al., 2014). Unfortunately, universal connectivity and global access still remain out of reach for many citizens of the world (Avital et al., 2007). Moreover, bandwidth constraints will increasingly become an obstacle in transmission over existing networks, due to the growing amount of supply and demand for data (Pepper & Garrity, 2014). I use a measure of the relative cost of internet bandwidth as a proxy for the general affordability and availability of network infrastructure (see table 7, appendix B for detailed measures). The higher the relative cost of using high-speed internet, the less general affordability. I propose high costs will negatively influence the ability of individuals and organizations to create and disseminate shared digital content or develop new digital products and services.

H4a: Cost of high-speed networks negatively influences stakeholder’s ability to share digital content

H4b: Cost of high-speed networks negatively influences stakeholder’s ability to develop and market new digital products and services.
Ease of reaching a skilled workforce

Another important construct that affects the ability of individuals and organizations to create and share digital content or develop new commercial digital products and services is the availability of skilled workers. The constant upgrading of workers’ skills has never been more important for continuing competitiveness of our society (Bilbao-Osorio et al., 2014). If the education system does not equip students with the necessary expertise to stimulate innovation, both in and outside of organizational contexts, the capacity for innovation will suffer, both in regards to general civic engagement and product and service development. In fact, the demand for people with the deep analytical skills relevant for big data analytics might outstrip current projections of supply by 50 to 60 percent (Brown et al., 2011).

I propose that societies which can easily access a workforce offering relevant technical skills, also will present more ability to generate value through creation and sharing of digital content or the development of new digital products and services.

**H5a: Ease of reaching a skilled workforce positively influences stakeholder’s ability to create and disseminate shared digital content**

**H5b: Ease of reaching a skilled workforce positively influences stakeholder’s ability to develop and market new digital products and services**

Shared digital content dissemination

Timely access and availability of previously disparate data sources can positively contribute to new knowledge, insight and awareness, ultimately creating a society equipped to make information-driven decisions. Studies show that companies who adopt data-driven decision making are on average 5-6% more productive than their intuition-driven counterparts (Brynjolfsson et al., 2011). The energy-tech company Opower is an example of the generative power of information dissemination. Opower is a double-bottom-line company, motivated by a corporate mission to drive global energy savings. Opower merges and analyzes various types of data, including open government data, to generate reports for individual energy users outlining personalized insights on their energy use. The reports are freely available to consumers through multiple channels. The energy reports include a comparison of the individual’s energy consumption with that of their “neighbors” – that is a calculated average of users with a similar profile, based on for example demographic information, house types and location based weather (see discussion in Paper IV). Moreover, to motivate low-energy users to maintain their limited consumption, they are rewarded for their good behavior
with a symbolic “smiley token” (Allcott, 2011). In May 2015, the Opower home energy reports had collectively enabled a global savings of over 7.7 terawatt hours of electricity, 12 billion pounds of CO2 emissions and a savings of approximately $1 billion on individual energy bills. This example of people’s engagement with contextualized information demonstrates how such engagement can lead to a collective generation of sustainable value.

In the not so distant past, dissemination of information happened mostly on paper and made use of the market mechanisms via channels like subscription newspapers and bookstores. At present, however, this dissemination occurs primarily through the creation of freely shared digital content and is driven by information sharing mechanisms that connect immensely diverse people on a global scale. The information sharing mechanisms are enabled by the interactive, collective intelligence of today's mobile and web-based information technologies, such as mobile apps and social media. The key components of these mechanisms are not based on financial remuneration, but on user involvement, accreditation, and tools that promote collaboration between individuals (Benkler, 2006). Value generation and appropriation through information sharing mechanisms in the context of open data emerge as a constant interaction between governments, citizens and companies, where continuous exchange of data and information is the key facilitator. For the purpose of this dissertation, it is assumed that people in general wish to make choices that benefit society, whilst safeguarding their own wellbeing. Furthermore, it is assumed that providing people with more information gives them the means to make choices that are more reflective of said wishes. Therefore, I propose that the creation and dissemination of shared digital content containing valuable information will positively influence the generation of sustainable value.

H6: Shared digital content positively influences the generation of sustainable value

New digital product and services

When previously unavailable data-sources are released to the public, new stakeholders are able to employ them, possibly generating innovation and an opportunity for new digital product and service creation. For example, the availability of open GPS data in the US in the 1980s stimulated the creation of many new businesses specializing in GPS and mapping services. Since then, so-called geo-services have become increasingly widespread, and are estimated to contribute annually between $150 and $270 billion in monetary value to global markets (Oxera, 2013). Additionally, open
data from the US National Weather Service supports a private weather industry worth over $1.5 billion per year (Kundra, 2012).

As an example of how product and service innovation through open data contributes to sustainable value, we can refer to INRIX, which is a leading provider of traffic services. INRIX’s mission is to globally reduce congestion caused by traffic and in order to do so they have utilized crowdsourcing as a data collection method (see Papers V and VIII). Their traffic intelligence platform combines and analyzes data from public and private sources, including government road sensors, official accident and incident reports and data on real-time traffic speed, sourced from a large community of local drivers that have either downloaded an application on their smartphones, or provided information through their in-car GPS device. INRIX has developed a variety of products and services based on these data. They sell both enriched data and data-driven products and services to stakeholders such as automobile manufacturers and public traffic engineers.

While business models of many companies are transforming as they increasingly make use of information sharing mechanisms, most innovative companies still depend on the market mechanism to create revenue. These market mechanisms are driven by the forces of demand and supply, and can be used to identify business opportunities and promote new digital products, services or processes that offer the generation of sustainable value. In the specific case of data-driven innovation products that route traffic and reduce congestion, direct and indirect impacts on sustainable value can happen through: a) a reduction of unproductive time spent by commuters; b) a greener and more sustainable environment; and c) reduction in stress and pollution related health-issues. Naturally, other innovations offer different contributions to sustainable value. In general, I propose that the creation of new digital products and services will influence the generation of sustainable value in a positive way.

H7: New digital products and services positively influence sustainable value.

Accountability of private sector organizations

We are currently facing numerous and urgent economic, social, environmental societal challenges. Given the complexity and cross-boundary nature of these challenges, a new approach is necessary (Jetzek et al., 2014b; OECD, 2011). The silos of government departments are in many cases poorly equipped to tackle challenges that span sectors and nation states. Civil society often lacks the capital, skills and resources to take promising ideas to scale. In section 1.4, I discussed various concepts of value and how the dichotomy between the state and the markets was being increasingly contested.
(Porter and Kramer, 2011). Following Porter and Kramer (2011), I suggest that there is a role for private companies in solving these challenges and producing sustainable value.

The concepts of market failures and negative externalities have for a long while shaped company strategies that have had a tendency to exclude social and environmental considerations from their economic thinking. Thus, firms have traditionally resisted regulatory standards as being contrary to their interests (Porter and Kramer, 2011). However, continued advances in digital technologies have disrupted the status quo and altered the way many people think, live and work, rearranging value pools (McKinsey, 2013b). Governments seeking to provide social protection to their citizens, while strengthening national economic competitiveness are becoming more interested in cross-sector co-creation of value. The evolving sense of corporate social responsibility is portrayed in the number of companies that participate in collective efforts to develop international standards that go well beyond what is required by international law (Haufler, 2013). Increasingly, companies are adopting policies that address urgent social issues (ibid). However, if companies are to play a bigger role in terms of social responsibility, they must consistently perform in the interests of shareholders and wider society. To do this companies will need to make visible the precise ways in which they are contributing to sustainable value generation, allowing shareholders, government officials and the greater population to hold them accountable.

In previous sections, I have outlined a number of use cases where private companies have utilized open data to create both shared content and commercial products and services that contribute to sustainable value for society. The motives of these companies are altruistic, while simultaneously remaining economically grounded. Thus, these businesses have reconnected company success with social progress. Accordingly, I propose a moderation perspective, implying that the relationship between content dissemination and sustainable value on the one hand, and new digital products and services and sustainable value on the other hand depends on the level of private sector accountability. However, the moderating effect of accountability of private sector organizations differs between the two proposed mechanisms.

Firstly, I propose that while dissemination of shared content is positively related to sustainable value, this effect will be more prominent in countries exhibiting less accountability of private institutions. When citizens in these countries uncover various sources of information, for instance regarding worker’s rights or environmental protection, they are able to put social pressure on the corrupt or unaccountable companies. This pressure, I argue, will have an impact on the behavior of companies
and positively influence the generation of sustainable value. The impact of shared content dissemination on sustainable value is, using a similar logic, suggested to be less pronounced in countries where companies already adhere to various standards and regulations, as those companies are already held accountable by shareholders and other stakeholders. To rephrase more clearly: the positive impact of increased content sharing (via transparency and civic engagement) on sustainable value is stronger in countries with less accountable private institutions.

**H8: The positive effect of shared digital content on sustainable value decreases with increased accountability of private sector institutions**

Secondly, I argue that while the generation of commercial digital products and services is positively related to sustainable value, this effect will be more prominent in countries with more accountable private sectors. When companies in general adhere to standards and regulations that hold them accountable for their actions, they are more likely to conform to social responsibility. Thus, the positive impact of new digital products and services (via innovation and efficiency) on sustainable value is stronger in countries with more accountable private institutions.

**H9: The positive effect of commercial digital products and services on sustainable value increases with increased accountability of private sector institutions**

### 5.6 Research Model Estimation

I used Partial-Least-Squares (PLS) method for assessing both the measurement model and structural model. For the measurement model, I used secondary data for seventy-six countries in 2013. Construct definitions and item measures are illustrated in table 6, Appendix B. Paper VII offers a more thorough discussion, including measurement model validity indicators. Figure 11 illustrates the results of the PLS estimation.
The overarching conclusion from the estimated model is that both digital content sharing and new digital products and services contribute significantly to the generation of sustainable value. Surprisingly however, the path through digital content sharing is considerably more relevant. The case of climate data is a demonstrative example of how such value generation might happen. Government-released open climate data is at present pioneering countless discoveries within the environmental sustainability field. Today’s climate data partnerships are creating unique ventures that cross boundaries between business, government and academia. For instance, IBM offers free supercomputing hours on its World Community Grid for researchers who are studying climate change, utilizing and generating mass quantities of open data. One of the projects making use of the grid, Harvard University’s Clean Energy Project, has screened and publicly catalogued 2.3m compounds in its search for new materials that could potentially double the efficiency of current carbon-based solar cells. The findings of the Clean Energy Project’s Database are open to the public to help further the discovery of new materials. While the value of such initiatives is not easily measured using traditional methods, it seems plausible that these synergistic network-relationships have contributed to sustainable value.

Adopting the configurational perspective (Henfridsson and Bygstad, 2013), I conclude the following: shared digital content dissemination is enabled by liquid open data, a robust regulatory data protection framework and cost of high-speed networks, as those
are the only significant relationships. Similarly, new digital products and services are enabled by liquid open data, digital leadership of government, cost of high-speed networks and ease of reaching a skilled workforce. A more complete discussion on the individual relationships is presented in Paper VII. There it is proposed that the non-significance of the relationship between a robust regulatory data protection framework and new digital products and services could indicate a two-sided relationship, through increased trust on the one hand (positive) and perceived burden of government regulation on the other hand (negative).

Liquid open data contributes to both shared digital content and new digital products and services. The parameter that indicates the indirect effect of liquid open data on sustainable value is 0.312 and highly significant, as well as fully mediated via the shared digital content and new digital product and services variables.

The hypothesis that private sector accountability influences the relationship between the mediating variables and sustainable value is supported. The relationship between shared digital content and sustainable value is stronger in countries with less accountable private organizations. The relationship between new digital products and services and sustainable value is stronger in countries with more accountable private organizations, see figure 12.

**Figure 12: Moderating Relationships**

I checked the effect of each of the mediating and moderating variables on sustainable value by comparing the R2 of the sustainable value construct with, and without, the variable in question, using Cohen’s f2 measure, as is shown in table 3.
Table 3: Effect Sizes Measured with Cohen’s $f^2$

<table>
<thead>
<tr>
<th>Impact on Sustainable</th>
<th>Shared digital content</th>
<th>Digital products and services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impact from</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shared digital content</td>
<td>0.254 (medium/high)</td>
<td></td>
</tr>
<tr>
<td>New digital products</td>
<td>0.075 (weak/medium)</td>
<td></td>
</tr>
<tr>
<td>and services</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interaction:</td>
<td>0.264 (medium/high)</td>
<td></td>
</tr>
<tr>
<td>Accountab. / Content</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interaction:</td>
<td>0.174 (medium)</td>
<td></td>
</tr>
<tr>
<td>Accountab. / Products</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liquid open data</td>
<td>0.434 (high)</td>
<td>0.216 (medium)</td>
</tr>
</tbody>
</table>

I can conclude that both mediating variables are important for explaining the variance of the sustainable value construct, but the effect of shared content is much stronger than the effect of digital products and services. Moreover, both interaction effects are important, but the effect of interaction between private sector accountability and shared digital content dissemination is stronger than the effect of interaction between private sector accountability and digital product and service innovation. Additionally, I checked the effect of the liquid open data construct on the mediating variables. Liquid open data is highly important to the configuration of variables that explain shared digital content dissemination and moderately important for the configuration of variables that explain new digital product and services.

Figure 13 shows the relationships between standardized results of the latent variables from the estimated model.
The x-axis in figure 13 shows the measured extent of new digital products and services. The y-axis shows the measured extent of shared digital content across the seventy-six countries included in the study. The color of each circle shows the extent of liquid open data in the country (red is low, green is high) and the size of each circle reflects the degree of sustainable value (bigger circle indicates higher levels of sustainable value). Figure 13 indicates that countries that score disproportionally high in content sharing also tend to generate more sustainable value. The outliers, which score very low content sharing mechanisms but high in new products and services, do worse in terms of sustainable value than other countries who have similar scores in the latter. The same goes for the outliers who score very low in terms of new products and services. Figure 13 indicates that there could be synergies between the two underlying mechanisms.

Figure 13: Liquid Open Data, Shared Digital Content, New Digital Products and Services and Sustainable Value

The high score in shared digital content dissemination is not explained by a high score in liquid open data. A low level of new digital products and services indicates lack of innovation and efficiency.
Figures 14 and 15 show the relationship between the liquid open data latent variable on the one x-axis and the latent variables that measure shared digital content dissemination and digital product and service innovation on the y-axis, respectively.

In both cases the figure illustrates a strong correlation between the two latent variables, but again, there are outliers that indicate that there could indeed be a somewhat synergetic relationship between the two underlying value generating mechanisms. For instance, United Kingdom comes across as an outlier if we only look at the relationship between liquid open data and shared digital content. However, the UK is directly on the trend-line in the case of new digital products and services where they are also the clear leader. Other countries like Qatar and Saudi-Arabia are scoring disproportionally high in digital innovation but are laggards when it comes to liquid open data and content sharing. Overall, they rank number 29 and 30 out of 76 countries in sustainable value as measured by this model. Hence, it is tempting to conclude that they could see positive results if they could activate both mechanisms through a more open approach to data and information sharing.
5.7 The Role of Open Data Intermediaries

The emerging relationships I have discussed at length in previous sections are the topic of Paper VIII, where the role of intermediaries in the open data ecosystem was explored. The aim with this paper was to increase understanding of how users engage with liquid open data, and to explore the previously mentioned potential synergies between the market and information sharing mechanisms. I reviewed a body of literature that focuses on the theory of two-sided markets, in order to improve my understanding of the role of intermediaries in reconciling the quest for market-driven economic profits, and the valuable network externalities that arise from information sharing. The business models that have been developed in these types of markets, which are commonly referred to as Multi Sided Platforms or MSPs in IS literature, are generally based on two or more sides of affiliated customers that interact via digital platforms.

The theory of two-sided markets has emerged over the past decade as one of the most active areas of research in information systems, economics, and strategy. It has also drawn considerable interest from practitioners. Two-sided markets are defined as “markets in which one or several platforms enable interactions between end-users, and
try to get the two (or multiple) sides “on board” by appropriately charging each side” (Rochet and Tirole 2006, 2). The importance of this approach for the analysis of how open data are used to generate sustainable value is that, unlike classical economic theory, the two sided market approach explicitly recognizes the value of network externalities (Katz & Shapiro 1985, 1986). The theory of two-sided markets builds on the notion that there are non-internalized externalities among end-users: “The starting point for the theory of two-sided markets by contrast is that an end-user does not internalize the welfare impact of his use of the platform on other end-users” (Rochet & Tirole 2006, 3). Two-sided markets, by playing an intermediary role, will facilitate an interaction that would not occur without them and therefore create value for both sides through direct and indirect interactions and network effects.

Intermediaries help overcome five limitations of direct transactions: search costs, lack of privacy, incomplete information, contracting risk and pricing (Resnick et al. 1995; Janssen & Zuiderwijk 2014). Accordingly, intermediaries essentially have four roles: a) information aggregation, 2) providing trust, 3) facilitating, and 4) matching (Bailey & Bakos, 1997). The intermediary can be an agent of any kind, a government organization, an individual, or a private company. The recent democratization of content, as well as the subsequent sharing, remixing, redistribution, and re-syndication of content in newer and more useful forms, has caused dramatic power shifts in the intermediary market (Bharadwaj et al., 2013). These trends have challenged traditional value chain thinking, while exploring innovative ways to generate value through information sharing. For instance, internet based peer-to-peer business models, often aggregated under the term Sharing Economy, have greatly disrupted the traditional intermediary model. Taxi companies, for example, are now competing against new peer-to-peer ridesharing services, which connect drivers and their personal vehicles with riders seeking transit through intermediary platforms (Cannon & Summers, 2014). These new types of intermediaries are creating an important layer that matches demand and supply for services, utilizing economies of scale and digital technologies as well as the business models of two-sided markets.

What then, is the role of intermediaries in making a digital infrastructural resource such as open data, easily reusable and reproducible? Research shows that in its current state, open data may not be as reusable as previously assumed. A recent review of the open datasets provided in Berlin, Germany showed that approximately 90% of the data provided were published in a non-machine readable PDF format (Martin et al., 2013). The Open Data Barometer reveals that of the 821 datasets surveyed in 2013, less than 7% of the datasets were published both in bulk machine-readable forms, and under
open licenses. Only 1.2% of open data were published as linked data (Davies 2013). Moreover, there are multiple ODIs in most countries, where different local governments, and state government each have their own policies and standards for open data. During these early days of open data, ODIs are still heterogeneous in nature, licenses differ between initiatives and open data standards are still underdeveloped and underused. Reuse of these data suffers as a result of these issues, as well as from limited network activity in the open data ecosystem (Mayer-Schönberger & Zappia, 2011, Martin et al., 2013). For most individuals and smaller developers, these issues have actually created a substantial barrier to entry, as the efforts involved in acquiring, manipulating, and analyzing these disparate data are simply too extensive, in comparison to an uncertain and potentially non-economic payoff.

As stated in section 5.1, liquid open data is not a binary construct, but rather a complex constellation of many dimensions, ranging from licenses, to prices, to usability and technical accessibility. Making data available in their current form is, by far, not the only barrier to overcome when it comes to enabling value generation through use of open data (Conradie & Choenni 2014; Janssen et al., 2012; Martin et al., 2014; van Veenstra and van den Broek 2013; Zuiderwijk & Janssen 2014a; 2014b; Zuiderwijk et al., 2012; 2014). Another important factor is that datasets are becoming increasingly larger, introducing a new barrier for those that cannot easily download or move the data. Moreover, raw data themselves are often of little or no use to end-users who have neither the capabilities nor time to manipulate and process them (Janssen & Zuiderwijk, 2014). Accordingly, publishing open data that are ready for use is a costly and time-demanding task. As public sectors are frequently constrained by budgetary demands, these costs constrain government’s aspirations for open data, despite the potential for value generation. However, these same issues can also introduce an opportunity for private parties that can create a business from removing these barriers to use of open data.

I propose that open data intermediaries will likely play a crucial role in the emerging open data ecosystem by facilitating data and information access for smaller organizations that may not have the capacity and capabilities to store, integrate, and analyze large and heterogeneous datasets. Intermediaries might also contribute directly to value generation by augmenting and amplifying the circulation of open data and by sanitizing and curating data coming from both public and private sources. By making data easier to access, manipulate, and use, intermediaries could drive information creation and product, service, or process innovation based on these data. The model
shown in figure 16 is an extension of the research model in figure 10, including MSPs acting as open data intermediaries.

Figure 16: MSP type Intermediaries create Synergies between Content Sharing and Commercial Products and Services

Having easy, one-stop access to data services offers a value proposition for companies striving to create a competitive advantage in an increasingly data driven world (Lindman et al., 2014). However, a large share of data-driven services is provided for “free”, oftentimes in exchange for access to personal data (OECD, 2014). Data intermediaries need to adapt to market conditions where users are accustomed to having free access to data, information, and information services. To enable the ongoing generation of valuable but free information, the data intermediaries could implement two-sided market business models. This would allow them to generate economic profit by capitalizing on the positive network externalities that arise from the interaction of multiple stakeholders that use the platform to gain access to the services provided by these intermediaries and their affiliates. Three examples of the use of these business models in platforms that make use of open data are discussed in Paper VIII.

I have previously discussed the mechanisms that explain how sustainable value can be created through use of open data. I now add a further proposition, positing that MPSs are facilitating such value generation through the creation of synergies between information sharing and market mechanisms. MSPs enable companies to move beyond simple rent-seeking and integrate the quest for economic profits with the generation of
society-wide sustainable value. These platforms act as a medium between stakeholders that are collectively addressing complicated societal challenges, previously the responsibility of governments alone. Governments have already started to realize the power of these models, which thrive on sharing and interaction, and are even implementing their own MSPs where public sector, businesses and citizens can meet and interact to create sustainable value (Janssen & Estevez, 2013).

5.8 Explaining the Open Data Value Paradox

In spite of the promising role of MSPs as open data intermediaries, there are still various challenges present. One barrier that has been identified in prior work on MSPs is the chicken-and-egg problem (Caillaud & Jullien, 2003; Hagiu, 2015). MSPs need to attract a sufficient number of participants on one side of the platform in order to attract the other side, which in the case of open data is the side that is paying for products and services. In the case of government provision of open data, this translates to governments attracting enough users to justify the investments required for making data open, and finding a way to make the resulting value more explicit to decision makers. In this scenario, governments do not get any direct payments but will benefit indirectly from sustainable value generation. When the users start engaging with the data, value will be generated, although what kind of value, and how much is uncertain. However, the users will generally not engage unless they have a relatively clear perception of their own future value proposition. This is what I term the open data value paradox. The open data value paradox describes a situation where entrepreneurs do not use the data because the data are not liquid and open enough, and there is too much uncertainty over factors like the sustainability of ODIs. Paradoxically, the data custodians are not willing to invest in the people and technology necessary to make the data more usable and sustainable until they observe concrete evidence of value generated from their use.

I have proposed that the action of making data liquid and open is equivalent to creating an opportunity for all stakeholders that care to use the data. To rephrase, governments are presenting their citizens with an option to utilize these data. The economics of real options can help us conceive the perceived future value of such an option by building on the same ideas that underpin the financial options markets. Having an option provides the option owner with valuable flexibility. If we conceptualize having access to sustainable liquid open data as an option, companies know that they can use these data for creating new information or data-driven products and services at any suitable point in time. Conceptualizing open data as an option might help resolve the open data
value paradox. By using option valuation methods we gain a tool that enables us to systematically evaluate the uncertain payoff derived from making data liquid and open, under different scenarios. Moreover, unlike most other valuation methods, option valuation methods promote unpredictability and variability as a positive factor rather than a negative one. Entrepreneurs gain valuable flexibility from not having to incur large investments in data. Rather, they can experiment with the data, ultimately choosing those datasets that turn out to be most suitable. Moreover, if governments can evaluate these currently unknown future gains, they will be able to justify their investments in liquid open data.

6. Conclusion

In this final chapter I will revisit the research questions, outlining the answers I propose as a result of this study. I will then discuss the theoretical and practical contributions and introduce an agenda for future research. Additionally I will review the limitations, and validity associated with my study. Lastly, I discuss my personal reflection, and give closing remarks of my journey through this dissertation.

6.1 Revisiting the Research Questions

In his recent TED talk, Kenneth Cukier provides a succinct, yet accurate answer to the overarching research question of this study, How is value generated from open data?: “You have more information. You can do things you couldn’t do before” In an attempt to provide more theoretical depth to this answer, I have suggested that two overarching value generating mechanisms can explain how value is generated from open data, the information sharing mechanism and the market mechanism. New value is generated through new information that contributes to increased transparency, and reduces the adverse effects of information asymmetry. Open data can also drive civic engagement through members of society engaging with and enriching available information, using it to positively impact their decision making capabilities, and to align their behavior to practices that contribute to sustainable value. Alternatively, value is generated through the markets when data are used to support process improvements, resulting in increased efficiency and cost reduction, or as a resource in new products or services, resulting in innovations that can transform markets, creating new companies and job opportunities.

I will now examine the five sub-questions in greater detail. The first sub-question posed was: What are the main enabling factors for value generation through open
After synthesizing between literature and qualitative and quantitative data, I have identified four measurable, contextual factors I propose are an important part of a societal level infrastructure that is conducive to value generation through liquid open data. These factors are: 1) robust regulatory data and privacy protection frameworks; 2) digital leadership of government; 3) cost of high-speed networks; and 4) ease of reaching a skilled workforce. Moving down one level of abstraction, other factors will be important for individual organizations. The qualitative data collected for Paper IV revealed one particularly important enabling factor, namely absorptive capacity. Absorptive capacity is a function of organizational and technical capabilities, which allow organizations to reach outside of their boundary for data, information, or knowledge and to productively utilize these external resources for value generation. It remains a research opportunity to extend the conceptual model presented in this dissertation to include organizational level variables and consequently test the boundary-crossing relationships, using observations at both the societal and organizational level.

The second sub-question asked was: What are the unique features of open data? The answer is in fact two-fold. The first concerns the theoretical economic features, which include open data being (in theory) non-rivalrous and non-excludable. These features have a direct impact on how value is generated from open data, as they influence how market participants view open data as a resource. While the openness factor offers a clear value proposition at the societal level, the value proposition is more complicated for individual companies, which generally desire unique resources (Barney, 1991; Wade and Hulland, 2004). Lindman and Kuk (2015) suggest that open data should be viewed as a common pool resource, subject to subtractability, as the feature of subtractability acts to encourage commercial use and investment. OECD (2014) utilizes the terminology infrastructural resource to highlight that digital data can be easily reproduced and reused by many stakeholders for many different purposes. Unfortunately, we still do not have a widely accepted economic concept that can fully describe the unique features of open data.

The second answer lies in the more detailed conceptualization of liquid open data, where I have synthesized different definitions of open data. Diverging from those definitions, I have increased the emphasis on the features, or attributes, that reflect the technical and governance related complexity of making data liquid and open. I would also like to draw attention to the fact that open data can mean many things to many people. Each of the seven dimensions of liquid open data has different relevance for different use cases. I propose, however, that governments should strive to make data as
liquid and open over all of the seven dimensions, as is economically feasible. Doing so will create a bigger opportunity or, alternatively, a more valuable option, potentially resulting in synergistic value generation.

The third sub-question posed was: **What are the value generating mechanisms of open data?** To which I identified four distinctive value generating mechanisms. As these mechanisms form a hierarchy, I have further categorized two as market mechanisms: efficiency and innovation mechanisms. These two are already widely recognized as value generating mechanisms. However, as a contribution of this study, I propose two additional mechanisms that do not utilize the markets to generate value. As the overarching mechanism guiding these was not previously recognized, I chose to conceptualize it as an archetypical value generating mechanism and named it the information sharing mechanism. The information sharing mechanism explains how value is generated through positive network externalities that are created when multiple stakeholders share valuable information, effectively reducing information asymmetry and encouraging civic engagement.

The fourth sub-question raised was: **How can we identify, conceptualize and measure the value that is generated from open data?** This question raises a number of complexities and the answer is manifold. Primarily I intended to highlight the immense value that is both generated and captured from open data, yet never enters formal accounting ledgers. For example, access to superb education, clean air and an efficient and supportive healthcare system are amongst the things valued highly by many, yet this value is not easily quantifiable. Moreover, when I started to work with the secondary data, I saw that there was a high correlation between wealth and the other chosen value indicators such as health, education and sustainable environment. It is, however, not a perfect correlation, and the resulting sustainable value construct rates countries rather differently than the GDP measure. For instance, Qatar ranks number 3 out of 76 countries in GDP dollars per capita but number 29 in sustainable value. Norway, however, ranks number 1 in GDP dollars per capita and number 2 in sustainable value, due to their more balanced approach to information sharing and market-driven innovation. United States rank number 8 in GDP dollars per capita but 23 in sustainable value. Thus, the model does confirm that the countries that value openness and information sharing tend to rank highly in sustainable value as well.

Regarding measurement, it is extremely difficult to trace how much value is generated from use of open data or how much these data are worth. There are many different methods that can be, and are currently used, each of them with their own strengths and limitations. Firstly, we can use previously created nationwide indicators to measure
sustainable value. There are a number of recently developed indexes that offer a nuanced and multi-dimensional view of societal progress to draw on. For instance, OECD Better Life index, United Nations Human Development index and Social Progressive Imperative’s Social Progressive index. The difficult part, however, is to adequately link the act of providing society with open data to the generation of sustainable value. One possible approach is to use correlational, cross sectional comparisons as was done in this dissertation. This method certainly offers a valuable indication, but remains silent in terms of direct causality. Therefore, I have opted to use the CR-based method of retroduction to hypothesize about the possible underlying causal mechanisms that could explain the relationships illustrated in the model.

One method that has been used in previous studies is the cost benefit analysis. This type of analysis evaluates the costs and benefits of opening a single dataset, or type of data (Houghton, 2011). Use of the cost-benefit analysis method has revealed that the socio-economic benefit of making commercially attractive data, such as geographic data, available is typically higher than the costs of making said data available. Cost benefit analysis is however a difficult exercise in the case of open data as the data are used by multiple unknown stakeholders for a variety of purposes. Informed by this research, it is my conclusion that the most comprehensive way to obtain an estimation of the use of data for various purposes is through a bottom-up approach, as is employed for calculating the GDP. One possible way to understand use of open data in the private sector is through self-reporting, a method used by the GovLab’s Open Data 500 index. As a second approach, the Danish BDP has adopted a reporting template where individual organizations use a predefined method to report on both tangible and intangible benefits they observe from the use of data. As a third approach, the Danish Geodata Agency used a survey methodology to create a baseline estimate of use of geographic data, before they were made free-of-charge in January 2013.

However, the cost-benefit analysis approach is by definition an ex-post method. From my identification of the open data value paradox, I conclude that we need to evaluate ex-ante the potential benefits in relation to various scenarios consisting of different configurations of enabling factors or barriers. To accomplish this I have suggested the use of option value methods (further discussion in Paper VIII). Option value thinking can benefit from evaluating opportunity costs: how would the geo-service industry have developed if the USA had not made GPS data available? Alternatively, how would our medical knowledge have progressed if genomics data had not been shared? I propose that this way of thinking will draw our focus towards the importance of
creating the right environment for individuals, businesses and governments that would like to utilize open data, providing them with an option for value creation.

The final sub-question raised was: **What are the key implementation strategies and business models that can promote long-term generation of value from open data?**

This is in fact two questions in one. I will first address the part that considers key implementation strategies.

I propose that for most ODIs, the seven dimensions of liquid open data can be used to benchmark the desired outcome. I expect that more standardized, more interoperable and more readily reusable data are preferred everywhere. However, as ODIs operate in very different contexts, appropriate strategies for implementing liquid open data can vary considerably. In some countries, the need to digitize data might introduce a first implementation barrier, while in other countries the challenge revolves around making already available data open for external use. These two cases introduce very different implementation barriers. For instance, Estonia, one of the frontrunners in E-Government, has in fact benefitted from having next to no pre-existing systems, thus being able to develop them effectively from the start. This in contrast to a country like Denmark who struggles with outdated legacy systems, legislation and a soft infrastructure that is socially entrenched and difficult to change. Denmark, on the other hand, benefits from high capacity and professionalism in data collection and widespread use of central sources of data across government. In the specific case of Denmark, explored in Paper VI, the main governance challenge was finding a balance between the safeguarding the autonomy of existing data custodians and ensuring an overall coordination between program participants, including use of common standards. Accordingly, I suggest that the approach the BDP adopted could be suitable for other ODIs with a strong focus on government efficiency through open data and interoperability, operating within a system that already supports cross-government collaboration.

The second part of the question concerns business models. The answer to this part remains in observation, however the business models behind two-sided markets or MSPs do provide a hopeful avenue of exploration for creating sustainable value, as discussed in Paper VIII. These business models have solved the complications associated with capitalizing on the intangible value created through information sharing mechanisms. The value inherent in the provided content attracts the non-paying stakeholders to the platform. Moreover, this group of users incentivizes the other group of stakeholders, the other side so to speak, to use the platform. The latter group, or the other “side” of the platform, utilizes market mechanisms create value for
money or new income, and thus contributes to the financial sustainability of the platform.

6.2 Contributions

I have proposed that the open data construct has thus far lacked clarity. Clear constructs are simply robust categories that distill phenomena into sharp distinctions that are comprehensible to a community of researchers (Suddaby, 2010). The first theoretical contribution of this PhD project is the definition of liquid open data, which is explained in more detail in section 5.1. In order to increase user engagement, ODIs should consider questions like: 1) what datasets are in demand and likely to be used now or in the future? (Availability); 2) how important is it for users to have free access to the data? (Affordability); 3) what guarantees do the users need to start working with the data? (Usability); 4) what formats are easiest for the different users to work with and what level of accuracy, timeliness and completeness is necessary? (Usability); 5) how easy is it for users to find the data and information about the data (Discoverability); 6) how easy is it for users to connect to the data or download for further use? (Accessibility); 7) how easy is it for users to understand the data out of context and how easy is it for users to link different sets of data together? (Interoperability).

The second contribution of this PhD project is a definition, conceptualization and measurement of the sustainable value construct. I have suggested a method to measure the sustainable value that is generated through content sharing and the creation of new digital products and services. In Paper VII I have modeled sustainable value as a complex multidimensional indicator using structural equation modeling and PLS path analysis (Trinchera & Russolillo, 2010). Using secondary data from reliable sources to estimate a structural model, I suggest the resulting latent variable scores can be used to indicate the relative level of sustainable value across countries. This method has been suggested for creating multidimensional indicators, as it relieves us from having to make subjective judgments about the proportion of each indicator, as is often the case when building composite indexes (Costanza et al., 2009; Trinchera & Russolillo, 2010).

Any theory must not only provide construct clarity but also identify the relationships among constructs (Suddaby, 2010). Critical realists argue that unobserved generative mechanisms can explain how phenomena come about. While Coleman’s framework highlights that the relationship between societal context and societal outcomes must happen through action of individuals, we can use prior research regarding certain
individual level tendencies to generalize at the macro level. I propose this is an important step towards facilitating a discussion about the societal level impact of open data. Naturally, theorizing at the macro level means we must sacrifice the richness and diversity of individual action, but instead we gain a high-level framework from which detailed individual or organizational level analysis can depart. As a third contribution, I have suggested two general and overarching value generating mechanisms, the information sharing mechanism and the market mechanism. Moving down one level of abstraction, I suggest two types of information sharing mechanisms: transparency mechanisms and civic engagement mechanisms as well as two types of market mechanisms: efficiency mechanisms and innovation mechanisms. Throughout the papers that form the backbone of this study my co-authors and I have introduced a number of in-depth use cases and case studies intended to illustrate these causal relationships, and to bring about a more nuanced understanding of how use of open data contributes to the generation of sustainable value through these two different mechanisms.

Moreover, the information sharing mechanism has thus far not been explicitly discussed or conceptualized as a value generating mechanism in the context of open data. Therein lies my biggest contribution. I have contributed to a vibrant academic discussion on how we can better understand and articulate the value generation process that happens through information sharing in network relationships with the aim of generating a midrange theory. Midrange theory starts with an empirical phenomenon and abstracts from it to create general statements that can be verified by empirical data (Gregor, 2006; Merton, 1949; 1968). While the proposed mechanisms are general, the context and boundary of the theory is clearly the phenomenon of open data. According to Gregor’s (2006) classification the proposed theory of open data value generation can be classified as level IV theory for explanation and prediction, including causal explanations (mechanisms), testable relationships and the ability to predict as PLS-structural equation modeling is well-suited for predictions. My hope is that in developing a midrange theory, I have made a theoretical contribution to the emerging field of open data.

The generation of sustainable value from open data does not happen in a vacuum, and there are many contextual factors at differing levels of analysis that play a significant role. These factors can help us explain why, or why not, the suggested value generating mechanisms are activated in different countries. As a fourth theoretical contribution, I have identified a preliminary conceptualization of four societal level enabling factors
that together form a societal level infrastructure I propose can stimulate value
generation through open data.

The fifth contribution of this PhD research is the identification of the open data value
paradox. The open data value paradox is both theoretically interesting and practically
relevant. It is interesting to private sector businesses as it applies to a very central
problem they are currently facing. This problem is a manifestation of consumer
adaptation to free information access, delivered over mobile devices, the World Wide
Web, and most recently though wearable technology. Moreover, it is relevant for
governments, as they must make decisions on how to spend the limited funds they
possess. In many Western societies, governments are using evaluation methods based
on the new public management paradigm, which is rooted in a logic based or market
like practice (Henriksen, 2006). This paradigm makes it difficult for many ODIs to
survive unless new ways to evaluate E-Government initiatives are suggested. The
emerging New Public Value paradigm (the concept of Public Value was discussed
briefly in section 2.4) might be more sympathetic towards initiatives such as ODIs but
still faces considerable challenges of governance and evaluation (Stoker, 2006). I posit
that it is imperative that businesses and governments find a way to understand,
articulate, document and evaluate the inherent worth of open data.

Just as I have used the insights from practitioners to help create relevant theory, I have
used the theoretical lenses that I have counted as contributions of this PhD project for a
number of practical contributions.

Firstly, by continuously engaging the BDP participants and exposing them to different
conceptualizations and models, as well as discussing the practical relevance of the
findings (which has admittedly revealed that some of them are more readily utilized
than others), I have managed to infuse and test some of the theory on a real-world ODI.
This academic-practice exchange of knowledge has been fruitful to both partners, as
suggested by the Engaged Scholarship paradigm (Van de Ven, 2007). Moreover, it has
helped all involved gain a holistic view of the phenomenon of open data. The Basic
Data case study (Paper VI) concentrates on the supplier side of open government data.
This case study has offered a unique insight into the real technical and governance
related struggles of an ODI over almost four years. It also offers an insight into how
open data can contribute to public sector efficiency and how the impacts of an open
data program can be evaluated. I have attempted to transform the experiences of the
BDP group into a number of practical guidelines that can be used by other similar
initiatives and summarized the findings in a process model that shows the open data
value lifecycle from the supplier point of view.
Secondly, the Opower case study (Paper IV) is focused on the demand side of open data. Unlike the other papers in this PhD research, it is positioned at the organizational level. The Opower case gave some interesting insights into the dimensions of data that are of interest to private sector users, such as data usability, discoverability and accessibility. Moreover, the study highlights that open data are for the most part combined with proprietary data when utilized by private business users. Open data are thus an important resource for multiple stakeholders, but represent in many cases only a fraction of the overall resources used. Therefore, I consider the proposed similarities between open data and infrastructural resources as being both powerful and accurate. Drawing on this approach, open data compare in certain aspects to public roads; they provide the path to destination, yet are seldom viewed as the largest contributor to the journey. Accepting this similarity might subtly affect the private sector’s view on the importance of open data.

Thirdly, the conceptualization of liquid open data and sustainable value combined with the four value generating mechanisms can be of practical relevance. As previously mentioned, I am designing a methodology for evaluating individual datasets, and ODIs in general, using these constructs. Moreover, I am continuing to develop the evaluation methodology based on real option value. These efforts will be part of a future research agenda, paying specific attention to the design related implications of my findings.

6.3 Final Contribution: Research Agenda

The final contribution is a result of the method of retroduction. Based on a triangulation between qualitative and quantitative data I have determined four classes of relevant mechanisms in the open data value lifecycle, illustrated in figure 17 (recreated from figure 3 for clarity of representation). Furthermore, I have identified four distinct “events” that happen in the domain of the actual when these mechanisms are activated.

1) Event 1: ODI strategy and implementation of open data infrastructure.
2) Event 2: Active dissemination of open data.
3) Event 3: Use and transformation of open data.
4) Event 4: Value generation through open data and subsequent value capture by multiple stakeholders.
Figure 17: The Open Data Value Generation Lifecycle Revisited

The events are connected through four distinctive classes of underlying and unobservable generative mechanisms: 1) M1: Governance mechanisms, explaining how the ODIs are governed, progressing from open data strategy towards active dissemination of open data. 2) M2: Engagement mechanisms that explain how users engage with open data and choose which of them to use. 3) M3: Value generating mechanisms that explain how value is generated from the open data. 4) M4: Evaluation mechanisms that explain how governments and other decision makers evaluate the impacts of the ODI and how this evaluation impacts future decision making.

The first event is described to some degree in Paper I and then in more detail in Paper VI, where the efforts of the BDP to refine and execute the open data strategy are examined. While a great deal of the open data research corpus focuses on the barriers and enablers of implementing open data policies, I have focused more on the implementation process itself, and consequently the governance mechanisms. In the case of the BDP, the governance approach that was eventually adopted by the program leaders was what I have identified as System-of-Systems (SoS) governance. SoS governance is a type of network governance that utilizes several governance principles. The first item on the proposed research agenda is to examine the types of governance mechanisms used in ODIs in more depth and to determine the appropriateness of governance mechanisms depending on the relevant context.
The second event is also described in Paper VI. However, as the implementation of the technical infrastructure intended for open data dissemination was not complete when the PhD research period ended, the full impact of the BDP has not yet emerged. Accordingly, I did not have the opportunity to thoroughly observe user engagement. However, I intend the liquid open data construct as an evaluation of “output” of an ODI. Regarding the mechanisms that explain how users engage with the disseminated data, I have briefly addressed those through the Opower case (Paper IV) and through the MOA theoretical frameworks (Paper V). Open data engagement, however, is still an unexplored research theme. The second item of the proposed research agenda is to advance more in-depth examination of how users engage with data, represented by different dimensions of liquidity and openness.

The third event is the use and transformation of the data, which I have described by using various use cases (Paper IV, Paper V, Paper VII and Paper VIII). The third item of the proposed research agenda is to collect more use cases and case studies to create a better understanding of the different ways in which open data are being used for value generation. User stories function as good examples and can furthermore be used to motivate both data users and data publishers. I, however, find the value generating mechanisms that explain how use of data contributes to sustainable value to be more theoretically interesting as they act as a tool for theoretical demi-generalizations. While I propose I have already contributed significantly to this particular area, it remains an interesting research opportunity to traverse yet another level of abstraction and explore these mechanisms in more detail within a more limited context.

The fourth event reflects the value generation and capture. For this event, my focus was primarily on creating a concept or construct that can be used to identify both the economic and the social or intangible value generated through use of open data. I argue that such a construct needs to move beyond the all-encompassing monetary valuation methods of our current times. The evaluation mechanism will reflect how governments, and other potential investors in the open data ecosystem, will look at the ex post and ex ante value generated through open data. My hope is that additional research in this specific arena will bring greater clarity to the relationships that explain the nature of value that is generated from shared resources such as open data. Furthermore, I suggest that more focus on this area will contribute to the improvement of evaluation methods. In Paper VIII, I propose that if evaluation methods were to reflect the intangible social and environmental value to a higher degree, interest in ODI related investment would also increase. The final item on the research agenda is to
contribute to a thorough understanding of how evaluation methods influence the willingness to invest in open data, both in the public sector and the private sector.

Table 4: Open Data Research Agenda

<table>
<thead>
<tr>
<th>Category</th>
<th>Research question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Governance</td>
<td>What types of governance mechanisms are ODIs using and how do these types relate to the success/failure of the ODI?</td>
</tr>
<tr>
<td>Engagement</td>
<td>How are users engaging with open data?</td>
</tr>
<tr>
<td>Value generating</td>
<td>How is open data used for value generation?</td>
</tr>
<tr>
<td>Evaluation</td>
<td>How do evaluation methods influence the willingness to invest in open data?</td>
</tr>
</tbody>
</table>

6.4 Research Limitations and Validity of Results

This section aims to both outline the limitations of this research, while in parallel establishing the validity of the results. The use of mixed methods was chosen to overcome the limitations of individual methods. I claim that use of mixed methods contributes positively to the quality of analysis, as the researcher can draw on the individual strength of each method. However, when utilizing multiple methods, researchers face limitations regarding the depth with which they can explore each method. In the case of this study, I focused on a robust quantitative data analysis, while using the qualitative data in an exploratory manner, for increasing understanding.

During this PhD study I conducted two longitudinal single case studies (Paper IV and Paper VI). Much of my personal inspiration and insight was derived from the interaction with the people participating in the Danish BDP, as well as from the Opower case. In both cases, I was witnessing events that were unfolding during my window of observation, which made it very difficult to decide appropriate cutoff points. Admittedly, while I tried to convey historical information, the latter cutoff points were based on convenience, related to the individual publications.

For the qualitative data analysis I used Yin’s (2009) case study approach, with some inspiration from the Harvard Case Study method. Although the latter method has traditionally been applied to teaching cases, I found value in the Harvard method’s use of a chronological timeline. Instead of the grounded theory approach using coding to uncover themes in the data, I created “stories” that connected events in a process and
described traits and abilities within a structural framework. Such stories are instrumental in explaining complex results (Yin, 2009). Afterwards, I applied a coding scheme from the theoretical lenses to highlight events in the storyline. A challenge of this approach is that the researcher must use creative insight and careful interpretation to make sense of, and explain observed findings (explanation building), as well as identify events and mechanisms that have not been observed. Reliability can be difficult to establish in such a study. In an attempt to improve conformability, I used secondary sources of data to corroborate my primary interview and observation data. For the Basic Data Program case study, I had access to a number of program documents as well as to an external review of the program. For the Opower case, I used a Harvard Teaching Case and a published economics paper that reviewed Opower’s methodology for evaluating energy efficiency gains. Additionally, I made use of online material and internal documents.

To create credibility is always an issue in case study research and is certainly a limitation of the qualitative part of this research. To improve credibility I had research participants review my narrative and correct factual errors. Of course, all interpretations and conclusions remain my own (and my co-author’s in the Opower case). To introduce traceability, I created an Outlook meeting request, which the interviewee approved. While most interviews were recorded, technical difficulties prevented this in two cases, and descriptive notes were relied on. Both case studies are single cases and thus it is difficult to generalize outside of the specific context in which the events happened. In order to make the context more explicit and introduce a level of transferability (Venkatesh et al., 2013), I used secondary data to create a thick context description so that the readers could themselves evaluate how the context influenced the events.

There are also a number of limitations related to the quantitative work. Firstly, the sample size used in in both PLS studies (Paper III and Paper VII) was small as there is limited secondary data to be found that are consistent across multiple countries and are fit for the purpose of reflecting different degrees of openness of government data. I was essentially limited by the number of observations in the Open Data Barometer. However, I have reasonable evidence to believe that the model contains enough power to draw preliminary conclusions from results.

Secondly, while the majority of the secondary data providers are reliable and have a long history of collecting and disseminating data, the Open Data Barometer is relatively new as it was constructed for the first time in 2013, collecting data for 2012, which was used in the pilot PLS study. However, I participated in the data collection
myself and as such can verify that scientific methods were used in the process. The data in the Open Data Barometer are based on an expert survey, using similar methodology as the Web Index and the World Economic Forum’s global technology reports and global competitiveness reports.

Thirdly, comparing impacts from open data between countries, where many ODIs are still in their infancy, might be premature. That being said, there are types of open government data that have been available for many years although worldwide interest in open data is relatively recent. For instance, Obama’s open government initiative was born six years ago, and even at the time, important types of data such as geographic data and weather data were already available free of charge. In Denmark, address and property data were made available free of charge in 2003.

The use of mixed methods introduces its own limitations. While I believe my conceptualizing efforts benefited from this approach, there are limits concerning triangulation of different types of data and research methods. For instance, some attributes of open data are more difficult to measure than others. It is relatively easy to estimate whether data are published under open licenses, or if they are disseminated in machine-readable formats. However, it is much more difficult to evaluate qualitative attributes like data quality as they depend on the nature of use, the needs of the users and other less generalizable attributes. The quality of basic data was certainly one of the main areas of emphasis in the BDP. However, in the econometric modeling, I could not find appropriate societal level measures that reflected data quality. While quality aspects or dimensions do appear in the final liquid open data construct, I could not emphasize the importance of data quality in the quantitative work to the same degree as was done in the case studies. Accordingly, not all of the insights from the qualitative studies could be carried forward to the quantitative studies.

There are also limitations and biases related to the researcher herself. I needed to familiarize myself with PLS and a case study research methods when I started working on the PhD study, and as such much time was spent learning the two approaches. I am relatively confident of the robustness of the qualitative analysis due to fact that the quality indicators in quantitative studies are well documented and easily comparable between studies, and I had relevant statistical experience from previous education and work. However, when reflecting on this PhD study, I conclude that it is difficult to learn the skills required for qualitative data analysis from a book or a single PhD course. I believe these skills are best acquired through experience over time, and conclude that this is an area with growth opportunities for myself as a researcher. While it is hard to evaluate one’s own biases, I suspect I have leaned towards
positivism in spite of my focus on the CR-based mechanism approach. I also must make explicit that I truly believe open data offer the opportunity to generate value, which does make me biased in my evaluation (which is incidentally not a very positivistic trait).

6.5 Final Reflections

This PhD study has been a rewarding journey, and to my surprise, I did not lose my enthusiasm for the topic over these last three years. I still believe that use of data can have a real impact on the world, and that openness is a very important factor in this context. I furthermore suspect that the current level of value that is being directly or indirectly generated through use of open data is only a small fraction of the value we could generate. I know, however, that this potential value generation is by no means inevitable. Interest in open data might fade away, and ODIs and our societies in general need to overcome many barriers if they are to be able to introduce new societal structures. One of the more difficult barriers is the way we are accustomed to think about value and value generation. I sincerely hope this PhD dissertation and the included papers will influence the current way of thinking. Furthermore, I hope that future research will identify how we can change current structures, rendering them more supportive of openness and sharing and the collaborative generation of sustainable value. If my work can motivate people to look for new ways of generating value my aspirations for this study will have been reached. I look forward to a future where open data are used in cross-boundary collaborative initiatives, simultaneously using the forces of the markets and the information sharing networks to generate sustainable value for all of us and our future generations.
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Appendix A: Summary of the Included Papers

This PhD study is based on the following articles, as shown in figure 18:

<table>
<thead>
<tr>
<th>Focus Methods</th>
<th>Open data supply: Policy and dissemination</th>
<th>Open data use: Business models and evaluation</th>
<th>Open data value generation</th>
</tr>
</thead>
</table>

Figure 18: Paper Overview

Table 5 gives a more comprehensive description of each paper and contribution towards overall study
<table>
<thead>
<tr>
<th>#</th>
<th>Full name and publication</th>
<th>Brief description</th>
<th>Contribution towards overall study</th>
<th>Co-authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>The Value of Open Government Data: A Strategic Analysis Framework Paper presented in the 2012 Pre-ICIS e-Government Workshop, 2012, Orlando, U.S.</td>
<td>A theoretical framework of four value drivers of open data, based on preliminary qualitative data, use cases and literature review.</td>
<td>Paper I discusses the importance of open data strategy and goal setting. The paper also identifies the four most prominent value drivers that are frequently cited as goals of ODIs. The paper also discussed what type of value (social and economic) is expected from each of them. Finally, the paper proposes that evaluation of ODIs is highly important, as it influences strategy and affects the financial sustainability of ODIs.</td>
<td>Michel Avital Niels Bjørn-Andersen</td>
</tr>
<tr>
<td>II</td>
<td>The Generative Mechanisms of Open Government Data In Proceedings of the 21st European Conference on Information Systems (ECIS), 2013, Utrecht, The Netherlands</td>
<td>A conceptual model illustrating the nomological network consisting of open data, societal level enabling factors, four value generating mechanisms and value. Based on preliminary qualitative data, use cases and</td>
<td>Paper II discusses unique (infrastructural) features of open data and how they influence value generation. The article utilizes narratives from use cases to give examples of how use of open data contributes to generate social and economic value through four distinct value generating mechanisms. Paper II also discusses the contextual factors that</td>
<td>Michel Avital Niels Bjørn-Andersen</td>
</tr>
<tr>
<td>#</td>
<td>Full name and publication</td>
<td>Brief description</td>
<td>Contribution towards overall study</td>
<td>Co-authors</td>
</tr>
<tr>
<td>----</td>
<td>----------------------------</td>
<td>------------------</td>
<td>-----------------------------------</td>
<td>------------</td>
</tr>
</tbody>
</table>
| III | Generating Value from Open Government Data  
In Proceedings of the 34th International Conference on Information Systems (ICIS), 2013, Milan, Italy  
| The first (pilot) PLS study, which extends and tests the conceptual model presented in paper II with secondary country-level data for 2012.  
| Paper III extents Paper II by empirically testing the hypotheses proposed in the conceptual model. Due to the challenge of measuring different theoretical constructs related to open data value generation, this study called for more detailed descriptions and definitions of constructs, which contributed back to the qualitative studies. The paper introduced a first version of a value construct and a first version of the open data construct.  
| Michel Avital  
Niels Bjørn-Andersen |
| IV  | Data-driven Innovation through Open Government Data  
| A case study of the company Opower, focusing in particular on use of data for innovation purposes. This study is multilevel in nature, and discusses the micro-macro mechanisms and the informal interactions between public and private sector.  
| Paper IV focuses on the demand side, particularly on which aspects or dimensions of open data are most important for private sector users (engagement). The case discusses use of open data in the specific case of Opower. The study analyses the interaction between levels; the importance of certain societal and organizational level enabling factors for a private company that uses open data.  
| Michel Avital  
Niels Bjørn-Andersen |
<table>
<thead>
<tr>
<th>#</th>
<th>Full name and publication</th>
<th>Brief description</th>
<th>Contribution towards overall study</th>
<th>Co-authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>Generating Sustainable Value from Open Data in a Sharing Society Presented at IFIP WG 8.6 in Aalborg, 2014 In Creating Value for All Through IT, edited by Birgitta Bergvall-Kärebom and Peter Axel Nielsen, pp. 243-260. Berlin Heidelberg: Springer</td>
<td>A theory development paper that delves deeper into the previously mentioned micro-macro level relationships. The overarching focus is on how private and public sectors can collaboratively address societal challenges by using open data as a “tool”.</td>
<td>Paper V discusses how societal challenges defy current structures and boundaries. The article proposes that both public and private stakeholders must act collectively in order to address these challenges. It is suggested that open data can facilitate boundary crossing without demanding rigorous cross-boundary governance. Paper V also discusses the importance of creating the right societal level context that will provide individuals with the motivation, opportunity and ability to generate sustainable value from open data. This paper is the first to conceptualize Sustainable value.</td>
<td>Michel Avital Niels Bjørn-Andersen</td>
</tr>
<tr>
<td>#</td>
<td>Full name and publication</td>
<td>Brief description</td>
<td>Contribution towards overall study</td>
<td>Co-authors</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>VI</td>
<td>Managing Complexity across Multiple Dimensions of Open Government Data Currently under review in Government Information Quarterly. (corresponding editor Marijn Janssen)</td>
<td>A case study of the Danish Basic Data Program (BDP). The relationships between open data value drivers/evaluation, the ODI strategy process and the actual ODI planning and deployment are explored in-depth in this study.</td>
<td>Paper VI focuses on the supply-side of open data. Discusses relevant Governance mechanisms, which emerged from the qualitative interviews and observations as being one of the most important factors for successful dissemination of liquid open data. The article identifies four tensions relevant to this specific ODI. I furthermore suggest how ODIs can actually attend to competing demands simultaneously, and consequently create synergies from these tensions. This paper is the first to conceptualize Liquid open data, which is later used as a construct in the quantitative study.</td>
<td>Single authored</td>
</tr>
<tr>
<td>#</td>
<td>Full name and publication</td>
<td>Brief description</td>
<td>Contribution towards overall study</td>
<td>Co-authors</td>
</tr>
<tr>
<td>---</td>
<td>--------------------------</td>
<td>------------------</td>
<td>-----------------------------------</td>
<td>------------</td>
</tr>
<tr>
<td>VII</td>
<td>Driving Sustainable Value: A Conceptual Model of Open Data as a Resource This is an unpublished and un-edited manuscript which we intend for a journal.</td>
<td>The second PLS study where we used secondary country-level data from 2013 to test the final version of conceptual model.</td>
<td>Paper VII introduces the final conceptual model and empirically tests the proposed relationships between liquid open data, four societal level contextual factors, manifestations of the event of using open data for value generation and sustainable value. Paper VII is the first to define the <em>Information sharing mechanism</em> as an alternative to the <em>Market mechanisms</em>. We furthermore suggest that we can measure these separately by looking for shared digital content on the one hand and the extent to which society provides innovative digital products and services on the other hand. Suggests how we can measure <em>Liquid open data</em> and <em>Sustainable value</em>.</td>
<td>Michel Avital Niels Bjørn-Andersen</td>
</tr>
<tr>
<td>#</td>
<td>Full name and publication</td>
<td>Brief description</td>
<td>Contribution towards overall study</td>
<td>Co-authors</td>
</tr>
<tr>
<td>----</td>
<td>--------------------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>VIII</td>
<td>Innovation in the Open Data Ecosystem: Exploring the role of real options thinking and multi-sided platforms for sustainable value generation through open data. In Analytics, Innovation and Excellence Driven Enterprise Sustainability, edited by Rick Edgeman, Elias G. Carayannis and Stavros Sindakis, Palgrave Studies in Democracy, Innovation and Entrepreneurship for Growth. (Forthcoming in 2015).</td>
<td>A book chapter exploring the role of two sided markets to stimulate synergies between information sharing and market type mechanisms. Suggest use of real options methods for evaluation purposes, to stimulate interest and investment in ODIs.</td>
<td>Paper VIII is an exploratory theory development paper that discusses the importance of intermediaries for facilitating conversion of open data to shared digital content and commercial digital products and services. Discusses how Multi Sided Platforms (MSPs) can create synergies between the two types of value generating mechanisms identified in paper VII for superior sustainable value generation. The paper proposes that we currently experience an Open Data Value Paradox. To boost investment in open data, we need to understand the most important features that influence generation of value and how we can measure this value (evaluation mechanisms). Otherwise, ODIs might never be able to justify continuing investment in open data platforms. I suggest the use of real options valuation methods to accommodate the infrastructural features of open data.</td>
<td>Single authored</td>
</tr>
</tbody>
</table>
Paper I: The Value of Open Government Data: A Strategic Analysis Framework

The Value of Open Government Data: A Strategic Analysis Framework

Research-in-Progress

Abstract

Government data has been accumulated for centuries in protected repositories and registries as public record and a matter of civil order. Recently, the Open Government Data (OGD) movement has emerged as a group that focuses on facilitating open access to government data. Proponents of OGD initiatives argue that it can strengthen democracy and improve government through increased participation, collaboration and transparency. OGD advocates are also motivated by its potential contribution to greater productivity and economic growth through increased government efficiency and the creation of new businesses and services. However, as most OGD initiatives are relatively recent, the key questions regarding the value propositions and return on investment of these initiatives remain unanswered. In this theory development paper, we offer a strategic options framework that offers criteria for generating and prioritizing OGD initiatives. The framework can guide structured analysis of the economic and social impacts of OGD with an emphasis on its value propositions at both the public and private sectors. Building on a literature review and fieldwork-based anecdotal evidence, we expect OGD initiatives to be able to generate value through either increased transparency, efficiency of government activities, citizen participation or entrepreneurship, depending on different enables and barriers, mechanisms and actors. We conclude that OGD initiatives have a potential to generate a substitutive return on investment.

Keywords: Open government data, Public sector information, open data value assessment, Open access.
I.1 Introduction

Data is the fuel of the information age revolution. Nowadays, we generate and store more data than any other time in history. Computing and networking capabilities combined with openness enhance the potential impact of the accumulated data and offer society an opportunity to drive massive social, political and economic change (Kundra, 2012). The public sector and especially the various government branches are one of the main sources of data. Government data has traditionally been accumulated in protected repositories and registries as public record and a matter of civil order. Consequently, over centuries, archived government data has had limited access via proprietary interfaces and often cumbersome fee-based procedures. In response to the Budapest Open Access Initiative (2002) and the Open Access movement (see Suber, 2007), governments have started to look into the prospects of providing open access to their data repositories. The Open Government Data (OGD) movement has emerged as a distinct group that focuses on facilitating open access to government data in consideration with its unique characteristics, political significance, and legal stature.

Clearly, OGD has far-reaching effects that go beyond direct economic gain. OGD implies that the public sector relinquishes its role as information gatekeeper in lieu of a new role as information publisher. Thereby, OGD involves a realignment of the power dynamics between the public-private sectors (Davies, 2010). Proponents of OGD hope that such shifts will readjust the power balance between government and citizenry and subsequently strengthen democracy and improve government work through increased participation, collaboration and transparency. OGD advocates are also motivated by its potential for innovative entrepreneurs, who can use the open data to propel economic growth as well as to address social challenges (Gigler et al., 2011). Moreover, advocates of OGD argue that it enables greater government efficiency through an information infrastructure that allows for better data re-use within the public sectors and inter-agency coordination.

The impact and ramifications of providing open access to government data, let alone its value propositions are, however, still debated in professional and academic circles. Huijboom and Van den Broek (2011) argue that the precise economic impact of open-data policies remains largely unclear and that calculations differ substantially. According to Uhlir (2009), there are relatively little empirical data available on the effects of the various policy approaches used when opening up data. This state of affairs leaves policy makers and information managers without the facts they need to assess and improve these policies (Uhlir, 2009). Halonen (2012) finds it likely that the
release of government data has the potential to lead to significantly enhanced efficiency in the long run, but he points out that in the UK certain obstacles have emerged, namely the operability of current IT systems, the lack of context in data, data literacy and negative attitudes among public officials (Halonen, 2012). Other possible reasons for less than expected gains are lack of technological knowledge in the public sector and a lack in recognition of the value of data (Halonen, 2012). There is also a need for a common understanding of the concepts and terms used in the OGD discourse. Questions like what is OGD, why should data be open, what is the value of OGD, how can it be evaluated and captured and what are the real-life enablers and inhibitors that governments face, need to be answered.

The relatively short experience with OGD initiatives, scarcity of case studies and evidence-based research on the topic, let alone the complexity of the underlying issues, have led us to develop a framework that addresses the following core questions:

- How to address evaluating the effect of open government data on government work?
- How to address evaluating the effect of open government data on the general public welfare?

The following theory development paper aims to provide a strategic options framework that offers criteria for generating and prioritizing OGD initiatives. The framework is meant to aid the design of the OGD value proposition and how it is positioned and delivered, as well as to enable a structured analysis of the potential wide-range effects of OGD. Building on the OGD literature and fieldwork-based anecdotal illustrations, we identify the main mechanisms that drive value from opening government data. Based on the evidence from current literature, we conclude that it is very likely that OGD initiatives generate economic value, i.e. that the benefits are higher than the costs of such initiatives. According to Emerson et al. (2001), social value is created when resources, inputs, processes or policies are combined to generate improvements in the lives of individuals or society as a whole. This could mean cleaner air, increased life expectancy, more equality and inclusiveness or more trust and knowledge. Social value is much harder to measure than economic (financial) value and takes longer to become evident. However, current evidence supports that OGD has the potential to induce social benefits derived from government due process and increased citizenship behavior.
Next, we review the context and nature of OGD, afterwards we describe the proposed framework and finally we conclude with a discussion of the implications to research and practice.

1.2 Open data and government

Open Government Data (OGD) is one specific, but very important, part of open data. A definition of government data can be found on the website opengovernmentdata.org: “By government data we mean data and information produced or commissioned by government or government controlled entities” (OKF, 2012). But what is the meaning of Open in OGD? According to OpenDefinition.org, to be considered open, data must be accessible online, published without technical restrictions to re-use, and provided under a license that allows the data to be re-used without limitation, including across different "fields of endeavor" (e.g. commercial and non-commercial alike) (OKF, 2012).

One strand of the OGD discussion focuses on the economic aspects of use and re-use of government data. The general economic idea of openness is to stimulate economic activity by increasing the use and re-use of this valuable resource, which has historically been subject to multiple barriers to use (Houghton, 2011; Kundra, 2012; Vickery, 2011). Being free for use is of course not the same as being free of use (Clark, 2006), however it is common in the economic discussion to interpret the concept of openness as meaning that the data is/should be free of charge. This results from research showing that in the cases where governments charge nothing (or at most the marginal cost of dissemination of electronic data which is near zero), re-use, and consequently economic activity, is markedly increased (de Vries et al., 2011; Koski, 2011, Pollock, 2008). The use of the concept and idea of openness in the economics domain is in this sense different from the use of the same concept in the open source software discourse. The Free Open Source Software (FOSS) movement has for instance clearly differentiated between the concepts of open and free.

In the last few years, OGD has been associated more prominently with the more social aspects of the Free Open Source Software (FOSS) culture of sharing and collaboration. Perhaps more specifically, this trend has arrived with the rise of the Open Government ideology, where public participation, collaboration, interagency and cross-sector partnerships have become part of the discussion (Linders and Wilson, 2011). The idea of Open Government draws in part on the philosophy and methods of the open source movement and means government where citizens not only have access to information, documents, and proceedings, but can also become participants in a meaningful way
It is important to notice, that in both the economic and social aspects of the discussion, opening government data is seen as a means to an end, not an end in itself. The importance of openness comes from the extent that it helps us achieve other goals, not because it is valuable in and of itself.

A number of economic studies on OGD have tried to estimate market size, whether by estimating the total turnover of the information industry (PIRA, 2000), the “use value” or added-value from use of the information (Dekkers et al., 2006) or exchange value in the meaning that the information is worth what buyers are willing to pay for it (DECA, 2010). Vickery (2011) made a survey on existing findings on the economic impact of OGD and estimated that the overall direct and indirect economic gains could be around EUR 140 billion throughout the EU. In general, the consensus of multiple studies on the value of OGD is that the economic value seems to substantially outweigh the costs of collection and dissemination (Uhlir, 2009; Houghton, 2011; PIRA, 2000; Weiss, 2001). But when the Open Government/FOSS movement kind of collaboratively created social value is considered as well, the estimation of value becomes more complicated. The public value perspective, introduced by Moore (1995), describes public value as the product of governmentally-produced benefits, part of which is derived from the direct usefulness of such benefits and part that is derived from the fairness and equitability of their production and distribution. A simplification of this perspective, often seen in the OGD discourse, is that value generated by government actions can either be of an economic nature (more economic activity, increased productivity) or social nature (better democracy, less corruption, happier and healthier citizens).

### 1.3 Strategic analysis framework for OGD initiatives

After going through the literature on OGD we saw that the value generating mechanisms set forth by OGD initiatives resemble those set forth by a value network. In a value network, value is co-created or co-produced (Morgan et al., 2010). Creating value cannot be done unilaterally based on the efforts of a single organization, nor can it be done without keeping in mind the different and divergent interests of all collaborating partners (Vanhaverbeke, 2008). Verna Allee defines value networks as any web of relationships that generates both tangible and intangible value through complex dynamic exchanges between two or more individuals, groups or organizations (Allee, 2008).

In the case of OGD, different initiatives have the ability to create value of both social and economic nature for both the private and public sector. However, when we looked
at these mechanisms from the practical implementation oriented point of view, we could see important differences. Using the two-by-two matrix to show the main strategic options for government, we simplified the value generating mechanisms into value driven primarily by the actions of the public sector on one hand and the private sector on the other. The resulting value can be both social and economic, but some value propositions are more geared towards the social types of value while other deliver proportionally more economic value. This classification resulted in four drivers of value, illustrated in Figure 1.

The matrix explores two key dimensions: Sector, where the involvement of the private sector is bigger in the right hand column and Type of Value, where the proportion of economic value generated is bigger in the top row. In each of the quadrants we have a different value proposition, namely Transparency, Participation and Collaboration, Public sector efficiency and effectiveness and Creation of new businesses and services. Different philosophies or ideologies driving OGD initiatives can be illustrated in the rows of the framework. Open Government ideology types of initiatives are more focused on the social types of value (bottom row) while other initiatives (EU) focus more on the ability of open data to increase efficiency and drive economic growth (top row).
Each of these value drivers is enabled by OGD but when examined more thoroughly there are different implementation considerations to each of them. Different levels and types of investment in processes and technology are needed as well as different data sets, licenses and even business models. In each case there is a direct and indirect cost, that can incur only (or mostly) in the public sector (left hand column) or be shared with the private sector (right hand column). Therefore, we conclude that the return on investment is dependent on how well these value generating mechanisms are understood. OGD initiatives can have the ambition to implement more than one value driver and it can be argued that the most interesting synergies occur on the margins. There can also be spillovers between the squares, for instance greater transparency can lead to increased effectiveness. Figure 2 shows how initiatives can be designed using the framework.
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**Figure 2: Positioning of individual initiatives**

Bigger diamond means more total value created but also bigger investment and more need for collaboration. The balance between public and private involvement is shown in the horizontal axis and the balance between economic and social value created on the vertical axis.

In the next section, we discuss each of the four value propositions and provide arguments for why and how each of them is considered to be able to generate value from opening up government data.
Transparency

“Sunlight is said to be the best of disinfectants; electric light the most efficient policeman.” (Brandeis, 1914, pp.xx).

Our first identified value proposition is Transparency. Transparency represents an action by the public sector that drives social value. The relationships between information, transparency, and democracy are fundamental and basic (Harrison et al., 2011). But why and how does transparency drive value? Transparency provides citizens and other stakeholders with a window into what government is doing. Open data enables better government through transparency of government activities and processes that encourage due process and fairness. In economic terms, increased transparency means less information asymmetry. Asymmetry of information can lead to adverse selection and moral hazard (Cook, 2010) resulting in corruption, defined as the misuse of public power for private benefits. The Open Budget Index found in 2008 that 80% of the world's governments fail to provide adequate information for the public to hold them accountable for managing their money: Nearly 50 percent of 85 countries provided such minimal information that they were able to hide unpopular, wasteful, and corrupt spending (Fioretti, 2011). Transparency is also valuable for the public sector itself as transparency can create trust in public operations. In breaking down information silos between agencies, government officials can also consume information from other parts of the bureaucracy to benefit their work (Gigler et al, 2011).

However, it is not obvious that any OGD initiative automatically leads to increased transparency, at least not one that is valuable for everyone. Here we have to consider the context of the project in question. Is the data current, is it of high quality, is it secure, and is it available and accessible for all? Data collection, management, access, and dissemination practices all have strong effects on the extent to which datasets are valid, sufficient, or appropriate for policy analysis or any other use (Dawes and Pardo, 2006). Data literacy and skills of individual groups of citizens and their access to technology should also be considered. Benjamin et al. (2007) studied the Bhoomi program in Bangalore and found out that the digitization of land records led to increased corruption, much more bribes and substantially increased time taken for land transactions. And it eventually enabled very large players in the land markets to capture vast quantities of land (Benjamin et al., 2007). Malensky et al. (2011) point out that transparency can cause perverse effects in systems where agents (politicians) understand the relationship between behavior and outcome better than their principals.
(the voters). In general, in order to achieve social value through transparency, equal access to information, equal opportunities for use and the context and quality of data become the prerequisites.

**Participation and Collaboration**

The US Open Government Directive, issued on December 8, 2009 foregrounded the principles of transparency, participation, and collaboration as the cornerstone of an open government (see for instance Harrison et al., 2011; Linders and Wilson, 2011; Noveck, 2009). Our second value proposition is Participation and Collaboration. This driver represents a set of actions by the private sector that drives social value and is representative of the latter two principles of open government. Participation, according to Lee and Kwak (2011), refers to public engagement in relatively simple interactive communications such as blogging and social networking and relies primarily on expressive social media to connect people and help share their ideas. Noveck (2009) argues that collaboration is “a form of democratic participation” that differs in important ways from traditional participative and deliberative practices, which often take place in circumstances disconnected from decision making. This driver includes both types of participation and describes the ability of citizens to help governments with difficult decisions and even workload.

Open data and use of information technology enables increased citizen participation and collaboration, leading to improved citizenship and collaborative behavior through crowdsourcing activities. In this case, OGD not only transforms how services are delivered, but opens the opportunity for citizens to control those services. A good example of citizen collaboration is the crowdsourcing activities that have been immensely helpful in natural disaster incidents, such as hurricane Katrina and the earthquake in Haiti. While government agencies and formal organizations failed to respond quickly, open collaboration among the public demonstrated it as a viable and effective mechanism to respond to those daunting challenges (Lee and Kwak, 2011). Another example is the Web and SMS-accessible platform called the Public Participation Information System (LAPO R), launched by the Government of Indonesia in 2011. The new unit lets citizens monitor and verify the delivery of government services in real time. It also uses this information to improve the way it allocates public resources in areas ranging from education and health to energy and defense (McKinsey, 2012).
Participation and collaboration must, however, be meaningful and directed toward goals that are carefully defined and acknowledged by ample government feedback. Further, the citizen input generated must be represented in outcomes that are visible to stakeholders in the decisions and the value produced (Harrison et al., 2012). These kinds of changes are not easily made; they call for considerable change of processes and even mindset within the public sector. They also demand investment in technology and moreover, deliberative design of collaboration platforms, including both the community and society dimensions (de Cindio, 2012).

**Public sector efficiency and effectiveness**

The third value proposition is Public sector efficiency and effectiveness. This proposition represents an action by the public sector to create economic value. OGD is, in this context, strongly related to digital or e-government activities where the goal is to modernize and streamline government with the help of information technologies. By opening government data, efficiency can be increased through consolidation of overlapping repositories, improved information infrastructure, inter-agency coordination and better financial controls. One example of such an initiative is the Danish “Better Access to Public Data” free-of-charge access to address data agreement from 2002. The aim of the agreement was to improve public and private services and to promote public safety (ambulance, police and other emergency services) by using the official addresses as a common reference which could promote interoperability in different IT systems. In 2010 a study on the benefits of the agreement concluded that the direct financial benefits in the period 2005-2009 amounted to around EUR 62 million. Until 2009 the total costs of the agreement were around EUR 2 million (DECA, 2010). The Danish government is now running a similar, but broader based, initiative where over the next four years all basic government data will be improved in quality and context and collection and dissemination of the data will be coordinated within the public sector. A common infrastructure will be established for stable and efficient distribution of government data, with the aim to make the administration of the basic data registers easier and more efficient (Digitaliseringsstyrelsen, 2012). At the same time the data will be opened, so that it will be free and available for the private, as well as the public, sector. The estimate of the project leaders is that when the project has been fully implemented (from 2020) the annual savings to the public sector will be around EUR 35 mio (Digitaliseringsstyrelsen, 2012).
A special effort is required in order to ensure that opening data leads to increased efficiency. Schematic heterogeneity and lack of consistency complicate access and integration of the data. Adoption of standards for the documentation, organization and dissemination of information is an important part of government systems for keeping and managing data (Bountouri et al., 2010). The key information architecture principles include treating data as an asset through a value, cost and risk lens and thereby ensuring timeliness, quality and accuracy of the data. Finally, the security of information must be considered, a holistic approach to data governance begins with an understanding of the information life cycle—the collection, updating, processing, and eventual deletion of personal information—and the adoption of a technology framework that enables governments to set controls which safeguard individuals’ privacy (Lampri, 2012).

**Creation of new businesses and services**

The last value proposition identified is the creation of new businesses and services. This proposition represents a set of actions by the private sector that generates economic value. Generally this means that organizations outside of the public sector use OGD to create new services (private sector innovation) ultimately leading to economic growth. The 2009 Digital Britain Report described data as ‘an innovation currency’ and ‘the lifeblood of the knowledge economy’ (Department for Culture, Media and Sport and Department for Business, Innovation and Skill, 2009). Open data is an essential raw material for a wide range of new information products and services that build on new possibilities to analyze and visualize data from different sources (European Commission, 2011).

And the opportunity is there as large part of this innovation currency has already been produced, collected and paid for by governments. Since 2003, the Spanish Oficina del Catastro (the Spanish Cadastre/Land Registry) has put increasing amounts of geographical data online and, from 2010, has facilitated electronic land registry certification. From June 2004, free access to cadastral maps for non-commercial users was provided and in April 2011 free access was also extended to commercial re-users, and a new model allowed mass downloads. Since obtaining free access in 2011, the number of private companies downloading data increased 15 fold; alphanumeric data download volume per week increased 20 fold; total digital map downloads increased by a factor of 80
and downloads increased by 100 fold (De Vries, 2012, Koski, 2011). And Open Data can create business opportunities even when not all potential customers or beneficiaries have internet access. Question Box, a mobile phone-based tool developed with support from the Grameen Foundation, allows Ugandans to call or message operators who have access to a database full of information on health, agriculture and education (Fioretti, 2011).

The networked value creation is demonstrated clearly in many OGD based innovations. Collaboration between students, the creative industry, local government, and inhabitants was used to stimulate idea exchange and foster innovation in an OGD initiative in Rotterdam (Conradie et al., 2012). The conclusion after this project was that such an approach, where crucial partners collaborate together, can create a sustainable infrastructure to co-create public services and fosters further innovation based on OGD. Another good example of possible OGD based innovations is the TWC LOGD Portal, an open source infrastructure supporting government data conversion, publishing, enhancement and access. A team of graduate and undergraduate students have used this infrastructure to create over 40 different mashups and visualizations (Ding et al., 2011). These mashups are diverse, some demonstrating the integration of data from multiple sources or deploying data via web and mobile interfaces, others showing how open data can support interactive analysis for specific domains including health, policy and financial data and yet others showing the design of data access and semantic data integration tools.

Making data available and making it re-usable are, however, two very different things (Alani et al., 2007). A big part of the economic value generation possibilities depend on the ability to mash up different sets of data to gain new insights and knowledge, for instance by linking sensor data, government data and company data. One enabler of such activities is the linked data and Semantic Web technology. A lot of promising work is being done on showing how these technologies can solve the need for integrated and interconnected datasets (Böhm et al.; 2012, Ding et al., 2011; Hausenblas, 2011; Höchtl and Reichstädtner, 2011; Zuiderwijk et al., 2012). Platforms designed to make use of and work with big, connected datasets for use in various applications are also an enabling technology. Grid and service–oriented high performance systems can be used as an effective cyber infrastructure for implementing and deploying geographically-distributed services and applications (Talia and Trunfio, 2010). The value of OGD can also be discovered through statistical, visual or semantic
models, designed to deliver new knowledge. Parallel to the increased access and coherency to government data, we are witnessing a revolution in the technologies for analyzing, exploiting and processing data. However, the results of a data mining process depend strongly on the quality of the data it processes (Paulheim and Fümkranz, 2012), which again strengthens the argument for solid data governance.

I.4 Discussion

Government data is a rich source of valuable information and currently an untapped resource as the data is frequently locked up within the public sector, even only usable at the institution that creates or collects the data. It can be seen from the examples above that OGD is capable of generating both economic and social value. The value generated can range from being of a social nature like increased trust in government activities to financial benefits like those resulting from increased economic growth. We identified four distinct, but complementary, value generating mechanisms. Each of them has its own enablers and inhibitors as well as technical and organizational requirements. The value generation is initiated by different sectors in the value network, but these value generating mechanisms are complex and there can be substantial synergies and spillovers between the drivers. In all cases the value can be captured by both the public and the private sector and the relationship between who generates and who captures the value is not a simple one. We conclude that there is need for a new approach to explain the generation, capture and measurement of OGD value, based on complex co-creation of social and economic value in value networks, rather than the value of ownership and exchange. The understanding of the complex value generating mechanisms as well as the possible inhibitors and enablers is imperative to the ability to maximize value captured from OGD.

One possible inhibitor to OGD value generation is a general lack of awareness of the value of government data, both by public officials and the private sector in general. And the opportunities to capture value from OGD might also differ within the private sector, even if the data is made available and free, as some citizens don’t have the required skills to capitalize on the opportunities brought forth by OGD (Gurnstein, 2010; Rath, 2012). However, while the digital divide is a fact, this should not be seen as a reason not to publish government data, just as illiteracy should not be conveyed a reason not to publish books. Rather, governments should consider these possible adverse effects and optimally implement some measures to counter-affect them. One way of doing so is to encourage crowdsourcing activities to help increase computer and
data literacy and to educate and increase the awareness of public officials and the general public.

The quality of government data is another possible inhibitor to value generation, even to the extent that data is not available in a digital format (Hogge, 2011). It is also important to give the correct context to the data. Government data is in many cases collected or created for specific purposes, creating substantial risks for validity, relevance, and trust if taken out of that context. In spite of that, information is often seen as a given, used uncritically, and trusted without examination (Dawes, 2012). Dawes (2012) suggests that we are more likely to achieve the promised benefits of OGD if we look at government data as one of four linked phenomena - policy, management, technology, and data - embedded in social, organizational, and institutional contexts that have substantial influences on data quality, availability, and usability. Many of the tools and techniques that are being developed today can make a huge difference for the collection, management and dissemination of government data. New technologies also offer new ways of capturing value from OGD, via the semantic web, mobile apps, network platforms and big data connectors and analytics. Use of information technology can be the most important enabler to enhance the value of OGD initiatives.

Two of the most discussed enablers for OGD success are open licenses and low prices. Still, the distribution of costs and value between the public and private sectors is the cause of some controversy. The benefit from lower prices is increased use and re-use of data, leading to increased economic activity (Pollock, 2008; Koski, 2011). But observers like Bates (2012) worry that the OGD model is essentially becoming little more than a corporate subsidy. The question remains: “Is OGD being made available for private gain at public expense?” (Grupe, 1995). Even if many OGD initiatives should be able to create positive financial return on investment to the public sector, this is not by definition true of every OGD initiative, especially those focused on creating social value. Furthermore, administrations that first see the extra money generated by OGD are almost never the same who created them in the first place (Fioretti, 2011). And finally, improved quality and governance of government data, as well as the use of new technologies, can significantly boost OGD generated value; however, these improvements call for public sector investment and therefore increased costs. We suggest that new business models based on cost sharing, as well as co-creation of value between the public and private sector, could help solve this paradox.
1.5 Conclusion

The discussion above brings us to our two questions:

- How to address evaluating the effect of open government data on government work?
- How to address evaluating the effect of open government data on the general public welfare?

Many empirical research papers have shown evidence towards the potential benefit of opening government data. To name one example, Houghton (2011) estimates the benefit/cost ratio from opening up Australian spatial data as 13/1. Of course the value generated will be different between datasets, but datasets that do not offer much economic value might have a lot of potential for generating social value. However, in order to safeguard the ability of government to collect high-quality, high-value data, new business models where costs as well as benefits are shared between the public and private sectors should be explored. From the perspective of the private sector the value captured from OGD could be of an economic nature like direct cost savings (cheaper services), indirect cost savings (saving time through better services) or increased opportunity to generate revenue (new businesses). The value captured can also be of a social nature like increased trust, more equal and fair society and increased life expectancy. From the public value perspective (Moore, 1995), the value of OGD is also derived from the fairness and equity of the economic benefits. Eventually, more market activity and increased market efficiency should benefit everyone to a point, at least in democratic societies. And increased transparency, participation and collaboration through citizenship and due procedure could be the mechanisms needed to ensure that opportunities and value are distributed more evenly.

From the evidence we have collected we conclude that:

- OGD initiatives are likely to create both economic and social value and for certain datasets the direct financial benefits will substantially outweigh the costs;
- OGD initiatives need investment in data management and technology, but the type and level of investment, as well as the implementation approach, depends on what value propositions are of importance;
- Consequently, considerable effort should be spent on agreement towards what kind of value or value propositions are of interest and in what way this value should be captured and by whom;
For these deliberations to be successful, the potential inhibitors (and enablers) in the current OGD initiative environment need to be identified and new business models should be explored.

We conclude that there is a need for further research to identify more clearly the enablers and inhibitors that governments operating in different social and economic contexts have to consider when opening up government data. There is also a need for a more structured set of goals and measurements for governments to use when estimating the captured value of OGD initiatives. From a theoretical perspective, the notion of openness requires a reconsideration of the processes that usually generate value creation and capture, from a value chain perspective to a value network perspective. Open Government and Open Data have the ability to facilitate networks of collaboration and co-creation that produce real economic and social impact, but more research on these value generating mechanisms is needed in order to guide future initiatives.
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Abstract
The exponentially growing availability of data, global connectivity, and trends toward increased openness and sharing are turning into a powerful force that is changing the global economy and society. Governments around the world have become active participants in this evolution by opening up their data for access and re-use by public and private agents alike. The recent phenomenon of Open Government Data (OGD) has spread around the world, driven by the proposition that opening government data has the ability to generate both economic and social value. However, a review of the academic research and the popular press reveals only sporadic attention given to various aspects with no overarching framework that explains how OGD generates value. We apply a critical realist approach to uncover the generative mechanisms that serve to explain this relationship. First, we present a strategic framework with four archetypical generative mechanisms. The framework outlines the different pathways to value generation and highlights the current tension between the private/public and economic/social domains. Second, we offer a conceptual model that provides a systematic way of articulating and examining further the generation of value from OGD.
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II.1 Introduction
Today, we generate and store more data than at any other time in history. Computing and networking capabilities combined with openness enhance the potential impact of the accumulated data and offer society an opportunity to drive massive social, political
and economic change (Kundra, 2012). Thus far, there is an apparent tension between the social value driven networks of data, information and knowledge sharing, on the one hand, and the economic value driven products and services markets of ownership and exchange, on the other. Traditionally, these have been seen as two different ends, with businesses on one end and governments and not-for-profit organizations on the other. The presumed trade-offs between economic efficiency and social progress have almost become institutionalized (Porter and Kramer, 2011). However, in the last few years, the boundaries between the two are blurring, following the increased connectivity, openness and sharing. These increasingly complex interdependencies are forcing us to re-think the concepts of economic and social value in a world moving towards digital interoperability, information sharing, co-creation and collaborative networks (Avital et al, 2007; Hess and Ostrom, 2006).

Having Open Government Data (OGD) implies that the public sector relinquishes its role as information gatekeeper in lieu of a new role as information provider, leading to a realignment of the power dynamics between the public and private sectors (Davies, 2010). Proponents of OGD hope that such shifts will strengthen democracy and improve the impacts of government work through increased transparency, participation and collaboration. Moreover, advocates of OGD argue that it enables greater government efficiency through an information infrastructure that allows for better data re-use within the public sectors and inter-agency coordination. Open data advocates are also motivated by its potential for innovative entrepreneurs who can use OGD to generate new products and services. However, due to the early stage of OGD initiatives, their impact and ramifications are still debated in professional and academic circles. While economic and social value has been expected to emerge from the dissemination of OGD, evidence is still scarce. The economic and social impact of open-data policies remains largely unclear, and there are relatively little empirical data available on the effects of the various policy approaches, thus leaving policy makers without the facts they need to assess and improve these policies (Huijboom and Van den Broek, 2011; Zuiderwijk and Janssen, 2012).

This paper addresses the question: How do open government data stimulate value generation? To explore and illustrate how value can be generated from the use of OGD, we turned to the critical realist concept of a micro-to-macro mechanism as a causal structure that contingently generates observable outcomes. We use these mechanisms to portray the instrumental pathways between OGD, social factors and technological factors that have the potential to generate value. We concentrate on the overall economic and societal impacts from OGD and examine OGD initiatives as the
unit of analysis. We propose that there are four archetypical generative mechanisms that explain how OGD can stimulate value generation, contingent on three enabling conditions. We furthermore propose that synergies between different generative mechanisms can lead to enhanced value generation and more widely dispersed value appropriation. Finally, we propose that by contrasting different mechanisms and different perspectives, we can contribute to knowledge on how ambidextrous strategies and cross-sector collaboration within value networks can benefit OGD value generation and appropriation.

II.2 The unique features of OGD

The amount of data accumulating in our increasingly digital world is breathtaking. In the past two years alone, increased Internet access and data generation from surveillance cameras and smart meters have doubled the amount of information available in the digital universe to its current rate of 2.8 ZB, a number that is expected to double every year. The massive increase in the amount of data, combined with openness and technologies that allow global distribution, has dramatically changed the nature of data from a closed proprietary resource to a common shared resource. Additionally, the continuously developing technical and semantic ability to merge disparate datasets, combined with sophisticated data analysis, has the potential to increase vastly the overall value of data. It is estimated that better use of data resources in the US health care could generate USD 300 billion annually and in Europe’s public sector it could generate EUR 250 billion annually (McKinsey, 2011).

Open data can be defined as data that are freely accessible online, available without technical restrictions to re-use, and provided under open access license that allows the data to be re-used without limitation, including across different ‘fields of endeavor’ (e.g., commercial and non-commercial alike) (OKF, 2012). The concept of Open Government Data refers to government data, defined as “data and information produced or commissioned by government or government controlled entities” (OKF, 2012), that are opened up for use and re-use by public and private agents alike. In the currently used terminology, OGD does not include data that are subject to valid privacy, security or privilege limitations, as governed by other statutes. Government data sets are an interesting subset of open data because such subsets have already been collected for specific use, have been paid for by taxpayers, are relevant and offer value beyond what is captured from the originally intended use. When opened up, government data become a common, shared resource (i.e., public good) that is
provided by the government. Building on Nilsen (2010) and Shapiro and Varian (1999), the typical features of OGD as a resource are as follows:

- It is non-rivalrous: One person's use of the data does not reduce availability to others.
- It is not excludable: One person cannot exclude another person from using the data.
- It has high fixed costs: Costs of collecting, processing and storing the data are generally high.
- It has (almost) zero marginal cost, i.e., it is inexpensive to reproduce the data after they have been collected.
- It offers valuable information and has high potential for re-use.

While the generative mechanisms discussed in section 5 can be applied to all types of open data as a resource, the outcomes generated from the use of open data provided by government differ from the outcomes generated by use of open data provided by the private sector. In this paper, we focus specifically on the value generated by the use of open data that are produced and provided by the government.

II.3 The multifaceted nature of value

The most advanced economies in the world today have made two parallel shifts that, paradoxically, make possible a significant attenuation of the limitations that market-based production places on the pursuit of value that is central to liberal societies. The first is the move to an economy centered on information and the second is the move to a networked Internet-based environment. These changes have increased the role of non-market and non-proprietary production, both by individuals alone and by cooperative efforts in a wide range of loosely or tightly woven collaborations (Benkler, 2006). We can define value as objectively established or as perceived worth for somebody. In order to highlight the apparent tensions between the monetary and market based value creation and the non-proprietary and collaboration based value creation, we base our discussion on two types of value: economic value, defined as the worth of a good or service as determined by the market, and social value, which is created when resources, inputs, processes or policies are combined to generate improvements in the lives of individuals or society as a whole (Emerson et al., 2001).

The conceptual distinction between value generation (creation) and value appropriation (capture) has been growing in importance with the trend towards openness, technical connectivity and collaborative ventures. Value generation materializes when the utility of society’s members increases after accounting for the
resources used in that activity. Value appropriation materializes when an actor is able
to capture a portion of the value created by an activity (Bowman and Ambrosini,
2000). Due to the unique features of OGD, the value that is generated from the use of
data is not necessarily exclusively available for appropriation by the owner of the
resource, nor even by the value creator. The relationship between the generation and
appropriation of the value of multiple stakeholders in the context of alliances is
increasingly being viewed to be multifaceted in nature (Sarker et al., 2012). Gil-Saura
et al. (2009, p. 595) suggest that value is a subjective, multidimensional construct;
accordingly, it is only through a multidimensional view that we get a true picture of the
value generated within alliance relationships. However, despite the recent focus on the
creation of value in collaborative settings, little is known about the underlying
mechanisms (Sarker et al., 2012). The fundamental transformation towards
organizations collectively creating value has raised important new issues that cannot
easily be addressed by currently used frameworks in IT value research (Grover and
Kohli, 2012).

II.4 Research Strategy

Research philosophy and method

The critical realist notion of generative mechanism has served as a springboard for our
study. The basic assumption of critical realism is the existence of a real world
independent of our knowledge of it. The objects and structures of the real give rise to
causal powers, called generative mechanisms, which cause the events that we may
observe (Bhaskar, 1998). The aim of critical realism is not to investigate the level of
events, but rather to uncover and describe the mechanisms producing these events. The
mechanisms are associated with the real nature of the underlying objects, and it is
thereby assumed that they are relatively stable structures created by an interplay of
objects. Critical realists emphasize that causality is contingent - in the sense that the
outcome of a mechanism is contextual. In that regard, the observed outcome emerges
from the intersection of appropriate pre-conditions, and the mechanisms then act
transfactually (Henfridsson and Bygstad, 2013). Furthermore, the critical realist
approach identifies an intermediary level of analysis, between pure description and
story-telling, on the one hand, and grand theorizing and universal social laws, on the
other (Hedstrom and Swedberg 1998).

Due to the emergent nature of open data and their value, the research approach is
phenomenon-based with the aim to capture, describe, document and conceptualize the
underlying phenomenon, as well as to identify the mechanisms that explain how value is generated through the application of OGD. The investigation of a new phenomenon calls for a relatively unrestricted gathering not only of primary data, for example, interviews, but also of secondary data, for example, news reports or online sources (von Krogh et al., 2012b).

Our study was conducted in five consecutive phases: 1) identification of definitions, concepts and keywords, 2) review of the literature, 3) collection of primary data, 4) creation of a framework with the main types of generative mechanisms and 5) specification of a conceptual model. The literature review aims to: 1) reveal in what ways, and to what degree, the literature has addressed our research question, 2) organize and classify the literature according to the topics covered and 3) identify gaps in the current literature to justify the creation of a new theoretical framework.

Data collection

First, we conducted a literature search based on the main concepts relevant to our topic: ‘government,’ ‘open,’ ‘data’ and ‘value’ and various combinations thereof. In order to be comprehensive, we searched for other similar terms that are used in the extant literature, e.g., ‘public sector information.’ We also collected diverse literature on value generation. We searched for the terms ‘value generation/creation,’ ‘value appropriation/capture,’ ‘value networks’ and ‘value co-creation.’ We searched in scientific databases, but in consideration of the nescient phenomenon, we extended the search to the blogosphere and popular press. Furthermore, we did not constrict the search to certain disciplines because we aimed to bring together previously disparate streams of work to help shed light on the phenomenon.

Second, we collected primary data from an open government data initiative in Denmark: The Danish Basic Data Program (Digitaliseringsstyrelsen, 2012). The obtained data were derived from project documents, nine semi-structured interviews and notes from participation in meetings and conferences related to the project. A short interview guide was used in order to keep the discussion of interviews focused on the topic of value, particularly on what kind of value could be obtained from OGD initiatives and what might be the main enablers and inhibitors for value generation. The nine interviewees included: four project managers from different sub-projects within the main Basic Data Program; two product owners from a large supplier for public sector IT-solutions and a big user of government data in Denmark (KMD); one consultant and open data evangelist from the Netherlands; one project manager from the municipalities’ common IT/project organization (KOMBIT), who was also a
participant in the program; one representative from the ministry that provides property data and one representative from the organization that collects and provides geographical data. All interviews by one author lasted one to two hours and were performed face to face.

II.5 Findings and Analysis

Generative Mechanisms for OGD value

Mechanisms can be portrayed as small pieces of theory that specify how a given input will reliably create a specific output (Hedstrom and Swedberg, 1998). Mechanisms do not merely describe what happened but also how it happened, thereby allowing us to see beyond the surface-level description of a phenomenon. Mechanisms may be classified on three levels: contextual mechanisms (macro–micro level), action-formation mechanisms (micro-micro) and transformational mechanisms (micro–macro level). The latter type explains how different components interact in order to produce an outcome at the macro level (Hedstrom and Swedberg 1998). In this paper, we focus on the transformational mechanisms as socio-technical mechanisms, i.e., generative mechanisms that are triggered by the interaction of social and technological constructs. Our aim was to explain how use of OGD can generate value and what contextual elements may lead to a desired outcome.

In order to identify the main generative mechanisms, we conducted a wide search that focused on various operational definitions of open government data. We found that two distinct ideologies drive most open government data initiatives: the ‘Re-use of data’ perspective and the ‘Open Government’ perspective. We thus reviewed the respective tensions and contributions of these two unique streams. The literature on re-use of OGD is mostly focused on the economic value of government data, often in connection to the European PSI-directive (Janssen, 2011). The literature in the context of Open Government is mostly derived from Obama’s 2009 Open Government Directive, and, in a higher grade, is directed towards government policy that is centered around how use of OGD can contribute to the generation of social (or public) value in collaborative settings (Linders and Wilson, 2012). The emergent open government movement is said to offer the possibility to reconcile the divergent paths of e-democracy and e-government by creating shared understanding, using new sources of expertise and building civic capacity (Harrison et al., 2011). However, the OGD discourse is increasingly citing both social and economic reasons for opening data, and the
principles of supplying data for open government and re-use are converging (Janssen, 2011).

Through the lens of economic and IS-based theories on value generation, we were able to identify four distinct generative mechanisms that can explain how OGD enable generation of value. Two come from the Open Government literature: transparency of government and citizen participation/collaboration (Cordis and Warren, 2012; Harrison et al., 2011; Linders and Wilson, 2012) and two from the Re-use literature: efficiency and innovation (Gigler et al, 2011; Halonen, 2012; Jansen, 2011). Commonly discussed barriers to value generation in both streams are: 1) closed or inaccessible datasets, 2) lack of comprehensive data policies, 3) lack of validity, completeness and exhaustiveness of datasets, 4) insufficient metadata, 5) lack of consistency in cross-border access regimes, 6) lack of motivation within public sector, 7) lack of technical and semantic interoperability between governmental systems and datasets and 8) too fragmented and disparate open data community (Davies, 2010; Dawes, 2012; Halonen, 2012; Janssen, 2011; Lee and Kwak, 2011; Mayer-Schönberger and Zappia, 2011; Zuiderwijk et al., 2012).

Finally, we looked for barriers to value appropriation and identified the following: 1) lack of technical ability to extract value from data, 4) the digital divide and 5) power differences between data users and unequal access opportunities (Bertot et al., 2010; Halonen, 2012). In order to overcome these barriers, we propose that governments should focus on three enabling factors: open access, data governance and technical connectivity that apply to all four mechanisms, as subsequently described in section 5.3.

Strategic framework

We use a two-by-two matrix to represent the strategic framework of the generative mechanisms that explain how OGD can generate value (Figure 1). The framework spans the boundaries between the public and private sector, as well as the different types of strategic focus of OGD initiatives (Harrison et al., 2011; Janssen, 2012). The horizontal dimension focuses on the sector that generates value through OGD initiatives, spanning between public sector-based initiatives (e.g., efficiency and transparency of public services) and private sector-based initiatives (e.g., innovation and e-participation.) The vertical dimension focuses on value, spanning between OGD initiatives that are focused on the generation of social value (e.g., strategies focused on
the softer measures of transparency, participation and collaboration and directed towards citizens) and economic value (e.g., re-use of data strategies focused on the monetary benefits that are expected to arise from increased efficiency and creation of new services and businesses). We now discuss each of the four types of generative mechanisms in greater detail.

Figure 1: Strategic framework of four archetypical generative mechanisms

**Efficiency mechanisms**

The efficiency type of generative mechanisms enables value generation by better utilizing current resources. The general economic theory that describes how this mechanism works is *Transaction Cost Economics*, where value is generated by reducing transaction costs in operations. In the case of OGD, such transaction costs might be incurred by keying in the same data many times, saving the same data in multiple repositories or by charging for the data. The creation of more effective methods of collection, management, distribution and use of data can create direct and indirect cost-savings. In these instances, the strategy that drives value generation is motivated by the vision of a more efficient government. Moreover, these types of initiatives also have the capability of generating value for the private sector through
more effective public services. As an example, the transaction costs incurred by selling and delivering geographic data to users in Australia before data were made freely available online in 2002 were estimated to be between 17 - 33% of the revenues. Assuming that transaction and access costs of users mirror those of the agencies, the net private cost savings may have been around $1.7 million annually (de Vries, 2012).

The Danish authorities have recently initiated an OGD project (the Basic Data Program), where the aim is to generate economic value through more efficient collection, dissemination and use of government data. The number of basic data registers will be reduced from five to three and master data will be synchronized via a common data model. A common platform (where both public and private users can get access to the same, high-quality data) is being implemented. As a result of these changes, the possibility for automated business processes across authorities is greatly increased. Furthermore, as data will be freely available online, transaction costs related to user support and billing should also be diminished. The total yearly savings for the public sector are projected to be around €35 million (Digitaliseringsstyrelsen, 2012).

The focus of the Danish authorities is on industry-wide or market-wide collective savings due to the large initial costs incurred by making these big changes to the data model and data distribution channels. Moreover, the positive external effect from this project is that integrated government data of better quality will also benefit private industries, such as real estate dealers, insurance companies, the financial sector and the telecom industry, which previously had to spend significant resources on creating usable information from heterogeneous data-sources. The cost-savings for the private industry are estimated to be around €65 million per annum when the program is fully implemented.

**Innovation mechanisms**

This type of generative mechanisms generates value through transformational effects, where data are supplied as a service or leveraged in applications in ways that are new and innovative. Innovation is the source of value creation in Schumpeter’s economic theory, bringing about novel combinations of resources, new production methods, as well as new products and services, which, in turn, lead to the transformation of markets and industries, thus increasing value. An example of the positive effect of providing government data to the private sector can be found in the Netherlands, where openness and technical availability of meteorological data with an emphasis on data governance has led to the creation of a competitive and innovative private weather market. Impacts include 400% increase in turnover for private sector re-users, 250% increase in high-
end users, a rise in the use activity of re-users of 300% and an increase of over €35 million on corporate tax returns (de Vries, 2012).

One specific example of the innovative combination of map data with data on drug prescriptions can be found at http://www.prescribinganalytics.com. This website was collaboratively created by a group of NHS doctors, academics and a big-data analytics start-up company, Mastodon C. Their analytics show how prescriptions of statins, drugs used to lower cholesterol, differ between different municipalities in England. The entrepreneurs used open prescriptions data made available by the NHS in the UK, and combined them with geographic data. They used modern data analytics to produce a visualization map showing the different proportions between expensive (branded) and inexpensive (generic) statin prescriptions in different counties. Wherever the proportion of branded items were high, it represented a potential to make big savings by switching to a generic form of the same drug. According to their analysis, if two thirds of the proprietary drugs had been substituted with generic forms of the same drugs in the year to June 2012, public healthcare in the UK could have saved £200 million pounds. In this case, the innovative use of OGD, enabled by open access to reliable government data and use of technology, has generated economic value that can be appropriated by entrepreneurs as well as the UK government, subsequently improving their healthcare services.

Transparency mechanisms

This type of mechanism enables value generation by information effects. The general economic theory that explains how value is generated is based on the concept of Information Asymmetry. Information Asymmetry describes situations where one party has more or better information than the other while participating in transactions, negotiations or communications. Information asymmetry can cause all sorts of sub-optimal results and behaviors, such as Moral Hazard, where the more informed make decisions on their own benefits, with the cost falling on others. In the case of government, the consequences of misuse of public power for private benefits can be particularly dire for society in general. While empirical studies have given conflicting evidence on the relationship between transparency and corruption, the results of a recent study show that corruption conviction rates almost doubled when Freedom of Information Act (FOI) laws were strengthened in various states in the US (Cordis and Warren, 2012).

The promise of openness is to provide a source of pressure that counteracts the tendency of technology enactment to reproduce existing rules, routines, norms and
power relations, despite the new and innovative capabilities introduced by these technologies. However, this promise can only be fulfilled if open government changes the nature of relationships between stakeholders and governments, thereby producing innovative forms of organizing that enable groups to link across organizational boundaries and functions (Harrison et al., 2011). One such transparency agenda for tackling poverty in the global economy was presented by the British Prime Minister, David Cameron, in the G8 meeting at the World Economic Forum in Davos in January, 2012. The plan is to tackle: illicit financial flows, the hidden company ownership that makes such flows possible, land grabs, and the secrecy by which big oil, gas and mining corporations are doing business. The claim is that citizens in developing countries are regularly robbed of the benefits of their countries’ mineral wealth through poorly negotiated or corrupt backroom deals. In this case, open access to government data on company ownership, natural resources and tax information - combined with technical connectivity and governance - could enable greater cross-border transparency which are the mechanisms that could uncover corrupt practices, subsequently generating social value that could be appropriated by governments and citizens alike.

Participation (and collaboration) mechanisms

These mechanisms generate value through the positive effects of scale, where openness and sharing enable value generation drawing from a larger pool of resources. In the case of OGD, the generative mechanisms of participation lead to improved citizenship and collaborative behavior through crowdsourcing activities. A similar theoretical argument is used in the literature on Open Innovation (Chesbrough et al., 2006) where the principal idea is that an open approach to sharing knowledge across boundaries expands the firm’s innovative potential, as the firm is able to tap into a much larger pool of ideas and find such ideas faster. But what drives individuals and organizations to share their resources without direct monetary reimbursement? The answer might lie in the notion of social value. A substantial amount of academic work has theorized about, and empirically examined, the motivations of those contributing to the development of Open Source Software, where it is argued that individual motivation should not be looked at in isolation, but in interplay with institutions, goods and the social practice: “…people’s pursuit of visible carrots is at times interrupted by the larger quest for the invisible gold at the end of the rainbow” (von Krogh et al., 2012a, p. 671).

Participation in the context of OGD focuses on engaging the public to inform government solutions and decision-making. This can take two discrete forms: 1) collecting opinions (citizen engagement) and 2) collecting ideas and solutions or
crowdsourcing (Linders and Wilson, 2012). An example of the former mechanism can be found in Iceland, where the public sector turned to the private sector to create and vote on a draft for a new constitution by using open data, the enabling social media technologies and open data governance. A good example of citizen collaboration is the crowdsourcing activities that have been immensely helpful in natural disaster incidents, such as hurricane Katrina and the earthquake in Haiti (Lee and Kwak, 2011). Just a few hours after the earthquake hit Haiti in January 2010 the OpenStreetMap (OSM) Community began tracing roads from imagery that was previously available from Yahoo. Within 48 hours high resolution imagery taken post-earthquake became available and in the first month over 600 people added information to the OSM. OSM communities have continued to work with NGO’s and the Government of Haiti to further develop the OSM data. The collaboration between public and private stakeholders around data creation and collection is enabled by access to open data, the OSM technical platform, as well as the OSM community’s access to and knowledge about geo-data. This collaboration is generating social value, appropriated by the Haitian government as well as the citizens of Haiti.

Conceptual model

An interesting finding that emerged from the study is the understanding that opening government data is not in itself sufficient for value generation. A number of barriers have to be overcome in order to enable the mechanisms that allow for value generation. Accordingly, we propose that the key enablers for OGD value generation are as follows: open access to data, data governance procedures and technical connectivity. Furthermore, we propose that the synergies created by the interacting mechanisms and cross sector collaboration enhance the generation of value, thus allowing both sectors to appropriate the generated value. We offer a conceptual model that depicts the relationships between the three enabling factors of ODG, the four generative mechanisms, and the resulted social and economic value (Figure 2).
Open access

Open access to government data is a composite construct that represents the use of open access licenses, the availability of OGD and the accessibility of OGD. The current literature, as well as anecdotal evidence, supports the proposition that opening government data enables the generation of social and economic value. Thereby,

**Proposition 1:** Open access to government data has a positive effect on the Generative Mechanisms.

Data governance

Data governance is a composite construct that describes the actions and policies needed in order to provide the efficient dissemination of data of good quality and usefulness, as well as the sustainable and equitable dissemination of these data. Unknown, inconsistent or unsatisfactory quality of OGD leads to substantial risks for validity and relevance. Relevance of the data can be increased if organizations carefully consider which datasets support the strategy of the initiative (Lee and Kwak, 2011). It is important to give the correct context to the data, as government data are in many cases collected or created for specific purposes, and thus could be misleading if taken out of that context (Dawes, 2012). Accordingly, use could be stimulated if more information about the way open data are collected and processed were to be provided by including metadata (Zuiderwijk and Janssen, 2012). Citizen’s access to the Internet and their ability to utilize the provided information are important for ensuring equitable dissemination (Bertot et al., 2010). Finally, governance must also ensure the sustainability of the resource, and therefore includes the creation of sustainable
business models that enable the government to guarantee the continuing collection of data (Hess and Ostrom, 2006). We propose that OGD is a common (public) resource and argue that resource governance is an enabler of all mechanisms that generate value from OGD. Thereby,

**Proposition 2:** Data governance has a positive effect on the Generative Mechanisms.

**Technical connectivity**

Technical connectivity is a composite construct that describes the availability and usability of a technical infrastructure that allows users to access and combine the data. The technological backbone of any OGD initiative is an infrastructure that facilitates data exchange between government agencies and the public (including telecommunications infrastructure, connections between front-end web interfaces and back-end information management systems, system interoperability between agencies or government levels, and adequate availability of hardware and software within government bureaucracies) (Gigler et al., 2011). Moreover, governments have to consider not only the technical infrastructure as a tool to ensure availability and accessibility of data, but also the need for users to be able to understand and use the data as well as the technologies through which data are disseminated (Bertot et al., 2010). Schematic heterogeneity and lack of consistency can decrease usability and complicate access and integration of the data. Due to the decoupling of data from its original creation context, it is the semantic interoperability, identity resolution and ontologies that are central methodologies to ensure consistency and meaningful results and allow third parties to connect different data-sources (Alani et al., 2007). All of the identified mechanisms depend on the dissemination of data via technical platforms. Furthermore, the ability to access these platforms and to make sense of the data for different purposes is also supported by technology. Thereby,

**Proposition 3:** Technical connectivity has a positive effect on the Generative Mechanisms.

**Generative mechanisms**

Finally, the generative mechanisms—efficiency, transparency, innovation, and citizen participation—also form a composite. We suggest that when the different generative mechanisms interact within an open system, economic and social value is generated. This interaction can be encouraged by collaboration between sectors within value networks. Value networks are important to facilitate the sharing of not only data, but
also information, know-how and other resources. In this way, value enhancement can happen, where value is extended to network participants within the value network. While value networks around open data have still not emerged to the same extent as that in the world of Free/Libre Open Source Software (Mayer-Schönberger and Zappia, 2011), communities such as the OSM and the proposed co-operation between governments proposed at the G8 meeting at the World Economic Forum in Davos give promise that we might be on the verge of a new era where governments and private sector collectively generate and appropriate value from OGD. Sarker et al. (2012) term this phenomenon, Synergistic Integration, where value is co-created through amalgamation. Thereby,

**Proposition 4:** The Generative Mechanisms have a positive effect on value.

### II.6 Discussion and Conclusion

The aim of this research was to identify the generative mechanisms that enable the extraction of value from OGD. To this end, we synthesized and conceptualized previous work on OGD and value generation and appropriation, and reviewed the identified relationships via the lens of current theories of IT-based value. To return to our research question: *How do open government data stimulate value generation?*, we have proposed four different archetypical generative mechanisms, each of which represents a certain type of cause-and-effect relationship between OGD and value. However, we further propose that the highest level of value should be expected where there is synergistic integration between these mechanisms and where both public and private sectors are active in generating social and economic value from OGD. Unfortunately, in the many open data initiatives that we have been able to identify in the last few years, synergies do not seem to have emerged to any great extent. We suspect that the key reason for this deficiency is the prevalent tendency to implement OGD initiatives in silos, with unclear goals and a lack of both appropriate governance and proper enablement of the use of the data.

The contributions of this study to knowledge are as follows: a) the illustration of how generative mechanisms can be used to explain the relationship between OGD and value, b) the strategic framework that depicts different pathways to value generation and c) the conceptual model that illustrates the relationship between OGD, the generative mechanisms, and value. Moreover, the contribution to practice is first and foremost the identification of the factors that can enable (or hinder) the generation of value with OGD. We believe that the insights offered in this study can be applied, at
least in part, not only to OGD initiatives, but also to open data initiatives in private organizations. Open private data are also shared resources, and we suggest that the generative mechanisms in these instances are the same: efficiency (consolidation of databases, cross-company automated business processes), open innovation, transparency in company operations, and participation/collaboration as illustrated for example in the open design and open source software communities. The generalizability and validity of the study are inherently limited. As a theory development study, we offer a set of propositions but no empirical validation. Further confirmatory research is required to examine the mechanisms at multiple levels of analyses and various contexts.

We propose that openness is in itself an important enabler to the creation of value from data, as openness enables both the generation and appropriation of value, not only by the organization that owns the data, but also by external stakeholders. However, while openness might be seen to be the necessary condition in this context, it is insufficient on its own. Governments should increase the usability and re-usability of their data by focusing on data governance, where the aim is to ensure the quality and sustainability of the resource and to minimize risk for external users. This requires the use of technical platforms built on open standards that can increase efficiency and allow users the opportunity to link disparate data sources. Finally, governments should facilitate the emergence of value networks around open data in order to support the recursive mechanisms of synergistically co-created value. We suggest that economic markets of self-interested participants aiming to maximize their own value in value networks of sharing and co-creation enabled by openness and technical connectivity have huge potential for all participants. If the synergies between public/private and social/economic domains were to be exploited, we might have the potential for a quantum leap in increased productivity and social progress.
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Abstract

A driving force for change in society is the trend towards Open Government Data (OGD). While the value generated by OGD has been widely discussed by public bodies and other stakeholders, little attention has been paid to this phenomenon in the academic literature. Hence, we developed a conceptual model portraying how data as a resource can be transformed to value. We show the causal relationships between four contextual, enabling factors, four types of value generation mechanisms and value. We use empirical data from 61 countries to test these relationships, using the PLS method. The results mostly support the hypothesized relationships. Our conclusion is that if openness is complemented with resource governance, capabilities in society and technical connectivity, use of OGD will stimulate the generation of economic and social value through four different archetypal mechanisms: Efficiency, Innovation, Transparency and Participation.
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III.1 Introduction

Today, we generate and store more data than at any other time in history. Computing and networking capabilities combined with openness enhance the potential impact of the accumulated data, offering society an opportunity to drive massive social, political and economic change (Kundra, 2012). Thus far, there has been apparent tension between the social value driven networks of data, information and knowledge sharing, on the one hand, and the economic value driven products and services markets of ownership and exchange, on the other. However, the current trend towards openness and sharing has led to a cognitive reframing of the roles of, and relationships between, sectors, as well as a blurring of the boundaries between economic markets and social networks. These complex interdependencies are forcing us to re-think the concepts of economic and social value in a world moving towards digital interoperability, information sharing, co-creation and collaborative networks (Avital et al., 2007; Hess and Ostrom, 2006).

Having Open Government Data (OGD) implies that the public sector relinquishes its role as information gatekeeper in lieu of a new role as information provider (Davies, 2010). The number of OGD initiatives has grown from two to over three hundred in the period 2009-2013, and membership in the Open Government Partnership (OGP) has gone from eight to fifty-nine countries in just under two years. Over 280 government data catalogs have been published and over a million datasets have been released by governments around the world, spawning new businesses and social projects. OGD is commonly seen as a driver of efficiency and a vehicle for increasing transparency, citizen participation and innovation in society. Despite the potential significance of OGD, emphasized by an abundance of anecdotal evidence, we could not identify many studies on how OGD will contribute to value generations. To-date, the economic and social impact of open-data policies remains largely unclear, and there are scant empirical data available on the effects of the various policy approaches, thus leaving policy makers without the facts they need to assess and improve these policies (Huijboom and Van den Broek, 2011; Zuiderwijk et al., 2012).

Accordingly, this paper addresses the question: How can use of OGD stimulate value generation? Building on a synthesis of the OGD literature and established theories of value generation, we have developed a conceptual model that portrays the role of the value generation mechanisms for the generation of value from OGD. In this paper we suggest a nomological network of constructs that together can explain how OGD as a resource can be transformed to value. The model shows how four enabling factors: Openness, Data governance, Capabilities and Technical connectivity positively affect
four value generation mechanisms: Efficiency, Innovation, Participation and Transparency, all of which possess the ability to generate economic and social value, however differently. We conduct a macro level analysis on the impacts of nationwide OGD initiatives. We use empirical data from 61 countries collected from several respectable open data-sources to test these relationships, using the partial least squares (pls) method. The results mostly support our hypotheses on the relationships between the enabling factors, value generation mechanisms and resulting value; however, we did not find significant impacts from openness on efficiency and transparency mechanisms.

Our research has both theoretical and practical implications. The identified constructs and relationships in our conceptual model can be further used to theorize on the implications from the use of OGD in theoretical and practical contexts. We propose that OGD is a common resource, governed by the public sector. As such, it needs to be managed, monitored and protected as any other resource, with the aim of maximizing the potential value generation possibilities now and in the future. Our contribution to practice is the identification of the constructs and items that have the ability to stimulate value generation and the description of the causal relationships between these factors, the different value generation mechanisms and value.

III.2 Theoretical background and model development

Open Government Data

Open data can be defined as data that are freely accessible online, available without technical restrictions to re-use, and provided under open access license that allows the data to be re-used without limitation, including across different ‘fields of endeavor’ (e.g., commercial and non-commercial alike) (OKF, 2012). The concept of Open Government Data (OGD) refers to government data defined as "data and information produced or commissioned by government or government controlled entities" (OKF, 2012) that are opened up for use and re-use by public and private agents alike. In the currently used terminology, OGD does not include data that are subject to valid privacy, security or privilege limitations, as governed by other statutes. Government data sets are an interesting subset of open data because such subsets have already been collected for specific use, have been paid for by taxpayers, are relevant and offer value beyond what is captured from the originally intended use. When opened up, government data become a common, shared resource (i.e., public good) that is provided by the government. Building on Nilsen (2010) and Shapiro and Varian
(1999), the typical features of OGD as a resource are as follows: 1) It is non-rivalrous; 2) It is not excludable; 3) It has high fixed costs; 4) It has (almost) zero marginal cost; 5) It offers valuable information and has high potential for re-use.

Two distinct ideologies seem to drive most of the OGD initiatives today: the ‘re-use of data’ perspective and the ‘Open Government’ perspective. We thus reviewed the respective tensions and contributions of these two unique streams. The literature on re-use of OGD is mostly focused on the economic value of government data, while the literature on Open Government is in a higher grade directed towards government policy and centered on how use of OGD can contribute to the generation of social value in collaborative settings. One of the most disruptive aspects of OGD is the transformation from a largely closed world to an open, interconnected world. In a closed world, private companies and public organizations each exist within their own administrative boundaries, and relations between them are based on traditional market behavior, rules and regulations. When governments become open, the mechanisms that affect value generation and appropriation move beyond the traditional buyer-seller relationships; thus connections between the public and the private, as well as the social and the economic dimensions begin to emerge.

Ultimately, we could identify four archetypical generative mechanisms. Two of them originate from the Open Government literature: transparency of government and citizen participation/collaboration (Bertot et al., 2010, 2012; Harrison et al., 2011; Linders and Wilson, 2012) and two from the re-use literature: efficiency and innovation (Gigler et al., 2011; Halonen, 2012; Janssen, 2011). We also identified a number of barriers to value generation and appropriation: 1) closed or inaccessible datasets, 2) lack of comprehensive data policies, 3) lack of validity, completeness and exhaustiveness of datasets, 4) insufficient metadata, as well as lack of technical and semantic interoperability, 5) lack of consistency in cross-border access regimes, 6) lack of motivation within the public sector, 7) lack of technical skills within the public sector, 8) lack of data literacy and technical ability and 9) too fragmented and disparate open data community (Bertot et al., 2010; Davies, 2010; Dawes, 2012; Halonen, 2012; Jansen, 2011; Janssen et al. 2012; Lee and Kwak, 2011; Mayer-Schönberger and Zappia, 2011; Zuiderwijk et al., 2012). In order to overcome these barriers, we propose that governments should focus on four enabling factors: Openness, resource governance, capabilities and technical connectivity.
The multifaceted nature of value

The conceptual distinction between value generation and value appropriation has been growing in importance with the trend towards openness, technical connectivity and collaborative ventures. Value generation materializes when the utility of society’s members increases after accounting for the resources used in that activity. Value appropriation materializes when an actor is able to capture a portion of the value created by an activity (Bowman and Ambrosini, 2000). The relationship between the generation and appropriation of value for multiple stakeholders in the context of alliances is increasingly being viewed to be multifaceted in nature (Sarker et al., 2012). Gil-Saura et al. (2009) suggest that value is a subjective, multidimensional construct; accordingly, it is only through a multidimensional view that we get a true picture of the value generated within alliance relationships. However, despite the recent focus on the creation of value in collaborative settings, little is known about the underlying mechanisms (Sarker et al., 2012).

Two types of value are frequently discussed: economic value, defined as the worth of a good or service as determined by the market, and social value, which is created when resources, inputs, processes or policies are combined to generate improvements in the lives of individuals or society as a whole (Emerson et al., 2001). However, the shifts toward an economy centered on information and the move to a networked Internet-based environment have caused significant attenuation of the limitations that market-based production places on the pursuit of value (Benkler, 2006). Due to these trends, the perceived divergence between the generation of social and economic value is becoming increasingly contested. In a recent attempt to amalgamate the concepts of social and economic value generation, Porter and Kramer (2011) introduced the term shared value. Shared value is based on the idea that societal needs, not only economic needs, define markets. It also recognizes that social harms frequently create internal costs for companies, such as wasted energy, health problems and/or the need for remedial training to compensate for inadequacies in education (Porter and Kramer, 2011). The generation of shared value is essentially about expanding the total pool of economic and social value.

In welfare economics, the term social welfare is used to describe a construct that reaches further than the commonly used measure of Gross Domestic Product (GDP) as an indicator of value. As GDP mainly measures market production, it ignores many of the determinants of social value such as the environment, freedom, health and education (Fleurbaey, 2009; Michaelson et al., 2009). For example, traffic jams may
increase GDP as a result of the increased use of gasoline, but obviously do not improve the quality of life. Moreover, if citizens are concerned about the quality of air, and air pollution is increasing, then statistical measures which ignore air pollution will provide an inaccurate estimate of what is happening to citizens’ well-being (Stiglitz et al., 2009). Many have attempted to construct an aggregate measure of social welfare by using social indicators (Fleurbaey, 2009); however, there is still no general consensus on which indicators give the most reliable evidence.

Another value concept often seen in the e-government literature is public value. The central proposition in Moore’s (1995) public value framework is that public resources should be used to increase value, not only in an economic sense but also more broadly in terms of what is valued by citizens and communities. Benington (2011) further extends Moore’s (1995) definition of public value and adds the dimension of “What adds value to the public sphere” (Benington, 2011, p. 31), where the public sphere includes state, market and civil society. The dimensions of public value include: 1) economic value – adding value to the public realm through the generation of economic activity, 2) social and cultural value – adding value to the public realm by contributing to social cohesion and well-being, 3) political value – adding value to the public realm by stimulating and supporting democratic dialogue and active public participation, as well as citizen engagement and 4) ecological value – adding value to the public realm by actively promoting sustainable development and reducing pollution, waste, and global warming (Benington, 2011).

This leads us to the question of how we can specify the relationship between use of OGD as a resource and the generation of value. This is not necessarily a direct relationship. Value is produced by value generating mechanisms which reveal the instrumental pathways by which OGD is transformed to value. An identification of these mechanisms allows us to specify how and what value can be generated from OGD (Harrison et al., 2011). Moreover, as OGD is a strategic, open resource, it holds great potential for a number of stakeholders, including public sector agencies, private businesses, academia, citizens and civic organizations (Ubaldi, 2013). All of these might be able to co-create value or simultaneously appropriate the generated value. Therefore, we will view the relationship between OGD and value from a societal standpoint, where different mechanisms have the ability to generate outcomes that positively affect the latent concept of social and economic value, reflected by social welfare indicators like higher income, better health or increased wellbeing.
Conceptual model

The conceptual model in Figure 1 illustrates the constructs and relationships that are the basis for the nomological network of OGD value generation. In the next subsections, we explain the individual constructs, and present our hypotheses regarding these relationships.

**Openness**

Opening access to government data implies that public organizations participate in a process which has to consider influences, discourses and exchanges to be constructive; further, it welcomes opposing views and inputs, consequently giving up control, at least to some extent (Janssen et al., 2012). This transformation from a closed system to an open system reframes the whole context of government, having potentially far-reaching effects on both the public and the private sector. Publishing various policy documents online for increased transparency and accountability, using openness and interoperability of data to increase efficiency, enabling citizens to participate in the data generating and reviewing process and enabling access to commercially valuable information for innovation purposes are the key objectives of OGD initiatives (Davies, 2010; Karunasena et al., 2011; Vickery, 2011). Providing OGD can be seen a matter of availability, format, accessibility and license (Davies, 2010). We conceptualize...
openness as a construct that has four components: 1) use of open licenses that allow for commercial re-use, 2) extent of the OGD initiative 3) availability of various types of data, and 4) usability and accessibility of available data-sources. This leads to the first hypothesis:

H1: Openness positively affects the ability of society to generate value from data through the four value generation mechanisms (H1a: Efficiency, H1b: Innovation, H1c: Transparency and H1d: Participation).

Resource governance

Policies, governance mechanisms and a variety of skills and capabilities within government are needed to reap the maximum benefits from open data initiatives (Dawes, 2012). Once government has opened up, OGD become a common, shared resource, available for use within an open network of public and private stakeholders. However, this resource is still governed by the public sector as the main creator of the data. In order to ensure the equitable, efficient and sustainable use of any resource, it needs to be managed, monitored and protected (Hess and Ostrom, 2006). We conceptualize resource governance as a multi-dimensional construct that encompasses all aspects of data management, as well as the leadership and skills needed to ensure the sustainable and equitable use of the resource.

Data management must ensure that the data are of sufficient quality. Data quality can be defined as a multi-faceted term comprising utility, objectivity and integrity (Batini and Scannapieco, 2006). Unknown, inconsistent or unsatisfactory quality of OGD leads to substantial risks for validity and relevance. As errors in data become most evident when the data are used, governments could utilize the power of the network to get feedback for improvement of data, thus saving internal costs while improving the quality of the resource. It is important to give the correct context to the data, as government data are in many cases collected or created for specific purposes, and thus could be misleading if taken out of that context (Dawes, 2012). Accordingly, use could be stimulated if more information about the way open data are collected and processed were to be provided by including metadata (Zuiderwijk et al., 2012). The security of information must also be considered. A holistic approach to data management begins with an understanding of the information life cycle—the collection, updating, processing, and eventual deletion of personal information—and the adoption of a technology framework that enables governments to set controls which safeguard individuals’ privacy (Lampri, 2012).
Governance must ensure the sustainability of the resource and the initiative (Hess and Ostrom, 2006). Sustainable systems are those that meet current needs of many individuals involved in producing, deciding and using a common resource without compromising the ability of future generations utilizing the resource (Hess and Ostrom, 2006). Ongoing analysis of more than 900 major change initiatives in the public sector indicates that 61 percent of those initiatives do not yield the hoped-for impact, and that a major factor in such cases is a lack of the skills, mind-sets and behaviors critical to sustaining change (McKinsey, 2012). Developing and maintaining e-Government projects is a continuous process of policy development, investment planning, innovation, learning and change management. This process must fit with, and respond to, a dynamic development strategy that supports evolving national goals and creates sustained institutional reforms. Key to further benefits, whether economic or social, is managerial leadership and political support (Bertot et al., 2010, Heeks, 2003; McKinsey, 2012). Releasing OGD requires a certain level of information and ICT capabilities by civil servants (Gigler et al., 2011). Therefore, an emphasis on public officials’ data literacy and technological skills is highly relevant for efficient dissemination of OGD data.

H2: Resource governance increases the long term intrinsic value of OGD and therefore positively affects the ability of society to generate value from OGD through the four value generation mechanisms (H2a: Efficiency, H2b: Innovation, H2c Transparency, H2d: Participation).

Capabilities

As OGD is a common, shared resource, the generative ability of the value generation mechanisms is dependent on certain capabilities in society. A capability can be defined as a measure of the ability of an entity to achieve an objective. In our case it is the collective ability of individuals and organizations to use and re-use OGD. Following Hess and Ostrom (2006) we emphasize the need for equitable use of the data resource. Citizen’s access to the Internet and their ability to utilize the provided information are considered important for ensuring equitable dissemination (Bertot et al., 2010; Gurstein, 2011; Halonen, 2012). The digital divide can be broadly defined as the gap between those who have access to technologies and those who do not; however, there are in fact multiple divides that can exist, of which access to the ICTs is but one. Those issues include technology literacy as the ability to understand and use technology and the ability of persons with disabilities to access the content through adaptive technologies (Bertot et al., 2010). Without the capabilities to access, use and make
sense of data, the generative ability of the transparency and participation mechanisms becomes limited, and innovation opportunities and efficiency gains might be forgone. We conceptualize capabilities as a multi-dimensional construct that encompasses equitable access opportunities as well as technology and data literacy.

**H3:** Capabilities positively affect the ability of society to generate value from OGD through the four value generation mechanisms (H3a: Efficiency, H3b: Innovation, H3c: Transparency, H3d: Participation).

**Technical connectivity**

The technological backbone of any OGD initiative is an infrastructure that facilitates data exchange between government agencies and the public (Gigler et al., 2011; McKinsey, 2011). Furthermore, in order to enable effective data use, accessibility of the infrastructure is important (Gurstein, 2011). The ability to store and aggregate data and then use the derived data sets to perform analysis has increased in conjunction with recent technical developments (McKinsey, 2011). To enable value generation from OGD, public and private organizations will have to deploy technologies that can help them integrate, analyze, visualize and consume the growing torrent of available data (McKinsey, 2011). For instance, schematic heterogeneity and lack of consistency can hinder value generation by decreasing usability and complicating access as well as integration of the data. Due to the decoupling of data from its original creation context and the increasing need to simultaneously analyze structured, semi-structured and unstructured data, semantic interoperability, identity resolution and ontologies are becoming central methodologies to ensure consistency and meaningful results while allowing third parties the ability to connect different data-sources (Alani et al., 2007).

While the diffusion of these technologies is in early stages, Gartner has named semantic technologies as one of the top technology trends impacting information infrastructure in 2013.

Technical connectivity is conceptualized as a construct that describes the availability of technologies that allow users to store, access, combine and analyze the data. This includes availability of the infrastructure and use of semantic technologies, as well as data management; analytics and discovery software, plus the use of multiple platforms to enable general access to content. We propose that technological connectivity positively influences efficiency through increased interoperability and innovation by introducing new ways to transform data. Furthermore we propose that technical connectivity has the ability to influence transparency by enabling accessibility and
sense-making. Finally, it facilitates e-participation by offering new channels for participation.

**H4:** Technical connectivity positively affects the ability of society to generate value from OGD through the four value generation mechanisms (H4a: Efficiency, H4b: Innovation, H4c: Transparency, H4d: Participation).

**Efficiency**

The importance of the efficient use of public resources for economic growth and stability, as well as for general well-being has been brought to the forefront by a number of developments over the past decades (Afonso et al., 2010). As a consequence of increasing government intervention in affairs such as child care, education, and health services, public sectors have faced mounting difficulties in managing efficiently the administrative bureaucracy. Increasing cross-boundary interactions and higher levels of information exchange between citizens and government have increased the total amount of government data collected and stored. These trends call for more efficient processing of data in order to provide the expected services (Cordella, 2007). The two main goals of digitization in government are to increase agency efficiency and offer benefits to citizens (Axelsson et al., 2013). Efficiency of public sector organizations can be gained by cutting processing costs, making strategic connections between and among government agencies, and creating empowerment (European Commission, 2006). We propose that the public sector can use openness, for instance by allowing citizens to access and manage their own data, to deliver public services more efficiently while safeguarding the quality of services. As a result, resources can be moved from non-value adding tasks to value-adding tasks, positively affecting the generation of value.

The aim of efficiency is to improve resource allocation so that waste is minimized and the outcome value is maximized, given the same amount of resources. Efficiency gains can be the result of a decrease in transaction costs. Transaction costs are a part of the administrative burden of regulation for the private sector and are often consequences of the complexity and the uncertainty of the economic system. Different types of transaction costs include search and information costs, bargaining costs, monitoring costs and enforcement costs. Use of technology, standardized work procedures and free flow of information has been shown to reduce the need for normative, rule-based mechanisms of coordination (Cordella, 2007). Following this rationale, e-government is often described as the right move to implement the changes that are needed to increase the efficiency of public organizations’ performance (Cordella, 2007). Openly
sharing data can reduce search costs and make bargaining and monitoring easier, as well as enable faster and easier access to information, increased automation, standardization and interoperability.

An example case where OGD is used to increase efficiency is the Danish Basic Data Program (Digitaliseringsstyrelsen, 2012). The aim is to improve the quality of all basic data registers, create a common data model for all the basic registers in Denmark and implement a common platform where both public and private users can get access to the data. As a result of these changes, coordination should get easier and the possibility for automated business processes across authorities should be increased. Furthermore, as data will be freely available online, transaction costs related to user support and billing will be diminished. The total annual savings for the public sector are projected to be around €35 million (Digitaliseringsstyrelsen, 2012). Moreover, integrated government data of better quality will also benefit private industries, such as real estate dealers, insurance companies, the financial sector and the telecom industry, which previously had to spend significant resources on creating usable information from heterogeneous data-sources. The cost-savings for the private industry are estimated to be around €65 million per annum when the program is fully implemented.

**H5:** Efficiency positively affects value through decreased transaction costs, enabling better resource allocation and increased quality of public services.

**Innovation**

The Oslo Manual defines innovation as the implementation of a new or significantly improved product (good or service), or process, a new marketing method, or a new organizational method in business practices, workplace organization or external relations (OECD, 2005). Recent technological developments have provided firms with the ability to collect, manage and use different types of data in multiple ways to innovate, and subsequently create value (Koski, 2013). By 2015, innovation around data is projected to help create 4.4 million IT jobs globally (Gartner, 2011). We define data-driven innovation as an iterative process initiated by the perception of new markets and/or new service opportunities for a technology based invention, based solely or in part on OGD, thus leading to the development, production, and marketing of the process, product or service and the creation of new businesses. We propose that the recent developments in technical connectivity as well as in data analytics technologies and the increasing wealth of OGD available are the foundation for innovation from OGD. Moreover, the governance of the data and user’s capabilities to access and transform the data is proposed to be influencing factors.
Following Schumpeter (1934), we assume that innovation can have economy-wide effects. Innovation is the source of value creation in Schumpeter’s economic theory, bringing about novel combinations of resources, new production methods, as well as new products and services, which, in turn, lead to the transformation of markets and industries, thus increasing value. Numerous studies have confirmed the relationship between macro-level business innovation and economic value (most often conceptualized as economic growth). The social impacts of new innovations have, however, been much less discussed and analyzed, with the possible exception of Simon Kuznets (1974), who separated economic and non-economic consequences of technological innovations. Pol and Ville (2009) discuss the concept of social innovation which in their definition is generally directed at improving the quality and/or quantity of life. Social and business innovation can overlap as business innovation, while mostly dealing with profitable new ideas, can also result in social value generation. Going forward, we conceptualize data-driven innovation as business innovation capable of positive economic and social impacts.

**H6:** Data-driven innovation positively affects value through generation of new knowledge, new processes, services and products, and new businesses.

**Transparency**

Most definitions of transparency recognize the extent to which an entity reveals relevant information about its own decision processes, procedures, functioning and performance. However, opening access to chosen public documents does not necessarily contribute to a transparent government (Gurstein, 2011; Yu and Robinson, 2012). A government can provide open data on politically neutral topics, even as it remains deeply opaque and unaccountable (Yu and Robinson, 2012). Accordingly, we cannot conclude that open access to government data is in itself a comprehensive measure of transparency. Rather, we propose that transparency is dependent on four enabling factors: openness (quantity of disclosed data, accessibility and ease of access), resource governance (through trustworthiness of data), capabilities (the general degree to which citizens are capable of accessing and interpreting the data) and technical connectivity (access to technologies used to disseminate and make sense of data).

In order to explain how the generative mechanism of transparency enables value generation, we can utilize the concept of Information Asymmetry. Information Asymmetry describes situations where one party has more or better information than another while participating in transactions, negotiations or communications. Information asymmetry can cause all sorts of sub-optimal results and behaviors, such
as Moral Hazard, where the more informed make decisions to their own benefit, with the cost falling on others. Corruption (defined in the context of government as misuse of public power for private benefits) has long been seen as a hindrance to socio-economic development. Corruption has been shown to have negative effects on GDP growth, poverty, human development and health outcomes. It seems that corruption destroys a society’s social capital and has a very negative impact on people’s life satisfaction (see overview in Holmberg et al., 2009 and Rothstein, 2011). This is particularly true in developing, resource rich countries, where the politically elite often has control of resources and resource rents, as well as control over patronage and the distribution of resources, a situation known as the “resource curse” (Kolstad and Wiig, 2009).

A transparency agenda for tackling illicit financial flows (the hidden company ownership that makes such flows possible, land grabs, and the secrecy by which big oil, gas and mining corporations are doing business) was presented by the British Prime Minister, David Cameron, in the G8 meeting at the World Economic Forum held in Davos in January, 2012. The claim is that citizens in developing countries are regularly robbed of the benefits of their countries’ mineral wealth through poorly negotiated or corrupt backroom deals. The G8 is leading efforts to require oil, gas and mining companies to publish key financial information for each country and project they work on. The aim is to ensure that revenues from oil, gas and mining can help developing countries to forge a path to sustainable growth, instead of fuelling conflict and corruption.

**H7:** Transparency positively affects value through decreased information asymmetry and less corruption.

**Participation**

Public participation allows members of the public to contribute ideas and expertise so that their government can make policies with the benefit of information that is widely dispersed in society. By this definition, participation provides citizens with a voice in government (Linders and Wilson, 2011). Public participation can take two discrete forms: 1) collecting opinions (citizen engagement) and 2) collecting ideas and solutions through crowdsourcing (Linders and Wilson, 2011). It has been argued that more involved democratic participation is likely to lead to superior social outcomes because of participation’s role in aggregating information and preferences (see for instance Barber, 1984). The relationship between participation and OGD is essentially twofold: In order for citizens to participate, either by voicing their opinions towards
policy making or by participating directly in public projects, they must first learn about the particular issue that is being addressed, assimilating the facts and arguments. Second, they need a platform where they can make their contributions available. The evolution of citizen participation in public administration decision-making has been facing a new phase, as many government agencies have taken advantage of internet-based applications to communicate with constituents in order to provide online application services (Kim and Lee, 2012). The idea is to lower the barriers to participation for those willing-but-unable, and to make participation more attractive to those able-but-unwilling (Axelsson et al., 2010).

Participation mechanisms generate value through the synergies created from openness and sharing, allowing the public sector to draw from a larger pool of resources and to improve its ability to solve difficult social problems. The theory of collaborative advantage proposes that the real advantage from collaboration comes from something being achieved that could not have been achieved by any one of the participating stakeholders acting alone (Vangen and Huxham, 2010). A similar theoretical argument is used in the literature on Open Innovation (Chesbrough et al., 2006) where the principal idea is that an open approach to sharing knowledge across boundaries expands the firm’s innovative potential, as the firm is able to tap into a much larger pool of ideas and find such ideas faster. Therefore, collecting ideas and crowdsourcing difficult tasks should lead to improved ability to solve difficult social problems such as environmental degradation or disaster management.

A good example of citizen collaboration around the generation of data is the crowdsourcing activities that have been immensely helpful in a natural disaster such as the 2010 earthquake in Haiti (Lee and Kwak, 2011). Just a few hours after the earthquake, the OpenStreetMap (OSM) Community began tracing roads from imagery that was previously available from Yahoo, and within 48 hours, high resolution imagery taken post-earthquake became available from volunteers. Over the course of the next month, over 600 people contributed information to the OSM. OSM communities have continued to work with the Government of Haiti to further develop the OSM data.

**H8:** Participation positively affects value through improved problem solving resulting from participation and collaboration of citizens with government.
III.3 Measurements and data collection

We used several open secondary data sources for the variables in our study, described in the following subsection. All data were collected for the year 2011, except for the indicators from the United Nations E-Government Survey 2012 (Government online services index and Infrastructure index) which are from 2012. The sample collected included 61 observations from 61 countries, limited by the number of countries represented in the Open Data Index from the World Wide Web foundation (Farhan et al., 2012). All measures, sources and item wordings or descriptions of data can be provided if requested.

Operationalization of research variables

Providing OGD is a matter of availability, accessibility, format and license (Davies, 2010). We conceptualize openness as a formative construct that has four components: use of open licenses, extent of OGD initiative, availability of data, and accessibility of data. All measurements come from the Web Index survey (Farhan et al., 2012). The survey consists of a detailed questionnaire submitted to experts/professionals from 61 countries worldwide and assessed by national and regional peer reviewers (Annoni et al., 2012). The indicators are: Government use of open licenses, Extent of OGD initiative, Ease of access of government data, and Availability of government data, calculated from the scores of different questions determining the online availability of different types of government data. When testing the research model, we received some insignificant and even negative (Ease of access) weights for the formative indicators. We were interested in keeping all indicators, as they represent different dimensions of openness and, from a content validity perspective, it did not seem appropriate to eliminate any of them. Thus, we constructed a composite index from the average score of all indicators (see Cenfetelli and Bassellier, 2009; Petter et al., 2007).

The Data governance construct is a formative variable with three dimensions that reflect: a) data management policies that affect the quality, relevance and usefulness of presented information, b) leadership within public sector and c) relevant skill-sets within the public sector. For the first indicator, we used the level-II sub-index from the United Nations Government Online services index, which reflects the general level of the quality, relevance and usefulness of online information (UN, 2012). In order to measure government leadership and motivation for using OGD and technology to initiate the mechanisms discussed earlier, we used three measures. The first two, Importance of ICT to government vision of the future and Government prioritization of
ICT from the World Economic Forum (WEF) (see Schwab et al., 2011), are used to indicate whether the government in question has a clear e-Government strategy and is committed to keep using information and communication technologies to improve the overall competitiveness of a country. The third measure is Participation in Open Government Partnership (from the OGP website), a dummy variable used to indicate the government’s commitment to open government. Finally, to measure the technical skills within the public sector, we used an indicator from the World Wide Foundation that indicates the extent to which Government programs specifically focus on funding ICT training for their staff.

The Capabilities formative construct is based on three dimensions: equitable access opportunities, affordability and training. In order to measure attention to equitable dissemination of the resource, we created a measure based on data from World Wide Web Foundation which we call Web use by disabled people. This is based on the average score from seven different questions measuring the extent of effective and useful access to the web for people with different types of disability. To measure affordability, we use the indicator Affordability of web access (World Wide Web Foundation). In order to capture any kind of value from data, a measure of data related skills is needed (data management, data literacy, etc.). Therefore, we take the Extent of staff training (World Economic Forum) in different countries into consideration, reflecting the importance of vocational and continuous on-the-job training for ensuring a constant upgrading of workers’ skills.

Technical connectivity is a reflective construct that is composed of three dimensions: a) the availability of technical and telecommunications infrastructure in the country in question b) use of different platforms to disseminate and access data and c) the firm level availability of recent technologies. The indicators used are: 1) The United Nations Telecommunications Infrastructure Index; which is a composite weighted average index based on six basic infrastructural indicators that define a country’s ICT infrastructure capacity. These are: PC’s/1000 persons; Internet users/1000 persons; Telephone Lines/1000 persons; Online population; Mobile phones/1000 persons; and TV’s/1000 persons. 2) Accessibility of digital content, measuring accessibility of digital content via multiple platforms 3) Firm level Technology absorption (both from World Economic Forum’s Executive Opinion Survey, 2011-2012).

The adequate measurement of public sector efficiency is a difficult empirical issue, and there is scarce literature on the subject. However, some progress has been made by shifting the focus of analysis from the number of resources used by ministry to the
services delivered or outputs achieved (Afonso et al., 2010). Quality adjustments do also present a challenge; if quality of outputs is not properly taken into account when measuring efficiency, an underestimation may result. We measure the efficiency construct based on three different indicators, all reflecting some aspect of public sector efficiency and effectiveness of output. Our first indicator is *ICT use and government efficiency* from the World Economic Forum’s Global Competitiveness Report (Schwab et al., 2011). This indicator shows citizen’s perceptions of government efficiency as a result of digitization. The second indicator is the World Bank’s governance indicator *Government Effectiveness*. This indicator aims to measure the quality of public service delivery by covering a broad range of related concepts: red tape, quality of public schools, government stability, bureaucrats’ expertise, policy consistency and ability to deliver basic infrastructure (Van de Walle, 2006). The third indicator is World Bank’s *Ease of doing business index* (International Bank for Reconstruction and Development). This indicator documents various efficiency and effectiveness impacts connected to the life cycle of business, such as the number of procedures to start a business, the time and cost of achieving a regulatory goal or complying with regulation and disclosure.

We model Innovation as a reflective variable with two indicators. For the first one, we used a measure from the World Wide Web Foundation that measures the direct effects of OGD on the creation of new products and services: *Creation of new applications and services based on government data*. However, anecdotal evidence shows how government data and other data are combined and analyzed, resulting in insight and knowledge that may lead to new technology-based innovations further down the value ecosystem (McKinsey, 2011). Therefore, we added a measure that reflects the development of new businesses: *Business development based on the Web* from World Wide Web Foundation.

The lack of shared meaning and understanding of the transparency concept has made it difficult to operationalize (Relly et al., 2009). A transparent government should be committed to disclosure, thus that there should be low levels of information asymmetry and corruption, and citizens should have the means to act upon corrupt behavior. For disclosure, we used *Transparency of government policymaking* from World Economic Forum (Schwab et al., 2011) combined with the existence of Freedom of Information Laws (dummy variable). To measure information asymmetry and corruption, we used *Level of undocumented extra payments or bribes*, based on the average score across five components of the following World Economic Forum’s Executive Opinion Survey questions: In your country, how common is it for firms to make undocumented extra
payments or bribes connected with (a) imports and exports, (b) public utilities, (c) annual tax payments, (d) awarding of public contracts and licenses and (e) obtaining favorable judicial decisions. Finally, to measure citizen’s ability to act upon corrupt behavior, we used the indicator judicial independence from World Economic Forum.

Participation is a reflective construct, but we used only one indicator, the United Nations e-Participation Index, which measures 1) the use of the Internet to facilitate provision of information by governments to citizens, 2) interaction with stakeholders and 3) engagement in decision-making processes (UN, 2012). A country’s e-participation index value reflects how useful these features are and how well they have been deployed by the government, compared to all other countries. The reason is that other measures of participation are typically measures of democracy and therefore too broad to capture the type of participation that is derived from the combined effects of data, openness and use of technology.

Value (or social welfare) is conceptualized as an aggregate measure of social and economic value. The challenges of constructing a global measure of welfare by using composite indicators are a much-discussed theme (Eisler, 2007; Stiglitz et al., 2009). In particular, we need to identify the key indicators and then determine the way in which these indicators can be brought together to make a coherent system. Structural Equation Models and specifically the PLS has been recommended as a means to model the statistical relations between such indicators (Trinchera and Russolillo, 2012). We follow Stiglitz et al. (2009) who recommended the following sub-indicators to measure total welfare: i. Material living standards; ii. Health; iii. Education; iv. Personal activities including work; v. Political voice and governance; vi. Social connections and relationships; vii. Environment; and viii. Insecurity of an economic, as well as a physical, nature. We follow these recommendations with one exception: As our construct is reflective and as we assume that our indicators reflect the existence of a certain level of aggregate welfare or value, we do not use political voice and governance, which indicate means rather than ends. Moreover, as Gallup’s Global Wellbeing index (Gallup, 2011) measures daily experiences (well-rested, shown respect, smiling/laughter, learning/interest, enjoyment, physical pain, worry, sadness, stress, and anger). We use it to reflect three of the dimensions: personal activities, social connections and relationships, and insecurity. Other reflective indicators are: 1) for economic performance, GDP/capita from the World Bank; 2) for health: UN’s Human Development Index, health sub-index; 3) for education, UN’s Human Development Index, education sub-index and 4) for environment, the natural resource
management index (Center for International Earth Science Information Network, 2011).

III.4 Analysis and findings

We used the plspm-package for the open-source software R (Sanchez, 2013). The method chosen was partial least squares (PLS), as our research is exploratory due to the emergent state of the phenomenon and we have no prior models to confirm or test. Other reasons for using the PLS-method are the use of formative constructs, the small sample size, the complexity of the structural model and the wish to identify key drivers (Hair et al., 2011; Hair et al., 2012, Ringle et al., 2012). Since PLS is based on a series of OLS regressions, it has minimum demands regarding sample size, and generally achieves high levels of statistical power (Hair et al., 2011). A common rule of thumb regarding sample size in PLS is to use ten observations per predictor, where the sample size is the largest of two possibilities: 1) the block with the largest number of indicators or 2) the dependent variable with the largest number of independent variables impacting it (Chin, 1998; Hair et al., 2011; Marcoulides and Saunders, 2006). In our case, constructs are made from a maximum of five indicators, and value has the largest structural equation with four direct paths pointing towards it.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Type</th>
<th>Measure</th>
<th>#</th>
<th>$R^2$</th>
<th>1st eigenvalues</th>
</tr>
</thead>
<tbody>
<tr>
<td>Openness</td>
<td>Exogenous</td>
<td>Formative</td>
<td>4</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Data governance</td>
<td>Exogenous</td>
<td>Formative</td>
<td>3</td>
<td>2.17</td>
<td></td>
</tr>
<tr>
<td>Capabilities</td>
<td>Exogenous</td>
<td>Formative</td>
<td>3</td>
<td>2.37</td>
<td></td>
</tr>
<tr>
<td>Technical connectivity</td>
<td>Exogenous</td>
<td>Reflective</td>
<td>3</td>
<td>2.72</td>
<td></td>
</tr>
<tr>
<td>Efficiency</td>
<td>Endogenous</td>
<td>Reflective</td>
<td>3</td>
<td>0.864</td>
<td>2.55</td>
</tr>
<tr>
<td>Innovation</td>
<td>Endogenous</td>
<td>Reflective</td>
<td>2</td>
<td>0.820</td>
<td>1.65</td>
</tr>
<tr>
<td>Transparency</td>
<td>Endogenous</td>
<td>Reflective</td>
<td>3</td>
<td>0.706</td>
<td>2.66</td>
</tr>
<tr>
<td>Participation</td>
<td>Endogenous</td>
<td>Reflective</td>
<td>1</td>
<td>0.551</td>
<td>1.00</td>
</tr>
<tr>
<td>Value</td>
<td>Endogenous</td>
<td>Reflective</td>
<td>5</td>
<td>0.746</td>
<td>4.14</td>
</tr>
</tbody>
</table>
However, as Marcoulides and Saunders (2006) point out, it is necessary to consider other characteristics of the data and model in order to ensure sufficient sample size to achieve adequate statistical power. First, we built the research model according to the current knowledge, and then collected data to test the model. Next, we performed data screening. All sources had a good reputation, and the same methodology was applied to all countries for each indicator. Missing data or departures from normality influence sample size requirements of a study and potentially deteriorate power (Marcoulides and Saunders, 2006). There were no missing data and all rows showed a reasonable degree of normality (kurtosis < |1.5|, skewness < |1| except for GDP per capita where it was 1.22, which we solved by converting GDP to a logarithmic scale. Based on Marcoulides and Saunders (2006), it seems that a sample size of 61 gives adequate power to draw inferences for this particular model, as both factor intercorrelations and factor loadings are high; however, we have to consider that the small sample size might affect the results. More countries will be included in the next version of the Web Index (2012), and when this version becomes available, we can retest the model with a bigger sample.

We used bootstrap validation for loadings, weights and paths with 500 bootstrap samples, for which the number of cases was 100, approximately equal to the number of observations (Hair et al., 2011). All measures were standardized before running the algorithms. One of the concerns with formatively measured constructs is multicollinearity across the indicators of each constructs. High first eigenvalues can be an indicator of multicollinearity; however, all formative variable’s first eigenvalues are lower than three, as shown in table 2.

| Table 2: Loadings, weights and significance and VIF’s for formative constructs |
|-----------------|------------------|--------|-----|-------|
| Construct       | Item             | Loading | Weight | t-value | VIFs |
| Openness        | Summated scale   | 1.000   | 1.000 |
| Resource governance | Data governance | 0.903   | 0.518 | 6.34*** | 1.80 |
|                  | Leadership       | 0.847   | 0.369 | 4.87*** | 1.82 |
|                  | Skills           | 0.783   | 0.281 | 2.79*** | 1.66 |
| Capabilities    | Equitability     | 0.855   | 0.219 | 3.15*** | 2.65 |
|                  | Affordability    | 0.910   | 0.454 | 4.61*** | 2.64 |
|                  | Training         | 0.884   | 0.452 | 6.45*** | 1.87 |

*p<0.1, **p<0.05, ***p<0.01
All Variance Inflation Factors (VIFs) were below the recommended 5.00 value (Hair et al., 2011). We checked for insignificant or negative weights (Centefelli and Bassellier, 2009; Petter et al., 2007), but all weights were significant and positive.

To evaluate the reflective measures in our model, we followed the recommendations of Hair et al. (2011). Table 3 presents the results of these quality measures.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Item</th>
<th>Load.</th>
<th>C.Alpha</th>
<th>DG.rho</th>
<th>AVE</th>
<th>MaxCorr^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technical connectivity</td>
<td>Infrastructure</td>
<td>0.938</td>
<td>0.948</td>
<td>0.967</td>
<td>0.906</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>Diffusion</td>
<td>0.973</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effciency</td>
<td>ICT related efficiency gain</td>
<td>0.863</td>
<td>0.910</td>
<td>0.944</td>
<td>0.849</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>Government effectiveness</td>
<td>0.967</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ease of doing business</td>
<td>0.931</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Innovation</td>
<td>Innovations</td>
<td>0.893</td>
<td>0.789</td>
<td>0.905</td>
<td>0.825</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>New businesses</td>
<td>0.923</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transparency</td>
<td>Transparency of policy</td>
<td>0.900</td>
<td>0.936</td>
<td>0.959</td>
<td>0.887</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>Undocumented payments</td>
<td>0.960</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Judicial independence</td>
<td>0.963</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participation</td>
<td>e-participation</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.49</td>
</tr>
<tr>
<td>Value</td>
<td>Education</td>
<td>0.940</td>
<td>0.948</td>
<td>0.960</td>
<td>0.829</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>Level of health</td>
<td>0.906</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>GDP</td>
<td>0.954</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Environment</td>
<td>0.905</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wellbeing</td>
<td>0.840</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Hair et al.’s advice regarding internal consistency reliability is that composite reliability should be higher than 0.70 (in exploratory research, 0.60 to 0.70 is considered acceptable). For indicator reliability, they recommend that indicator loadings be higher than 0.70. For convergent validity, the rule of thumb is that the average variance extracted (AVE) should be higher than 0.50. Finally, for discriminant validity, two different tests are recommended: 1) the AVE of each latent construct should be higher than the construct’s highest squared correlation with any other latent construct (Fornell–Larcker criterion) and 2) an indicator’s loadings should be higher than all of its cross loadings, which is valid for all items.

The results from the pls-analysis are presented in Table 4 and Figure 2.

<table>
<thead>
<tr>
<th>Relationship</th>
<th>Path coeff.</th>
<th>t-statistics</th>
<th>Relationship</th>
<th>Path coeff.</th>
<th>t-statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>OP-&gt;EFF</td>
<td>0.09</td>
<td>1.53*</td>
<td>CAP-&gt;TR</td>
<td>0.37</td>
<td>4.63***</td>
</tr>
<tr>
<td>OP-&gt;INN</td>
<td>0.25</td>
<td>2.31**</td>
<td>CAP-&gt;PA</td>
<td>0.11</td>
<td>0.82</td>
</tr>
<tr>
<td>OP-&gt;TR</td>
<td>-0.02</td>
<td>-0.26</td>
<td>TECH-&gt;EFF</td>
<td>0.39</td>
<td>7.65***</td>
</tr>
<tr>
<td>OP-&gt;PA</td>
<td>0.33</td>
<td>2.28**</td>
<td>TECH-&gt;INN</td>
<td>0.28</td>
<td>3.23***</td>
</tr>
<tr>
<td>GOV-&gt;EFF</td>
<td>0.29</td>
<td>4.39****</td>
<td>TECH-&gt;TR</td>
<td>0.38</td>
<td>6.38***</td>
</tr>
<tr>
<td>GOV-&gt;INN</td>
<td>0.19</td>
<td>2.1**</td>
<td>TECH-&gt;PA</td>
<td>0.1</td>
<td>0.68</td>
</tr>
<tr>
<td>GOV-&gt;TR</td>
<td>0.15</td>
<td>1.77**</td>
<td>EFF-&gt;VAL</td>
<td>0.21</td>
<td>3.03***</td>
</tr>
<tr>
<td>GOV-&gt;PA</td>
<td>0.28</td>
<td>1.94**</td>
<td>INN-&gt;VAL</td>
<td>0.36</td>
<td>3.52***</td>
</tr>
<tr>
<td>CAP-&gt;EFF</td>
<td>0.22</td>
<td>3.15***</td>
<td>TR-&gt;VAL</td>
<td>0.17</td>
<td>2.11**</td>
</tr>
<tr>
<td>CAP-&gt;INN</td>
<td>0.26</td>
<td>3.61***</td>
<td>PA-&gt;VAL</td>
<td>0.24</td>
<td>2.37**</td>
</tr>
</tbody>
</table>

*p<0.1, **p<0.05, ***p<0.01

We cannot conclude that openness positively influences efficiency of government (H1a), as the path is only significant at p < .1. While we see a reason for concern regarding the existence of this relationship, more evidence is needed before we conclude that there is no relationship between openness and efficiency and effectiveness of government. There are four alternative explanations for the insignificance of this relationship: 1) Data related issues: The indicators we used for openness are from the first issue of the Open Data Index (World Wide Web Foundation), and data collection methods are currently being reviewed (Annoni et al.,
The model will be re-tested when new data become available. 2) **Sample size:** With only 61 countries to test, the small sample size can lead to low accuracy of estimates and decreased statistical power. Low statistical power increases the probability of a Type II error and could lead to us failing to reject a false null hypothesis, falsely concluding that there is no relationship between openness and government efficiency. Again, the model will be retested when data for more countries become available. 3) **Misspecification:** Misspecification of the model can also lead to a Type II error. 4) **Time effect:** Due to the embryonic state of most OGD initiatives and lack of anecdotal evidence on efficiency gains from OGD, the effects from openness might not yet have materialized.

We can support the hypothesis that openness positively influences innovation mechanisms (H1b). If we look at the responses from the *Creation of new services based on government data* survey question (World Wide Web Foundation), we can see that many countries already report that there has been extensive development of new web applications and services based on government data. Surprisingly, we cannot support the hypothesis that openness positively influences transparency mechanisms (H1c). This result gives an indication that opening access to data has not (yet) helped governments to become more transparent. Rather, citizens might object to what they consider to be a cosmetic appearance to transparency. Other actions have to follow to convince citizens that transparency is really a priority of the government in question. Finally, we can support the hypothesis that openness positively influences participation mechanisms (H1d). The relationship is strong and significant, remaining robust against changes in the model during the testing phase. Thus, we can support the sentiment that citizens in countries with openness participate more, especially through government websites.

All value generation mechanisms are positively influenced by resource governance (H2a-H2d). This indicates how important it is that the public sector enjoys leadership and is highly motivated by openness. Furthermore data management policies and the necessary technical skills are important. The quality of the data is of course extremely relevant, as can be seen from the high absolute weight this indicator receives. Capabilities positively influence efficiency, innovation and transparency, but we cannot support H3d, namely, that capabilities positively affect participation. This lack of relationship is surprising, but remained robust to changes in the model in the analysis phase. The most likely explanation is that we used only one measure for participation, and UN’s e-Participation index has been subject to some criticism for being too supplier oriented in the past.
*p<0.1, **p<0.05, ***p<0.01

All generative mechanisms except one, are positively influenced by technical connectivity (H4a, H4b and H4c). We could, however, not accept H3d. This again is surprising, given that e-Participation is defined as participation via government websites, indicating a dependency both on technical availability and capabilities. However, openness and resource governance both have a strong positive relationship with participation. Currently, only 40 per cent of 193 UN member states are leveraging social media for the benefit of e-service uptake, indicating a lack of use of pervasive technologies for participation purposes (UN, 2012). This might explain why the results indicate that the variance in public participation between countries is not explained by the general availability of technology nor the general capabilities in society to use technology. Rather, the willingness of the public sector to be open might indicate a more positive attitude towards participation and thereby encourage people to use whatever participation options there are to make their views and opinions available. As noted earlier, to increase participation, societies need to attend not only to those willing-but-unable but also to those able-but-unwilling.

The path from efficiency mechanisms to value (H5) shows the expected positive and significant coefficient. Innovation mechanisms also positively affect value (H6), where
the path has both high absolute value and is highly significant. This supports earlier findings showing the general importance of innovation for societies and more specifically highlights the importance of data-driven innovation for generating value from OGD. As expected, transparency positively influences value, supporting earlier research that shows the disruptive effects of information asymmetry and resulting corruption. Participation mechanisms also positively influence value (H8). Currently, one quarter of all UN member countries publicly commit to considering the results of e-participation in the policy-making process (UN, 2012), indicating a growing focus on the value generation possibilities of participation.

### Table 5: Effect sizes

<table>
<thead>
<tr>
<th></th>
<th>Efficiency</th>
<th>Innovation</th>
<th>Participation</th>
<th>Transparency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.006 (weak)</td>
<td>0.146 (moderate)</td>
<td>0.111 (moderate)</td>
<td>0.028 (weak)</td>
</tr>
</tbody>
</table>

We checked the effect of each of the value generation mechanisms on Value by comparing the $R^2$ for the value construct with, and without, the variable in question, using Cohen’s $f^2$ measure (Polites and Karahanna, 2012). While participation and innovation show moderate effect sizes, efficiency and transparency both have a weak effect on Value. However, while the effect size is small, the total effect of each of the measure's efficiency and transparency is moderate, indicating that these are still important variables to consider in predicting value generation from OGD. These results indicate that efficiency and transparency in some way substitute each other as the effect size when both variables are removed is 0.15 (moderate). In a way, both efficiency and transparency have the ability to improve the public sector’s resource allocation, the first through reduced transaction costs and the second through reduced information asymmetry.

### III.5 Discussion

Our results, both from reviewing the literature and from statistical analysis, indicate that OGD are a resource that offers the ability to increase social welfare through the generation of economic and social value. This value generation happens through a complicated network of mechanisms where the public sector, private companies, civil society and citizens all contribute to the transformation of OGD to value. While the mechanisms operate in very different ways, they are all dependent on certain factors that affect the use and usability of the data as a resource. Due to these common factors, certain synergies might arise between the mechanisms. We can support most of the
hypotheses we set forth, indicating that openness, resource governance, capabilities and technical connectivity are all important enabling factors for the system of mechanisms, while not all of them have significant influence on all the mechanisms. We can also support that all four mechanisms of efficiency, innovation, transparency and participation positively affect value.

We find that OGD has the ability to increase efficiency through decreased transaction costs. For instance, offering citizens the ability to access information via web-platforms can reduce the administrative burden of Freedom of Information (FOI) enquiries (Halonen, 2012) and openly sharing information across levels of government reduces search costs and eventually the need to re-produce data. We can statistically verify this link as the path from the efficiency construct to the value construct is significant and moderately high in absolute terms (0.21). We have also seen evidence of companies using OGD for innovative purposes and generating value, not only in monetary terms but also social value. One example is the combination of open geographic data with open data on drug prescriptions in the UK (http://www.prescribinganalytics.com). The visualization created from these data revealed potential savings for the National Health Service in UK of around £200 million pounds per annum, if two thirds of proprietary (expensive) statins were substituted with generic (inexpensive) versions of the same drugs. Another example is Opower, a global company, specializing in energy efficiency. They have used open data on average energy consumption patterns and big data from smart meters in homes to generate reports intended to influence consumer’s energy use. Due to these reports, 15 million homes around the world have saved over 2.7 terawatt hours of energy over the last 6 years. Our statistical analysis supports the impact of data-driven innovation on value, the path coefficient was 0.36 and statistically significant.

Our results indicate that open governments value the opinions of their citizens when planning policies that influence economic growth, wellbeing, health, education and the environment and that where citizens have the opportunity to participate, the impact of those policies are improved. There is a highly significant path from the openness construct to participation (0.33) and from participation to value (0.24), supporting this link. Finally, as transparency in government is often conceptualized as open access to government data, openness of data is generally assumed to bring transparency. However, as Yu and Robinson (2012) have pointed out, governments can remain opaque even if they drastically increase technical access to data, for instance if these data-sources are not relevant for policy analysis. We conceptualized transparency as a mechanism that reduces information asymmetry and therefore adverse selection,
leading to less corruption. When conceptualized this way, we cannot confirm any link between openness and transparency. While it is too early to conclude that openness (conceptualized as increased access to government data) does not influence transparency at all, we can propose that increased openness does not automatically lead to increased transparency and there are other issues like governance, capabilities and technical connectivity that seem very relevant to the concept of transparency.

Limitations and implications

Our study is exploratory due to the embryonic state of OGD research, and our aim was theory generation rather than testing or confirmation. Our results have various limitations for several reasons. The sample size is small, although we have reasonable evidence to believe that the model contains enough power to draw conclusions from results. However, a bigger sample would allow us to generate more accurate results.

All data on openness were taken from the Open Data Index, which was constructed for the first time in 2012 (data representing 2011). The World Wide Web Foundation that collects the data is aware of some limitations regarding methodology and is working on an improved version, which will also include more countries (Annoni et al., 2012). Comparing impacts from OGD between countries, where in many cases OGD initiatives are in their infancy, might be premature; however, we feel that our research model gives a good indication of relationships, as a basis for future research.

Furthermore, most of the constructs in the study are new and need to be further validated in the future. Many of the concepts discussed are highly complex, and there still has been no consensus on how to measure many of them. Discriminant validity was marginal and some of the indicators used might be too broad to accurately measure our theoretical constructs. Future analysis with a larger sample size will enable us to conduct some more rigorous testing, for instance, multi-group analysis to search for possible unobserved heterogeneity (Sarstedt et al., 2011).

The main theoretical implications concern: a) the preliminary set of constructs we have conceptualized; b) our propositions regarding use of available, open data to measure these constructs and c) the nomological network that depicts the relationships between enabling factors, value generation mechanisms and value. There are several practical implications for public bodies planning to open their datasets for use and re-use. First, while government data as a resource offer society the ability to generate social and economic value, the value generation mechanisms are dependent on the enabling factors. ‘Build it and they will come’ approach to OGD is not likely to succeed, or at
least will give marginal benefits unless these factors are present. Second, different mechanisms present different routes to value generation and appropriation. It is important for OGD initiatives to be aware of what kinds of mechanisms they are hoping to encourage, and what the desired effects are. The difference between input, output and outcome needs to be clear, highlighting that mechanisms such as efficiency present a means to an end, but the end goal is likely to be the generation of value. If this relationship is well understood, it is easier to choose the right datasets, data platforms and governance procedures. Finally, we show that all four mechanisms contribute to value generation. Furthermore, the results of our analysis give an indication that there are synergies that can be exploited as the mechanisms are partly dependent on the same enabling factors. If the leaders of OGD initiatives attend to these factors, they offer both the public and the private sector the opportunity to generate value from OGD via different types of mechanisms, although full exploitation of each mechanism might require some specific considerations, which we do not elaborate further on in this paper.

III.6 Conclusion

We have proposed that there are four different archetypical value generation mechanisms, each of which represents a certain type of cause-and-effect relationship between OGD and value, defined as a construct that is reflected by the level of social welfare in different countries. We have also suggested that the highest level of value can emerge where possible synergies resulting from common enabling factors are exploited. We can support that all four of the identified mechanisms positively influence value, reflected in the level of education, health and wellbeing, as well as the monetary value of GDP and environmental factors. We can also support the importance of openness, as the indirect path from the construct openness to value is moderately high (0.18) and statistically significant.

We propose that openness is in itself an important enabler to the creation of value from data, as openness enables both the generation and appropriation of value, not only by the organization that produces the data but also by external stakeholders. However, while openness might be the necessary condition in this context, there are other important factors that need to be attended to if the goal is to maximize utilization of the data resource. Governments should consider the sustainability of their initiatives to minimize risk for external users, and should increase quality and usability of their data by acquiring the right skills and focus on data governance. The value generating
mechanisms also require the use of software, technical platforms and telecommunications infrastructure, as well as the general capability of individuals to access and make sense of the data. In conclusion, this study extends our understanding of the implications from opening government data to the public. It lays the foundation for further study of the interplay between enabling factors, value generation mechanisms and the resulting value. Such studies will enable governments to plan more effective strategies in order to maximize the value generation that is stimulated by use of OGD and the subsequent appropriation of value by all members of society.
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Abstract

The exponentially growing production of data and the social trend towards openness and sharing are powerful forces that are changing the global economy and society. Governments around the world have become active participants in this evolution, opening up their data for access and re-use by public and private agents alike. The phenomenon of Open Government Data (OGD) has spread around the world in the last four years, driven by the widely held belief that use of OGD has the ability to generate both economic and social value. However, a cursory review of the popular press, as well as an investigation of academic research and empirical data, reveals the need to further understand the relationship between OGD and value. In this paper, we focus on how use of OGD can bring about new innovative solutions that can generate social and economic value. We apply a critical realist approach to a case study analysis to uncover the mechanisms that can explain how data is transformed to value. We explore the case of Opower, a pioneer in using and transforming data to induce a behavioral change that has resulted in a considerable reduction in energy use over the last six years.
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IV.1 Introduction

Data have become part and parcel of modern times. We only have to imagine a world without Google searches, online weather forecasts or GPS technologies to realize the current impact of data on our lives. The use of technology and the subsequent generation and utilization of digital data have become ubiquitous, virtually taken for granted. The impact of these technologies is evolving continuously with the creation of new content, connectivity, analysis software and infrastructure. We have recently observed a radical trend towards networked behavior such as crowdsourcing and co-creation, driven by (among others) the emergence of the open-source software community, the general use of social networks and increased availability of Open Government Data (OGD). One of the most disruptive aspects of these changes is the transformation from a largely dichotomous world of the market and the state, to an open, interconnected world where the traditional roles of, and relationships between, sectors are changing. These complex interdependencies are forcing us to re-think how economic and social value is generated and appropriated [3], [32].

The number of OGD initiatives has grown from two to over three hundred in the period 2009-2013, and membership in the Open Government Partnership has gone from eight to fifty-nine countries in two years. Over 280 government data catalogs have been published and over a million datasets have been released by governments around the world, spawning new businesses and social projects. OGD is commonly seen as a driver of efficiency and a vehicle for increasing transparency, citizen participation and innovation in society. The hope is that OGD will eventually lead to the generation of substantial value. For instance, the European Commission launched an Open Data Strategy for Europe in December 2011, which is expected to deliver around $53 billion boost to the EU's economy each year [20]. The strategy resulted in EU Open Data rules being formally adopted in June 2013, including directions regarding charging rules, licensing, search on data portals and interoperability. In May 2013, U.S. president Barack Obama signed an executive order, making open and machine readable the new default for government information in the USA. It is expected that open data will bring benefits to a wide range of domains, including health, energy, education, public safety, finance and global development [75].

However, despite the potential significance of OGD, many feel that it is supported mainly by anecdotal evidence and that OGD is still far from living up to its true potential. A common assumption when opening government data is that simply supplying more data freely and in more formats will lead to more use and value
creation [30]. But opening up government data is meaningful only so far as citizens and public and private organizations have not only the opportunity, but also the motivation and ability to use the data to achieve social and economic value. Lack of appropriate governance mechanisms and a lack of insight into user’s perspective can explain the gap between the promises of open data and what has actually been realized [36]. Moreover, there is uncertainty as to how the value of the data will be regarded and how it should be evaluated [30]. The economic and social impacts of open-data policies remain largely unclear, and there are relatively limited empirical data available on the effects of the various policy approaches leaving policy makers without the facts they need to assess and improve these policies [34], [80].

This paper addresses the question How can use of open government data stimulate the generation of value? Ultimately, the study aims to explore and illustrate how value is generated from the use of OGD, as well as to identify the main factors that enable value generation. For that purpose, we utilize the critical realist concept of mechanism as a causal structure that contingently generates observable outcomes. The generative mechanisms portray the instrumental pathways that stem from use of OGD in the context of social, technical and organizational factors, which result in the generation of value. Furthermore, we want to explain in more depth how value generation happens in the case of a private company using OGD. For this purpose, we use a case study method, grounded in the critical realism ontology and epistemology, as suggested in [12], [76]. Based on our findings, we propose a conceptual model for data driven innovation, building on the absorptive capacity model presented in [63] and the innovation value chain model [27]. Our main contribution is the conceptualization of data driven innovation and the nomological network that furthermore shows the causal links between the external and internal enabling factors in the context of organizational innovation from data, the innovation mechanism itself and the resulting value.

IV.2 Critical Realism and Open Government Data

It is a widely held belief that use of OGD can result in the generation of considerable social and economic value. How this can happen, however, is not well understood. In this section we explore the unique features of OGD, discuss how these unique features can underpin some specific value propositions, and identify the mechanisms that can explain the transformation from use of data to generation of value. We build on the Critical Realism philosophy and the concept of micro-macro mechanisms, proposing that events observed in the real world can be used to uncover the underlying
mechanisms that arise from an interplay of micro-level structures, decisions and actions, and in this way contribute to explaining how value can be generated.

The Unique Features of Open Government Data

The amount of data accumulating in our increasingly digital world is breathtaking. In the past two years alone the amount of information available in the digital universe has increased to its current rate of 2.8 ZB, a number that is expected to double every year. This increase is mainly due to the continuous digitization of nearly all media, the ubiquity of Internet access and the proliferation of mobile phones, as well as data generation from surveillance cameras and smart meters. For example, around 30 billion pieces of content are shared on Facebook every month and 235 terabytes of data were collected by the US Library of Congress in 2011 [49]. More than 30 million interconnected sensors are now deployed worldwide in areas such as security, health care, transport systems or energy control systems, and their numbers are growing by around 30% a year [49]. Smart meters collect and transmit real-time data on energy [57], and smart automobiles are now able to transmit real-time data on the state of the car’s components and environment [58]. Digitization affects two important features of data: 1) By making data easily accessible to more than one person at a time, it is resulting in non-rivalry and; 2) By drastically reducing marginal costs incurred by reproduction and distribution, it is making re-use economically feasible [54], [61], [70]. Furthermore, not only have we now generated all these digital data, but in many cases they are also open for use by anyone interested, allowing for even more value generation through re-use of different stakeholders.

Open data can be defined as data that are freely accessible online, available without technical restrictions to re-use, and provided under open access license that allows the data to be re-used without limitation, including across different ‘fields of endeavor’ (e.g., commercial and non-commercial alike) [59]. Openness changes one important feature of digital data by making them non-excludable. Accordingly, when opened up, digital data become a shared resource; a public good or what has been termed ‘digital commons’ [32]. The concept of OGD refers specifically to government data defined as “data and information produced or commissioned by government or government controlled entities” [59] that are opened up for use and re-use by public and private agents alike. In the currently used terminology, OGD does not include data that are subject to valid privacy, security or privilege limitations, as governed by other statutes. Government data sets make up an interesting subset of open data. Public bodies are among the largest creators and collectors of data in many different domains [35]. These
domains range from traffic, weather, and geographical data to statistics and data on businesses and public sector budgeting [36]. The fixed costs incurred by collecting OGD can be high, making it unfeasible for private organizations to collect such data. However, in the case of government, these data have already been collected for specific use in governmental processes. Moreover, as an integral part of public operations, they have also been paid for by taxpayers. Therefore, OGD constitute a shared resource that offers value beyond what is captured from the original intended use.

Critical Realism as a Foundation for the Study of Open Government Data

Critical realism is becoming recognized as a viable philosophical paradigm for conducting social science research. In the Information Systems discipline, we are typically confronted with a sociotechnical environment consisting of several interacting structures, each of which has the potential to impact the existing situation to generate events. This typically includes a social structure consisting of individuals, groups, and organizations, along with a set of rules and practices, technological artifacts and discursive entities such as language and culture [76]. Critical realism based research methodologies are used to identify the mechanisms that can explain such complex interactions [24]. They allow researchers to develop and support in-depth causal explanations for the outcomes of specific sociotechnical phenomena [76]. In the context of this paper, we are interested in finding the main constructs and mechanisms that are involved when actors utilize OGD to generate value. This includes structures such as legal frameworks, different data dissemination practices, use of technology artifacts, individual capabilities and various other mechanisms that can extract value from OGD.

Critical realism interrelates ontology and epistemology, that is, it conjoins assumptions about the nature of reality, and evidentiary assessment and justification of knowledge claims. On the one hand, it posits realist ontology, that is, the existence of a world independent of researchers’ knowledge of it. On the other hand, critical realism embraces a fallibilist epistemology in which human beings are unable to fully understand or observe this reality, and our knowledge of it is fallible [76]. Critical realism distinguishes between the domains of the real, actual and empirical. The real domain consists of generative mechanisms, which refer to the functional mechanics of a particular phenomenon [9] - [10]. Through enabling or hindering change, such mechanisms give rise to events in an actual domain, some that are experienced, and
some are not. Finally, the empirical domain is made up of events that are directly or indirectly observed [52]. Even though critical realists argue that there is a real world out there, they accept the possibility that one observing this world does not have full access to it or have the ability to observe equally all its aspects [78]. The potentiality of the real still exists even if it remains unexercised or unobserved. Being real does not necessarily imply observable.

Critical realism has a strong focus on causality. Causality refers to “…the relationship between an action or thing (cause) and the outcome (effect) it generates” [76], p. 789. Often, our ability to explain a given phenomenon requires the identification of the factors and relationships which cause it to occur. Critical realists emphasize that causality is contingent - in the sense that the observed outcome of a mechanism is contextual. Consistent regularities can arise under special circumstances in closed systems. However, open systems such as the social systems are far too complex. For example, causal mechanism M1 may be in operation, tending to bring about outcome O1. But outcome O1 is also likely to be influenced by causal mechanisms M2, M3...Mn, operating somewhere else in the social system [21]. These other confounding mechanisms may prevent or alter the realization of a particular causal effect [76]. Accordingly, we need to uncover the underlying mechanisms that offer the ability to generate value – and show under what circumstances value is generated, i.e., what factors enable value to materialize. This involves finding the drivers and barriers, as well as other related mechanisms, in order to explain how the value generating mechanism produced the observed impacts, and preferably why – or why not.

Enablers of Value Generation from Data

Critical realism helps uncover the mechanisms that can explain how the use of OGD generates value, given the multitude of factors that influence this potential value generation. In this way it will help us understand how an OGD initiative could result in an impressive generation of value in one country, while a similar initiative might have shown negligible impact in another. In this regard, the observed outcome should be explained in consideration with the interaction of appropriate pre-conditions as well as the transfactual operation of the mechanisms [31]. In other words, we build on the underlying premise of critical realism, that causal effects work as intended whether their operation is observable or whether it cannot be detected by those who attempt to examine it. Moreover, in line with the principle of equifinality, in most cases there are multiple possible sets of mechanisms which may have produced the outcomes being studied in a given research program [76]. Due to the complexity of the causal
relationship between the utilization of OGD and value, we suggest that for the benefit of supporting policy generation, investigations of the causal paths should seek to analyze how different key mechanisms are enacted and which factors can lead to a successful outcome.

Several authors have pointed out various factors that hinder the generation of value from data. The most commonly identified barriers are: a) closed or inaccessible datasets, b) lack of comprehensive data policies, c) lack of validity, completeness and exhaustiveness of datasets, d) insufficient metadata, e) lack of consistency in cross-border access regimes, f) lack of motivation within public sector, g) lack of technical and semantic interoperability, h) lack of technical ability within public and private sectors, i) the digital divide and j) too fragmented and disparate open data community [7], [18] - [19], [26], [35] - [36], [47], [79]. It is also suggested that the following four multi-dimensional macro-level factors can help nations overcome the previously mentioned barriers to value generation [37]:

1) **Capabilities**, conceptualized as the collective ability of individuals and organizations to use and re-use OGD, as a function of equitable access opportunities and technology and data literacy.

2) **Openness**, conceptualized as a function of the general availability of government data, the accessibility of available data sources and the use of open licenses.

3) **Resource governance**, conceptualized as a function of leadership, data governance procedures and data dissemination skills within the public sector that is intended to increase the quality and sustainability of data resources.

4) **Technical connectivity**, conceptualized as a function of the technical infrastructure and the diffusion of technologies that allows users to store, access and analyze the data.

**Generative Mechanisms**

The concept of mechanism is a key construct and a commonly used sensemaking apparatus in many disciplines of science. Mechanisms are frequently occurring and easily recognizable causal patterns. In the context of critical realism, mechanisms are used to describe and explain causal relationship through the specifying of how central events or outcomes are produced and reproduced by the structures, actions and contextual conditions in a particular setting [74]. Following [9], [31], we define
Generative mechanisms as causal structures that are capable of generating observable events, Generative mechanisms can be classified on three levels: contextual or situational mechanisms (macro–micro), action-formation mechanisms (micro-micro) and transformational mechanisms (micro–macro) [29], [31]. Macro–micro mechanisms refer to how macro level constructs enable or constrain the various micro level components that subsequently may affect the generation of value. Micro-micro mechanisms relate to how specific arrangements of individual desires, beliefs, and actions may generate a specific action [29]. Micro–macro mechanisms concern how different micro level components interact in order to produce an outcome at a macro level, i.e., how the combination of different components can enable (or hinder) the generation of value from OGD. Figure 1 portrays the OGD ecosystem as recursive relationship between the contextual (macro–micro) and transformational (micro–macro) mechanisms.

![Figure 1: OGD ecosystem, extended from [31]](image)

We model the OGD ecosystem as a recursive loop that keeps repeating indefinitely. Subsequently, in the case of OGD, the contextual or macro–micro mechanisms explain how certain outcomes that reflect the generation of macro-level value, such as the yearly Gross Domestic Product (GDP) or the general level of education within a country, enable or constrain individuals by providing motivation, as well as affecting the opportunity and ability to generate value through use of OGD.

Next, the micro-level action-formation mechanisms [29] reflect the decisions and actions which drive individuals in the process of publishing OGD and explain subsequent decisions of actors to use the data. These mechanisms make sense of individual behavior in terms of interaction between individuals and a social aggregate [29]. While the potential generation of value seems to be the most significant motivator for opening access to government data [36], there are many other micro-level factors that can enable or hinder the actual implementation of an OGD initiative [30] and the subsequent re-use of these data. Numerous barriers for the adoption of OGD policy have been identified in [36], [79], categorized into the following areas: institutional,
task complexity, use and participation, legislation, information quality and technical. For instance, one of the identified barriers stems from a risk-averse culture often found in organizations with more red tape, weak links with performance, and high involvement with elected officials [36], [79] showing the importance of strong leadership to generate. Another set of identified barriers was focused on technical issues ranging from low information quality and unavailability of a supporting infrastructure and up to the lack of standards, fragmentation and legacy systems [36]. Finally, transformational or micro–macro mechanisms explain how the different micro level components interact in order to produce an outcome at a macro level. These mechanisms explain how the actions of a number of individuals, whose interactions with one another are enabled or constrained by their social and technical environments, are transformed into some sort of a collective outcome. This type of mechanism can be used to explain how the combination of different factors enables the actions of various individuals within or outside of the public sector, allowing them to participate in the generation of value from OGD. In the following analysis, we focus on identifying different types of such transformational mechanisms.

IV.3 Value Generating Mechanisms

In this section we create a taxonomy consisting of four different mechanisms that classifies how value can be generated from OGD. We use two dimensions to categorize these mechanisms. The first dimension reflects the extent and type of value generation from use of OGD, from low to high levels of external participation. The second dimension reflects the extent and type of OGD value appropriation options, ranging from value being appropriated by dedicated participants only to value being appropriated by society in general.

Dimensions of Value

Openness is perceived as the antidote that can counteract the tendency of technology enactment to reproduce existing rules, routines, norms and power relations, despite the new and innovative capabilities introduced by these technologies. However, this perceived premise can only be fulfilled if openness changes the nature of relationships between stakeholders and governments, and enables them to link across organizational boundaries and functions [28]. Moreover, the conceptual distinction between value generation and value appropriation has been sharpened in light of the discourse on openness, technical connectivity and collaborative ventures. Value generation
materializes when the utility of society’s members increases after accounting for the resources used in that activity. Value appropriation materializes when an actor is able to capture a portion of the value created by an activity [11]. The relationship between the generation and appropriation of value of multiple stakeholders in the context of alliances is increasingly viewed as being multifaceted in nature [66]. Value can be seen as a “subjective, multidimensional construct; accordingly, it is only through a multidimensional view that we get a high-fidelity picture of the value generated within alliance relationships” [23], p. 595. However, despite the recent focus on the creation of value in collaborative settings, little is known about the underlying mechanisms [66].

Two types of value are frequently discussed in the extant literature on OGD: 1) economic value, defined as the worth of a good or service as determined by the market, most often measured relative to units of currency; and 2) social value, defined as the generated improvements in the lives of individuals or society as a whole. A recent attempt to amalgamate the concepts of economic and social value introduced the term shared value, which is meant to reconceive the intersection between society and corporate performance and involves creating economic value in a way that also creates value for society by addressing its needs and challenges [62]. Public value is another related concept in the OGD and e-government literature. The public value framework is based on the premise that public resources should be used to increase value, not only in an economic sense but also more broadly in terms of what is valued by citizens and communities [6], [53]. Based on these insights, we have developed a two-dimensional framework that is based on the extent to which external stakeholders participate in the generation of value from OGD as one dimension, and the extent to which OGD initiatives are focused on generating social value as the other dimension.

Opening the Black Box

A distinction between black box explanations and mechanism-based explanations is made in [29]. The way in which two sets of events or variables are linked to one another is expressed with the mechanism, M: I → M → O. What characterizes black box explanations is that the link between input (I) and output (O) is assumed to be devoid of structure, or whatever structure there may be is considered to be of no interest, and thus the researcher tests only the reduced model that contains a direct link between I and O [29]. We, however, want to make a distinction between the value that is generated (outcomes observed) and the transformative mechanisms that can explain how this value generation materializes. We argue that identifying these mechanisms is
likely to reveal instrumental pathways by which a set of actions is related to the creation of a value [28].

Furthermore, non-commonsensical explanations require mechanisms of some generality [29]. In order to identify the main archetypes of possible transformational mechanisms that explain how OGD may be used to generate value, we conducted a wide literature search that was focused on the various operational definitions of open government data. We found that two distinct ideologies drive most open government data initiatives: the Reuse of Data perspective and the Open Government perspective. We thus reviewed the respective tensions and contributions of these two unique streams. The literature on reuse of data is mostly focused on the economic value of government data, often in connection to the European PSI-directive [35]. The literature on Open Government is mostly making reference to the Obama’s 2009 Open Government Directive, and, in a more generalizable term, is directed towards examining how government policy can utilize OGD to generate additional social (or public) value in collaborative settings [8], [44].

Building on Harrison et al. [28], we ultimately adopt four general mechanisms to highlight how OGD can be used to generate value. Two mechanisms highlight the Open Government focus: transparency of government and citizen participation/collaboration [7], [28], [44] and another two highlight the reuse focus: efficiency/effectiveness and innovation [22], [26], [34]. In Figure 2, we present a framework that can be used to develop and describe different value generation strategies, each of which has the goal of stimulating one of the general mechanisms in order to generate value. The strategies are framed from the data provider perspective, which in the case of OGD is the public sector. The framework has two dimensions. One dimension, indicating the extent to which external stakeholders (i.e., actors in the private sector) generate value from the data, therefore spans the boundaries between the public and private sectors. In the right hand column of the matrix, the private sector is actively engaged in using OGD to generate firsthand value, while in the left hand column the public sector is the more active stakeholder in value generation (while the value might be appropriated by both sectors). The other dimension, indicating the extent to which OGD initiative is focused on generating social value, ranges from strategies that are focused mainly on generating economic value (with a relatively marginal social value component) to strategies that are focused mainly on generating social value (with a relatively marginal economic value component).
Each of the four general mechanisms has the capacity to generate a mix of social and economic value, although in different proportions. The economic value that is more apparent in the lower half of the matrix is generally measured in monetary terms. Social value generation is, on the other hand, not necessarily measurable in monetary terms; hence, it may reflect intangible value. While this framework can provide a continuous spectrum of different value generating strategies, we use it to highlight four discrete paths that can provide a foundation for four archetypical value generation strategies, thereby reducing complexity and highlighting four modalities of using OGD to generate value.

Next, we briefly review each of the general mechanisms in order to show how the use of OGD can generate value.

**Transparency Mechanisms**

Transparency mechanisms are designed to reveal relevant information that is being generated, managed and stored by a particular entity, including information about its own decision processes, procedures and performance. However, opening access to selected public documents does not necessarily contribute to a transparent government [25], [73]. In fact, a government can pay lip service to open data by providing access to politically neutral topics, even though its operation in general remains deeply opaque and unaccountable [73]. Agents, whose access to information is increased, must also have the ability to process the information, and the opportunity and incentive to act on
that information [39]. Accordingly, we cannot conclude that open access to government data is in itself a comprehensive measure of transparency. Rather, transparency mechanisms can enable value generation if they reduce information asymmetry. Information asymmetry refers to situations in which one has more or better information than another while they are participating in transactions, negotiations or communications. Information asymmetry can cause all sorts of socially undesirable results and behaviors. One particular prevalent outcome of information asymmetry is corruption. Corruption (defined in the context of government as misuse of public power for private benefits) has long been seen as a hindrance to socio-economic development. Corruption has been shown to have negative effects on GDP growth, human development and health outcomes. It can destroy social capital and has been shown to negatively impact people’s life satisfaction [33], [65]. Improved transparency can reduce information asymmetry and result in more equitable resource allocation, leading to the creation of social and economic value.

**Participation Mechanisms**

Participation mechanisms are designed to enable and encourage public participation in government through voluntary contributions of ideas and other resources. These mechanisms provide citizens with an opportunity to influence public policy, and subsequently enhance the ties between government officials and their constituency [44]. Public participation often provides opinions through citizens’ engagement as well as ideas and solutions through crowdsourcing [44]. It has been argued that more involved democratic participation is likely to lead to superior social outcomes because of participation’s role in aggregating information and preferences [5]. The relationship between participation and OGD is essentially twofold: First, in order for citizens to participate, either by voicing their opinions towards policy making or by participating directly in public projects, they must have access to information about the particular issue that is being addressed. Second, their contributions lead to the generation of new data. Citizen participation in public administration decision-making has been on the rise, as many government agencies have taken advantage of Internet-based applications to communicate with constituents [38]. Participation mechanisms are designed to lower the barriers to participation for those willing-but-unable, and to make participation more attractive to those able-but-unwilling [4]. Participation mechanisms generate value through the synergies created from openness and sharing, allowing the public sector to draw from a larger pool of resources, consequently improving society’s ability to solve difficult social problems.
Efficiency Mechanisms

Efficiency mechanisms are designed to improve resource utilization in order to minimize waste and maximize the outcome value, using the same amount of resources. The importance of efficient use of public resources for economic growth, stability and general well-being has been brought to the forefront by a number of developments over the past decades [1]. As a consequence of increasing government intervention in affairs, such as child care, education, and health services, it is the public sectors that have faced mounting difficulties in managing efficiently the administrative bureaucracy. Moreover, increasing cross-boundary interactions and higher levels of information exchange between citizens and government have increased the total amount of government data collected and stored. These trends call for more efficient processing of data in order to provide the expected services [15]. Efficiency can be gained by cutting processing costs, making strategic connections between and among government agencies, and creating empowerment. We propose that the public sector can use open data to deliver public services more efficiently while safeguarding the quality of services, for instance, by allowing citizens to access and manage their own data or by reusing data within the public sector, thereby enabling automation of processes across governmental levels. As a result, resources can be moved from non-value adding tasks to value-adding tasks, positively affecting the generation of value.

Innovation Mechanisms

Innovation mechanisms are designed to generate new or significantly improved products (goods or services), work processes, business practices, and organizational methods [56]. Recent technological developments have provided firms with the ability to collect, manage, and use different types of data in multiple ways to innovate, and subsequently create value [49]. Following [69], we assume that innovation can have economy-wide effects. Innovation brings about novel combinations of resources, new production methods, as well as new products and services, which, in turn, can lead to the transformation of markets and industries, thus increasing value [69]. Numerous studies have confirmed the relationship between macro-level business innovation and economic value. The social impacts of new innovations have, however, been much less discussed and analyzed, with the possible exception of [41], who separates economic and non-economic consequences of technological innovations. The concept of social innovation is generally directed at improving the quality and/or quantity of life [60]. Social and business innovation can, however, overlap, as business innovation - while mostly dealing with profitable new ideas - can also result in social value generation. Going forward, we view data-driven innovation as business innovation, based to a
large degree on exploiting data, and capable of generating positive economic and social impacts.

**IV.4 Research Design**

In general, the case study is a preferred method when (a) *how* or *why* questions are asked, (b) the investigator has little control over events, and (c) the focus is on a contemporary phenomenon within a real-life context [72]. The inquiry should rely on multiple sources of evidence where data (e.g., interview, observations, documents and archival records) should converge in a triangulating fashion. Strong triangulation of data sources is important to establish the necessary reliability and validity of a research study [72]. The case study also benefits from the prior development of theoretical propositions to guide data collection and analysis [72]. Here we apply a single-case study, spanning a period of eight years. We used a prior model of OGD value generating mechanisms to guide us in the data collection and analysis [37].

A Critical Realist-based case study is an iterative process. To abstract from specific empirical instances to mechanisms, one must distinguish general and essential conditions that underpin the phenomenon from incidental and nonessential conditions, i.e., spurious effects [12]. Accordingly, we first need to identify the structural components of the mechanism in order to understand how these components interact in order to produce the emergent outcome. Next, we need to identify and analyze the outcome tendency. And finally, we must identify the context that influences the outcome [12]. This study employed the methodological principles offered in [12], [76]. These principles include: (1) Explication of events; (2) Explication of structure and context; (3) Retroduction; (4) Empirical corroboration; (5) Validation of explanatory power. These principles do not recommend specific case study methods, but rather identify essential elements needed to derive theoretical statements of generative mechanisms [76].

The first principle suggests a “thick description of case story including actions and outcomes” [76], p. 796. This is done by describing the sequence of events that links the initial conditions to the observed outcome. The second principle involves describing the structural entities, constituent parts, contextual conditions existing in the case, as well as identification of the relationships among the entities. The third principle involves using retroduction to identify and elaborate on the tendencies of contextual factors and mechanisms that may have interacted to generate the observed outcomes. Retroduction is the mode of inferential reasoning that reconstructs the conditions for
the occurrence of an empirical phenomenon and seeks to identify the generative mechanisms that generalize beyond the immediate instance of the phenomenon [9], [17], [67]. The fourth principle involves analytical validation of the proposed mechanism based on case data and assessment of explanatory power of each mechanism relative to alternative explanations. Finally, the fifth principle involves employing multiple approaches to support the causal analysis based on a variety of data types and sources, analytical methods, investigators and theories [76].

Field Site

Recognizing the paucity of in-depth field studies on the use of OGD, our strategy was to deepen this understanding by studying one particular case in depth. We sought to identify an organization that could give us a unique and exemplary source of insights on this topic. After going through a number of cases where OGD was used to generate value, we chose the case of Opower which is a relatively mature company that has used OGD from the day it was founded. The company’s innovative use of data has spurred a great deal of attention, enabling us to collect secondary data on the company and its impacts from multiple sources. Specifically, we conducted semi-structured interviews in September 2013 with three members of Opower: a (technical) product manager, a lead analyst and an energy efficiency specialist. Interview questions were sent in beforehand and the interview was tape recorded for further analysis. Subsequent follow-up correspondence included one more employee, a senior manager, as well as in depth analysis of company documents.

As we didn’t have longitudinal primary data, we used secondary data to re-create the chain of events leading to the current status, including a Harvard Business Review Teaching Case [16], an economic analysis of Opower’s impact on energy efficiency [2], as well as a number of published interviews and newspaper articles. Afterwards, the key informants had an opportunity to review the event description to ensure validity [72].

Opower is an energy tech company that currently works with over 90 energy utilities servicing 22 million homes. Their main mission is to help everyone, everywhere, save energy. Founded in 2007 by two college friends, Alex Laskey and Daniel Yates, the company has now grown to over 400 employees and operates in three continents. Opower was founded on a simple premise: they want to engage the millions of people who are blissfully unaware about their energy use. To do so, they provide people with information. Not only information on their own energy consumption, but compared to other similar households, putting every customer’s energy use in personal perspective.
Opower merges and analyzes utility and third party data streams to create individual customer profiles, and subsequently uses these profiles to generate personalized insights that are delivered through different channels. When provided with better information and suggestions on how to decrease energy consumption, people are empowered to take greater control of the way they use energy, regardless of age, income, education, or access to technology. In October 2013, the Opower home energy reports had helped people around the world save over three terawatt hours of energy and more than $350 million on their energy bills. Opower uses open data to generate economic value for their investors and their utility partners, as well as social value in the form of decreased use of energy by their residential customers, leading to monetary savings for households and reduced CO₂ emissions.

Opower uses data from the U.S. Residential Energy Consumption Survey (RECS) to understand how households are using energy. The survey provides region-specific data on end-use energy consumption patterns, such as the type and efficiency of appliances used by the consumers, the systems and energy sources they use to heat and cool homes, among other topics. Opower combines these data with data from the U.S. Census Bureau on the mix of gas and electric heating sources in a given county, to create location-specific baselines to use when analyzing an individual’s home energy consumption. On top of these data, Opower has built an analytics engine to inform and motivate customers. Their platform can store and process 15-minute interval data from smart meters as well as second-level data from millions of in-home devices at large scale and high speed. This, in turn, helps Opower deliver their Home Energy Reports with tips that are personalized for individual customers, for instance, identifying and suggesting the replacement of inefficient heating or cooling systems.

IV.5 Event Analysis

In this section we develop a description of events based on multiple sources of evidence for construct validity. Following Hansen and Birkinshaw, the three main phases of the innovation process are: idea generation, idea conversion and idea diffusion. In the following analysis, after explaining the context of the case, we cluster the chain of events according to these three main phases [27].

Case Context

Climate change has emerged as one of the most important economic policy issues of the early 21st century. The pollutants that contribute to global warming are commonly
known as greenhouse gas emissions. Carbon dioxide (CO₂) is probably the best known greenhouse gas, representing 85% of all greenhouse gases in the U.S. Electricity production is the largest single source of global warming pollution in the U.S., responsible for nearly 40% of greenhouse gas emissions. Traditionally, economists and policymakers have focused on relative prices as the primary force driving energy demand [2]. There are, however, three problems with price-based approaches to energy conservation. First, it has not been politically feasible to implement carbon taxes, at least in the U.S. Second, measuring the effects of an energy efficiency subsidy on energy use requires knowledge of the elasticities of demand for energy efficient goods. Third, while subsidies are in theory innocuous because they are transfers, they are in practice a large drain on increasingly-limited public funds. Spurred by these problems, interest has dramatically increased in non-price energy conservation programs that are informed by insights from behavioral science and evaluated via randomized trials [2].

A McKinsey report published in July 2009 estimated that there was a huge potential for energy-efficiency increases in the United States, and that a 23% reduction in energy usage was possible by 2020, resulting in large cost savings for the economy [48]. The report asserted that beyond the economics, efficiency represents an emissions-free energy resource. If captured at full potential, energy efficiency could abate approximately 1.1 gigatons of carbon dioxide emissions per year by 2020 and therefore serve as an important bridge to a future era of advanced low-carbon supply-side energy options. However, the study highlighted a number of barriers to the realization of significant efficiency gains, including large initial outlays of capital required to improve infrastructure, the fragmentation of efficiency opportunities, societal apathy and simple lack of awareness. While the overall potential for energy-efficiency gains was vast, it was spread out across industrial, commercial and residential buildings, making widespread cooperation difficult. Additionally, the incentive and motivation of individuals and corporations to take responsibility for improvements by themselves were seen as being low [48].

Idea Generation

The college friends and founders of Opower, Alex Laskey and Daniel Yates, went separate ways after graduating from Harvard but became reacquainted a few years later. They soon discovered their mutual interest in preserving the environment, both of them being inclined to join the fight against climate change. In 2006 they started to discuss potential ideas. Originally, they came up with five ideas, all of which focused on reducing emissions: two non-for-profit and three for-profit. The final idea, however,
was born when Yates was examining his own energy bill and realized that he didn’t understand the numbers. He could not gain understanding of whether his consumption was high or low in comparison to other households, nor what he could do about decreasing his consumption. His confusion triggered the idea of providing people with understandable and relevant information about their energy consumption, complete with tips on how to save energy. He confronted Laskey with the idea, which he immediately liked. From Laskey’s previous work in political polling, he knew that just about everybody agreed when asked if saving energy was important, and yet nobody knew if they were any good at it [16].

Consequently, the founders started gathering external information on the topic of environmental sustainability. During this process they came across Robert Cialdini, Regents’ Professor Emeritus of Psychology and Marketing at Arizona State University, who for over 30 years had studied how people were persuaded by social norms [16]. Cialdini and colleagues had discovered that providing high-energy consuming households with prescriptive normative information regarding the average home energy usage in their neighborhood, constructively decreased energy consumption. In contrast, for households that were initially low in their base rates of energy consumption, the same descriptive message produced a destructive boomerang effect, leading to increased levels of energy consumption. Interestingly, adding an injunctive component to the message (a smiley token) proved reconstructive by buffering this unwelcome boomerang effect, meaning that for people who were initially low in energy consumption, the same descriptive normative information combined with an injunctive message of approval led to continued consumption at the desirable low rate, rather than a significant move toward the mean. Moreover, despite concerns that normative interventions would only have an effect for a short time, the longer-term results indicated that the effects of the normative messages continued to be strong even four weeks after the initial intervention [2], [55], [68].

After reading about Cialdini and colleagues’ work, the founders saw an opportunity to partner with electrical and gas utility companies to gain access to consumers’ energy-usage data, and create a program to drive efficiency gains. In order to do so, they would use data on individual consumption, compare them to data on average energy consumption, and use insights from Cialdini’s work on normative influences to create incentives for people to change their behavior. They approached Cialdini and offered him a role as chief scientist in their new venture to help provide the most effective normative messaging possible, which he accepted [16].
Idea Conversion

The founders next discussed their ideas with politicians in the Texas state legislature and found that early interest in their concept was high [16]. A legislature that implemented incentives for utilities to decrease consumption was consequently passed. Afterwards, Yates and Laskey decided to approach a number of potential utilities customers to validate demand for the information-based product. In short, the founders managed to raise $1.5 million in seed capital and then $15 million from venture capitalists, and a startup company was born. Over the next few months, Opower worked out a four-stage framework for customer interaction; analyze, engage, measure, and sustain [2], [16]. The process began with an analysis of the customers’ energy-usage habits by sifting through data from the utility, while also pulling in data from other (open) sources that provided insight into the demographics, family type and income levels of customers.

Each report contained two key features: The first was the Action Steps Module, which gave consumers information about steps they could take to conserve energy. This included recommendations to improve home energy efficiency, such as attic insulation, installation of energy-efficient lighting and replacing appliances. However, the primary suggestions centered on simple changes in usage behavior such as turning off electronics and lighting when not at home. The second feature of the home energy report was a Social Comparison Module, as shown in Figure 3. The module provides visual graphics to illustrate a customer’s energy consumption relative to customers in households with roughly equivalent square footage, drawing on property data and data from the Residential Energy Consumption Survey (RECS). The Social Comparison Module, coupled with the action steps, makes it relatively easy for customers to understand what they need to do in order to reach parity with their neighbors. To reinforce good behavior the reports include smiley tokens alongside a good score. This idea is based on Cialdini’s findings: people do not want to just save energy; they want to be acknowledged for their efforts [16].
In 2007, Laskey and Yates ran a pilot study on 35,000 homes. At the start of the program, they split the households into two groups with similar demographic profiles, consumption patterns, weather, energy prices and economic conditions. The test group received the home energy reports, while the control group did not. Afterwards, they analyzed the consumers’ energy-usage data and applied a rigorous methodology to measure and verify the results from the targeted reports against a control group [16]. Subsequently, Opower ran a large-scale data analysis over time with replicable results, in accordance with EPA guidelines for energy-efficiency programs. The electrical utility companies saw an almost immediate 1.5% to 3.5% savings in energy usage in those households that received the personalized report. While the numbers seemed low, a Time magazine article put the potential for these savings into perspective by translating them to the net impact of CO₂ emissions saved if the product would be used nationwide, stating that society would be cutting carbon and saving money at the same time. The founders were most excited about the potential scalability of the idea. The utility companies could extend the program to nearly 100% of their customer base and maintain the program’s cost effectiveness. The program cost utilities just $0.03 per kilowatt-hour of energy saved, while providing a savings of 75 gigawatt-hours per 100,000 households, far exceeding the success of other energy-efficiency programs that utility companies had implemented [16].

Idea Diffusion and Impact

Opower’s first client partner was Sacramento Municipal Utility District. In 2008, Opower (actually the company’s name was Positive Energy until 2009) went to Illinois and then Minnesota, deploying their first Automatic Meter Reading (AMR) solution. In
2009, the company started servicing Colorado, Massachusetts and Virginia, implemented an online customer portal and started to use a data services layer for the first time. Also in 2009, the founders were invited to the White House to discuss with President Obama what companies in the U.S. were doing to combat global warming. Shortly thereafter, BusinessWeek named them one of 50 Tech Start-Ups to Know About and Opower was featured in a front-page story in the New York Times. In 2010, they went to California, hired their 100th employee, and deployed an advanced meter infrastructure. President Barack Obama visited the Opower headquarters in 2010, highlighting in his speech how their accomplishments were making homes more energy efficient, saving people money, generating jobs and putting America on the path to a clean energy future. At that point in time, Opower reported 100 gigawatt hours of energy saved and $10 million saved by households. Soon after, a Time Magazine article was published, effectively disseminating the idea of how people’s behavior could be modified by informing them about their choices and how this behavioral change had the ability to generate both monetary and CO2 savings.

One year later Opower went overseas and set up in the UK, reporting 500 gigawatt-hours and $50 million dollars saved! In 2011, Opower came to New York and in the same year won the two largest Smart Grid deployments in the U.S. In 2012, Opower went live with their new Energy Social App and reported one terawatt hour of energy saved. In October 2013, this number was up to three terawatt hours, which is the equivalent to around 30% of the energy produced by solar energy technologies in the U.S. every year. This translates to over 4.6 billion pounds of CO2 abated and about $350 million saved on household energy bills. An independent economic research paper from 2011 evaluated the effects of the Opower Home Energy Reports and found that the Average Treatment Effects (ATE) of Opower’s programs ranged from 1.4 to 3.3% of baseline usage, with an unweighted mean ATE of 2.0% [2]. The evaluation also showed that treatment effects increased markedly as a function of pre-treatment usage, although not even the lowest consumption households increased usage in response to the treatment. The analysis concluded that this experiment showed how the simple act of informing users, a treatment that had no effect on relative prices, could persistently affect usage by as much as an 11- 20% short run price increase or a 5% long run increase would have accomplished! [2].

IV.6 Structural and Contextual Analysis

In this step we need to identify the components of social and physical structure, contextual environment, along with the relationships among them [76]. The key
components are the real objects of the case, for example, persons, organizations and systems. They constitute structures, i.e., networks of objects with causal powers [12].

In the process of idea generation, the founders showed proficiency in the use of external sources [27], as they not only took the results from behavioral science to heart, but went right to the source and recruited one of the researchers that had conducted the experiments. We need to conceptualize the *openness* of the founders and their willingness to use external information in their development of an idea. A company’s absorptive capacity captures the ability of a firm to recognize the value of new, external information, assimilate it and apply it to commercial ends, which is critical to its innovative capabilities [14]. Opower’s primary value proposition is based on generating information and insights from various sources of data. As said earlier, their mission is to use information to empower end users to take control of their own energy use. The fact that Opower could assimilate external knowledge, as well as being able to combine externally available data with internal data for new insights, indicates the company’s high level of absorptive capacity. We propose that this absorptive capacity has positively influenced data-driven innovation, which is reflected in the many innovative technical solutions Opower has built around use of these data, such as their patent pending analytics engine.

We gathered from our interviews that Opower is not dependent on the data being free of charge, at least not in the current context. However, being spared from cumbersome payment processes and complex licensing issues has significantly simplified the use of these data, and decreased transaction costs. Furthermore, while Opower has gathered an impressive amount of data on energy use from smart meters that could be aggregated to hypothesize about general use behavior, they still prefer to use the RECS survey. Partly because it comes from an independent and respectable source, and partly because it contains micro data that allow the company to manipulate very granular information and extract insights that suit their unique needs. Opower is also using other types of OGD, for instance weather data, geographic data and demographic data. The general availability of different datasets clearly benefits the company. In general, their impression is that the more availability of high quality, sufficiently granular data, the better. Regarding accessibility, Opower has experienced that links to websites containing datasets have been changed or even taken down, making it difficult to maintain a library of content across multiple years. Therefore a central repository would prove beneficial for the company.

While external data sources offer massive potential for commercial use, they are outside the control of the organization consuming them, and thus their quality may be
unknown and their supply uncertain [19], introducing a certain amount of risk for the private sector users. After analyzing which factors affected the use of OGD in the Opower case, we identified two types of risk. The first has to do with data management within the public sector, which must consider the quality of data, the management of risk, including security and privacy considerations, as well as the data stewardship processes. What Opower perceives as the biggest issue with using data supplied by the government is that the granularity is in some cases not as desired, the data are not updated frequently enough and in some cases new types of information are based on old survey data. Therefore, the quality of the data itself and the data stewardship processes are an issue for Opower. Privacy and security related considerations are still relatively unexplored as potential barriers to the generation of value from OGD, especially as the datasets released do by definition not include data that are subject to valid privacy, security or privilege limitations, as governed by other statutes. However, when combined with other types of data, such as readings from smart meters, the potential threat to privacy is certainly a risk that Opower has acknowledged. That said, worries about breach of privacy are not recognized as a barrier to value generation in the case of Opower.

The second risk involves the sustainability of the resource. While Opower is not entirely dependent on any specific governmental data-source, it would certainly be inconvenient for the company if the quality of data used would deteriorate or if data should cease to be collected due to an unsustainable business model. The sustainability of open government data as a resource is highly dependent on the attention an OGD initiative receives from politicians. The U.S. government has shown substantial interest in opening government data, highlighted by the president’s executive order from May 2013, making open and machine readable the new default for government information. The executive order is to be the manifestation to the longstanding commitment to release and leverage data in support of enhanced transparency and accountability, improved government services, and a stronger economy [75].

For Opower as a data analytics company, one of the most important factors is their own technological infrastructure. Their cloud-based technical platform enables Opower to sift through vast amounts of data, amongst other readings from smart-meters that are imported every 15 minutes. They utilize a high frequency storage for storing data from 50 million homes. In addition to the storage, they also utilize an energy analytics engine that analyses 35 billion events per month and makes 1,500 calculations per second. The engine combines internal customer interaction data with data from external sources, i.e., data sourced from the utilities companies and open government
data. The data analytics engine is what gives Opower the ability to compare thousands of different homes’ smart meter reads to find tiny fluctuations that indicate that certain homes are over-heating or over-cooling at certain thermostat set-points. The third major component is the interaction engine which generates 35 billion reports every month. While still highly dependent on the paper based reports, Opower is constantly evolving new channels using modern platforms, such as web-based portals and applications for smart phones and tablets.

The company’s ability to analyze digital information is, of course, highly dependent on the infrastructure in the operating country, such as the availability of smart meters in homes and the general telecommunications infrastructure that allows them to access and transfer these massive amounts of data to the company’s internal (cloud based) data storage. The utilities adoption of modern interaction channels is also a factor. Originally, Opower only used paper based reports, but with evolving technology has continued to develop new, more cost-effective channels. However, paper based still remains the company’s main channel due to several reasons. For instance, there is a lack of correct email addresses in the utility’s customer databases, and people are still being more responsive to paper based messaging than to email based. Moreover, the new technology enabled channels are dependent on the degree to which the utilities use technology to engage with customers. In a recent white paper (Is Mobile Turning into a Missed Opportunity?), Opower compares utilities’ use of web-based and mobile-based technologies to that of banks, concluding that the utilities sector in the U.S. still has a long way to go to catch up.

IV.7 Retroduced Mechanisms

The principle of retroduction, the core of the critical realist explanatory model, is derived from the ontological assumption of emergence and epistemological focus on explanation. The objective is to identify the most complete and logically compelling explanation of the observed events given the specific conditions of the contextual environment [76]. If there are existing mechanisms in the theoretical knowledge of a field, they are adapted to fit the specifics of the given case. However, if no existing mechanisms are adequate to explain the phenomena being studied within a specific context, a new mechanism is proposed [76]. This type of activity can be divided into two sub-steps [12]: (1) identify the contextual elements and (2) look for mechanisms. Retroduction can be seen as being some sort of a thought trial to identify and describe the elements of the causal mechanism and the contextual influences responsible for its activation [76].
Contextual Enabling Factors

In the following sections we conceptualize the factors that we can identify as having enabled value generation from OGD in the case of Opower. Consequently, we identify which of the value generating mechanisms discussed in section 3.2 might explain how the use of OGD is being transformed to value in this case.

Absorptive Capacity

The presence of valuable external sources of knowledge does not imply that the flow of new ideas and external knowledge into firms is a self-governing or easy process. External knowledge can only be assimilated and integrated with the firm’s (internal) knowledge base when the firm has internal competencies that facilitate such processes. Absorptive capacity captures the ability of a firm to recognize the value of new, external information, assimilate it, and apply it to commercial ends, thereby being critical to its innovative capabilities [14]. Modern information technologies perform an important role in the development and maintenance of a firm’s absorptive capacity. Absorptive capacity has been conceptualized as a multidimensional construct that consists of three distinct yet interrelated capabilities: identification of valuable external knowledge, assimilation or transformation of valuable external knowledge, and application of assimilated external knowledge [42], [63]. While a firm’s absorptive capacity is dependent upon prior related knowledge [14], the predominant theoretical view is that absorptive capacity is an organizational capability, not an asset [42], [63].

In order to conceptualize the firm’s absorptive capacity, we use findings from previous research. A firm’s ability to absorb valuable external knowledge depends on its level of prior related knowledge [14]. Yet, in addition to its knowledge base, a firm needs to develop structures and processes that facilitate knowledge absorption. Prior research finds that two types of organizational capabilities impact absorptive capacity: coordination capabilities and socialization capabilities. Coordination capabilities enhance knowledge exchange across intra- and inter-organizational boundaries, whereas socialization capabilities capture a firm’s ability to produce a shared ideology that offers organizational members a collective identity [63]. However, empirical findings give an indication that for digitalized data-driven innovation, the firm’s IT-specific absorptive capacity matters more than its general absorptive capacity [40]. IT capabilities allow firms to use technology to develop external relationships and collect knowledge from the external environment, as well as to increase knowledge application capability [63]. In the context of creating business value, we conceptualize absorptive capacity as a multi-dimensional construct, where IT capabilities and
complementary organizational capabilities (coordination and socialization) positively influence a firm’s ability to identify, assimilate, transform and apply valuable external knowledge [63].

**Openness**

The increasing importance of data, often termed big data, has been widely discussed in the media as well as in academic circles. However, one very important enabler for the generation of value from data seems to get much less attention, namely, openness. Openness has been identified as a driver of value from social technologies: the greater the degree of openness, the easier it is for an industry to capture the value from social technologies [50]. There still is, however, very little agreement about exactly what *open* means or how openness can facilitate the generation and appropriation of value from data. Big and open data share the commonality of using data in new, technology-intensive ways to gain insights [46]. It is suggested that openness is a factor that combines unrestricted availability with accessibility and technical interoperability [71]. Openness implies that organizations get the opportunity to integrate large and small volumes of data from internal and external sources to yield new insights. Accordingly, we conceptualize openness of data as a multidimensional construct, reflecting the availability of data, the technical accessibility of data as well as the legal dimension of openness (use of open licenses). [18], [22], [37].

**Resource Governance**

When opened up, government data become a common, shared resource, available for use within an open network of public and private stakeholders. However, this resource is still governed by the public sector as the main collector of the data. Therefore, we include resource governance as a construct intended to reflect the importance of proper governance mechanisms for the ability to generate value from this resource. Based on [37], we conceptualize resource governance as a multi-dimensional construct that encompasses not only data management, but also the promotion of equitable and the sustainable provision of the data. Sustainable systems are those that meet current needs of many individuals involved in producing and using a common resource without compromising the ability of future generations to utilize the resource [32]. Ongoing analysis of more than 900 major change initiatives in the public sector indicates that 61% of these initiatives do not yield the hoped-for impact, and that a major factor in such cases is a lack of the skills, mind-sets and behaviors critical to sustaining change [51]. Resource governance must fit with, and respond to, a dynamic strategy that supports evolving national goals, and creates sustained institutional reforms. Key to
any benefits, whether economic or social, is managerial leadership and political support [7], [51].

Furthermore, data management must ensure that the data is of sufficient quality. Unknown, inconsistent or unsatisfactory quality of OGD leads to substantial risks for validity and relevance. It is also important to give the correct context to the data, as government data are in many cases collected or created for specific purposes, and thus could be misleading if taken out of that context [19]. Accordingly, use could be stimulated if more information about the way open data are collected and processed were to be provided by including metadata [80]. The security of information must also be considered. There is an ongoing debate regarding possible privacy risks in relation to the use of OGD, and even greater concerns have been voiced regarding the implementation and adoption of smart meters in homes. However, in a recent study, perceived privacy risk was not found to be a significant influence on smart meter adoption intentions [77]. This privacy paradox is well known in research and may result from users’ perceptions regarding the sensitivity of information disclosed [77]. It is important that resource governance sufficiently addresses all concerns regarding information privacy; otherwise these concerns might adversely affect the mechanisms that can transform OGD to value.

Technical Connectivity

The current trend towards a massive increase in the generation of data, as well as wider access to different kinds of data, has important implications for both public and private organizations. This trend is supported by recent advances in technology: the technical ability to manage and openly disseminate big and small datasets; the ability to analyze, mash up and make sense of different types of data; and the networking capabilities to access and link data from various sources. Research suggests that the scale and scope of changes brought on by use of data are set to expand greatly as series of technology trends accelerate and converge. To capture value from data, public and private organizations will have to deploy technologies that can help individuals and organizations to integrate, analyze, visualize and consume the growing torrent of available data [49]. Technical connectivity is conceptualized as a multi-dimensional construct that describes the availability of technologies that allows users to store, access and combine the data. The construct consists of three dimensions: 1) the infrastructure that facilitates data exchange between government agencies, private sector firms and the public 2) dissemination of software, including data organization management software, as well as analytics and discovery software and 3) access via multiple platforms, such as mobile and web-based platforms.
Identifying Mechanisms

We can identify one macro-micro level mechanism that explains the why of value generation in this particular case. We can call it the motivational effects of value generation or the motivation mechanism. While the hope of generating economic value is a well-established reason for any innovation, the social value aspect plays a somewhat bigger role in this case. The Opower case illustrates how the general awareness of global warming and the prospect of generating social value by increasing energy efficiency influenced and motivated both policy makers and Opower founders. While the founders were both contemplating for-profit and non-for-profit ideas, there is one unintended benefit they received from going the for-profit way while pursuing a social-goal: The economic value generated has helped the company attract talents that might have proved difficult without the financial resources they gained. This includes sought-after technical skills that have enabled the company to evolve their use of technology for data analytics and dissemination purposes. But most employees are equally attracted to the company’s mission: To help everyone, everywhere save energy. The generation of social and economic value has not only positively influenced the capabilities of the company, it has also brought awareness of the generative power of data to policy makers (referencing Obama’s visit to Opower headquarters), utilities companies and the general public.

Our main focus here, however, is to explain the how of value generation. If we start by trying to fit the case of Opower to Figure 2, we can see that the value is mostly generated by stakeholders outside of the public sector. While the public sector provides the data and is responsible for creating the incentives that make utilities willing to sacrifice a part of their income in order to achieve more energy efficiency; the main value generation happens from small changes in the energy use of 22 million households, which collectively amounts to considerable savings in energy use. This indicates that the value generating mechanisms are located on the right side of the matrix. If we look at the vertical dimension, we have to determine whether this case presents a purely social focus, a purely capital one or somewhere in between. As Opower is a privately owned company that is returning a healthy return on investment to their shareholders, they do not present a purely social, not-for-profit organization. However, Opower is a double bottom-line company, and their primary mission is to help people save energy. This mission is what drives the company and they have shown amazing results, motivating people around the world to increase energy efficiency, which have resulted in a considerable reduction in CO₂ emissions. The archetypical value generating mechanism that seems to be most illustrative of the
Opower case is the innovation mechanism in the upper right hand corner; however, in the case of Opower, the precise mechanism might lie closer to the middle due to the company’s strong emphasis on social value generation.

In the real world, there is rarely a single mechanism that explains a certain outcome. We could say that Opower’s analysis of data and clear presentation of results has increased transparency of information, which, in turn, has affected the energy use behavior of households and motivated the utilities companies to be more socially responsible in their resource allocation. Using a similar logic, use of OGD has encouraged households and utilities to be more efficient in their use of energy. However, in both cases these are second-order mechanisms that depend on Opower’s innovative use of technology to transform raw data into valuable information. This indicates a potential synergy caused by interplay between different mechanisms, resulting in enhanced value generation. Finally, while Opower is certainly using government provided information, we could not identify any explicit collaboration between the public sector and the company on either the data itself or any finding based on the data. Our conclusion is that in this case the main mechanism that can explain value generation is what we call (socially motivated) data-driven innovation.

**The Data-Driven Innovation Mechanism**

Firms are increasingly procuring knowledge from external sources in their innovative activities [43]. Many models have been developed to explain how firms can exploit external knowledge, ranging from simple free riding to consulting with lead users to utilization of public sources of knowledge [13]. A central part of the innovation process concerns the way firms go about organizing their search for new ideas that have commercial potential. New models of innovation have suggested that many innovative firms have changed the way they search for new ideas, adopting open search strategies that involve the use of a wide range of external actors and sources to help them achieve and sustain innovation [43]. Empirical results strongly suggest that firms with more open knowledge search strategy, having access to a larger number of information sources that can provide ideas and resources, tend to be more innovative [43], [45]. Accordingly, a lack of openness of firms to their external environment may indicate that managers over emphasize internal sources and under emphasize external sources.

The end-to-end process from idea generation to business growth can be represented as an innovation value chain, comprising three main phases: idea generation, idea conversion and idea diffusion [27]. Within these three main phases, six linking tasks
are necessary for the innovation chain [27]. The first phase represents the firms’ efforts to acquire the different types of knowledge necessary for innovation, involving three linking tasks: in-house idea generation, cross-pollination and external sourcing [27]. The next phase is the process of transforming this knowledge into new products, services, business processes or behavioral innovations. This activity involves two linking tasks: screening and funding of new ideas and developing new ideas into viable products, services or businesses. This activity may again involve a combination of firms’ internal and external resources. The final stage in the innovation value chain is the diffusion of firms’ innovations: spreading developed ideas within and outside the company. Empirical research shows a clear causal link from knowledge sourcing through innovation to business growth and productivity [45], [64].

When data have been made available and accessible, current knowledge may be synthesized with different types of open data, and used for generating new knowledge, ideas and value propositions. Available technologies can be used to convert the data into information that is further used in product-, process- or behavioral innovations. These innovations are then diffused to society to form and establish new structures and generate different kinds of value. Finally, the new structures provide the foundation for new data and new innovation, and the loop repeats itself. Information and data are the basic currency across this whole ecosystem. The basic belief behind making the data available to external uses without restrictions to use is that the owner or custodian of data may not be best placed to understand the potential future uses of the data they hold. Waste and the destruction of value could occur if government set rules of access to information which fails to recognize the requirements of unforeseen users and uses. That is, too tight rules of engagement may unintentionally constrain the beneficial use by third parties or eventual end-users in the data-driven innovation process.

Figure 4 shows the conceptual model for the data driven innovation mechanism. The four multi-dimensional enabling factors are all capable of positively influencing the innovation mechanism, although to a different degree, depending on the contextual environment. To illustrate, while strong leadership within government might have a huge influence on the impact of an OGD initiative in the beginning stages, the influence might be less for the more mature initiatives.
The innovation mechanism itself is not inherently different from any generic innovation mechanism, other than in this case; the innovation is to a large degree based on the use of data. The impacts of the data-driven innovation can range from generation of internal economic value, measured as company revenue or profits, to the generation of more widely appropriated economic and social value. Although we have conceptualized innovation as business innovation, which is most often characterized by the drive towards economic value generation, the social benefits resulting from the innovation can be even more profound, as in the case of Opower. This chain of events explains how the use of a particular resource – OGD - in a specific company, and in the context of certain macro level structures, can result in the generation of macro-level value. Finally, the generation of economic and social value can further positively affect some of the micro level constructs we present in the model, resulting in a virtuous cycle of openness, innovation and value generation.

**IV.8 Empirical Corroboration**

We need to ensure that the proposed mechanism of data-driven innovation offers the causal and explanatory power to explain how value is generated from the use of OGD. In an open system there are a number of mechanisms at play. After identifying a certain mechanism, we can identify others by asking how the context influences the triggering of the mechanism [12], [67]. The original driver behind the whole Opower adventure was the founder’s interest in preserving the environment. The founders
originally came up with five ideas, three non-for-profit and two for-profit. After discussing these ideas among themselves and with others, they agreed upon explaining the energy bill, an idea they termed Energy Bill 2.0. In an attempt to generalize this finding, we have suggested that a trigger for the OGD value generating mechanisms is the motivational aspect of social and economic value – rainbows and carrots. Furthermore, the value generated also supports the company’s aspirations after the fact. Opower has not encountered problems in hiring people with the right technical and data analytics skills, even though there is a reported shortage of those skills in the market. One potential reason for this is the company’s somewhat unique combination of economic and social value generation. The economic value enables them to provide good salaries and a working environment where employees get an opportunity to learn how to use the latest technologies. The social value generation attracts those that are passionate about creating an impact, changing the world for the better. We therefore suggest one contextual macro-micro mechanism: the mechanism of motivation.

However, the case highlights two other elements that have proved to be important to the process of idea generation and conversion: 1) The apparent lack of information on the energy bill and 2) Cialdini’s findings on how information about people’s neighbors had an effect on their behavior. We propose that in order to be able to utilize Cialdini’s finding and the available OGD to their benefit, the company needed to possess a good degree of absorptive capacity. Moreover, as Cialdini’s findings predict, people need information, not only about their own behavior but as compared to the behavior of others. Therefore, Opower needed access to aggregate data on consumer behavior as well as data on energy consumption in individual homes. The technical infrastructure enabled them to collect, store, merge and analyze data from different sources. These two factors together explain Opower’s ability to innovate from external datasource. Absorptive capacity can only benefit a company if it has access to valuable and re-useable external information sources. The opportunity for data-driven innovation arises from the fact that Opower had access to the data they needed from the U.S. government and that the data was of sufficient quality and sustainability (a trusted resource) for them to use.

We have suggested that the archetypical mechanism that can best explain the value generation in the case of Opower is the mechanism of innovation, where novel combinations of resources and new methods of analysis lead to the generation of a new service, which, in turn, leads to the transformation of the energy market, thus increasing value [69]. We propose that in the case of Opower, the innovation is in essence based on utilizing a specific resource, namely, data. We use the term data-
driven innovation to generalize this finding to include any innovation that is, to a large degree, based on utilizing data to generate value. The value generated for the entrepreneurs and the government has been economic in nature, i.e., the establishment of a growing company which leads to profits for the investors, new jobs for employees and higher tax payments to the government. Opower has had a 280% five-year revenue compound annual growth rate, and in October 2013 there were almost 100 available positions posted on their webpage. Furthermore, Opower has generated social value, as reduced CO2 emission contribute to environmental sustainability, which again can lead to a collective improvement in the lives of individuals, benefitting society as a whole.

IV.9 Discussion and Conclusion

The aim of this research was to develop a framework for the generative mechanisms that explain how use of OGD can stimulate the generation of value, and use these mechanisms to explain how a private company can generate economic and social value by using OGD. We constructed a framework based on a review of the OGD and value literature, using general and established mechanisms to explain how use of OGD as a resource can result in generation of value. The framework is based on two dimensions that are intended to capture the impact of openness: First, how openness is enabling external stakeholders to contribute to the generation of value from OGD as a resource and second, how society as a whole can appropriate value in the presence of openness. Using the framework, we identified four different archetypical generative mechanisms, each of which represents a particular type of cause-and-effect relationship between OGD and value. Subsequently, we used a critical realism based research approach to analyze the case of Opower. We propose that a mechanism of data-driven innovation fits the Opower case and has the ability to explain how Opower used OGD to generate value and what contextual enabling factors were involved. We suggest that our analysis has shed light on how the potential value generation motivated the idea, how the lack of information triggered the idea of innovating from data, and how the interplay of four multi-dimensional factors enabled the innovation, which ultimately led to the generation of economic and social value. Finally, we propose that the resulting value generation has, in turn, positively influenced, not only the company's own ability to generate even more value but also policymaker's interest in OGD, thus increasing our understanding of the value of data.

The contributions to knowledge are as follows: a) The two-by-two framework with the four archetypical generative mechanisms can be used to explain the complex relationship between openness, data and value, b) the illustration of the potential
virtuous cycle within the OGD ecosystem and c) the conceptual model of data-driven innovation, where we suggest a nomological network of constructs that illustrates how OGD can be used to generate value. The contribution to practice is the strategic framework which can help governments position and prioritize their strategic OGD goals and the identification of factors that can enable the generation of value from OGD through the innovation mechanism. We furthermore believe that the insights offered in this study can be applied to guide OGD initiatives that have the goal of driving innovation in the private sector. One hypothetical example of such use could be a public body planning a new OGD strategy. A discussion about the initiative’s goals should include what kind of value should be generated (sought after impacts) and how. After reflecting on the different levels of interactions between stakeholders, the difference between social and economic value and value generation vs. appropriation of value, the public body in question could compare its current status (for example, strong in creating internal efficiency but weak in maintaining two-way relationships with external stakeholders) to the desired status and subsequently start a discussion on how to move from the current to the desired state.

A limitation of the study is that we use only the first four principles suggested in [76], as the fifth principle includes using multiple methods to perform validation of explanatory powers. While principle 5 is out of the scope of this particular paper, our aim is to continue to test our conceptual model using a variety of methods in future work. Furthermore, as the paper analyses only one case study, our ability to generalize our findings is somewhat limited. It is well known that OGD come in different types and structures, the use of the data varies greatly and the contextual circumstances vary between countries and even individual initiatives. More cases should be analyzed to reflect on the generalizability of this model. An interesting way to achieve this could be to follow the method used in [31] where the authors examine which configurations of identified enabling factors actually lead to an observed successful outcome in different cases [31]. A further limitation is that while we focus on the enabling factors and the interplay between them, as well as the mechanism of data driven innovation, we did not really analyze the possible interplay between the innovation mechanism and the other generative mechanisms, other than reflecting on how the innovation mechanisms might have triggered second-order transparency and efficiency mechanisms. We suggest that an in-depth analysis of this relationship might present an opportunity for future research.

We propose that openness is in itself an important enabler of the generation of value from data, as openness enables both the generation and appropriation of value, not only
by the organization that produces or collects the data, but also by external stakeholders. However, while openness might be seen as the necessary condition in this context, it is insufficient on its own. Governments should increase the usability and re-usability of their data by focusing on resource governance, where the aim is to ensure the quality and sustainability of the resource and to minimize risk for external users. On the demand side, companies need to possess the right capabilities as well as having access to technical platforms that enable them to link disparate data sources and transform these data to valuable information products and services. Finally, we suggest that the act of opening data and treating them as a shared resource available for use by anyone has the ability to contribute to a synergistic relationship between different mechanisms, thus contributing to the simultaneous generation of economic and social value.
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Abstract. Our societies are in the midst of a paradigm shift that transforms hierarchal markets into an open and networked economy based on digital technology and information. In that context, open data is widely presumed to have a positive effect on social, environmental and economic value; however the evidence to that effect has remained scarce. Subsequently, we address the question how the use of open data can stimulate the generation of sustainable value. We argue that open data sharing and reuse can empower new ways of generating value in the sharing society. Moreover, we propose a model that describes how different mechanisms that take part within an open system generate sustainable value. These mechanisms are enabled by a number of contextual factors that provide individuals with the motivation, opportunity and ability to generate sustainable value.
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V.1 Introduction

The impact of the digital revolution on our societies can be compared to the ripples caused by a stone thrown in water: spreading outwards and affecting a larger and larger part of our lives with every year that passes. One of the many effects is the emergence of an already unprecedented amount of digital data that is accumulating exponentially. Moreover, a central affordance of digitization is the ability to distribute, share and collaborate, and we have thus seen an “open theme” gaining currency in recent years [18]. These trends are reflected in the explosion of Open Government Data (OGD) initiatives around the world: governments striving to open access to various data-sources and making them available for use and re-use for commercial or other purposes. However, while hundreds of national and local governments have established OGD portals and are being followed by similar initiatives by international
institutions, civil society organizations and even businesses, there is a general feeling that the open data initiatives have not yet lived up to their true potential. This feeling is not without good reason; the recent Open Data Barometer report highlights that strong evidence on the impacts of OGD is almost universally lacking [11].

This lack of evidence might, however, not be as surprising when we consider the complexity of the task at hand. How do we measure and evaluate something as complicated as the value of open data? And if we cannot show that value is generated – how can these initiatives be sustained? Our take on this dilemma is that before we even start trying to evaluate, we need to develop a deeper understanding of to what ends (what it is we want to accomplish with open data) and by what means (how this can possibly happen). And due to the embryonic nature of the open data phenomenon, research on open data impacts and affordances is still lacking (see, for instance, [59]).

Our goal with this paper is to contribute to this gap in knowledge by developing a theory on how open data can generate sustainable value. We build on the notion that the world is at an inflection point, where technological advances and boundary-crossing social challenges have come together to create a paradigm shift. This notion was very evident at the 2014 Annual Meeting of the World Economic Forum in Davos, where the shift towards the sharing economy and the current social challenges faced by our societies were repeatedly mentioned. These social challenges are numerous and urgent, and both social, environmental and economic in nature. They range from economic inequality, unemployment and poor social conditions to chronic diseases and climate change.

Given the complexity and cross-boundary nature of these challenges, a new approach is necessary. In particular, we need an approach where social and technological progress co-evolves in order to generate value [37]. We would like to contribute towards such an approach through addressing the following research question: “How can use of open data stimulate the generation of sustainable value?” The definition of sustainable value represents a move away from the previously dominant economic value focus and moving towards a focus on proactive, concerted efforts of businesses, government institutions and the overall community in addressing social challenges in innovative and holistic ways that generate social, environmental and economic value for all stakeholders and future generations [50].

This theory development paper is structured as follows: We first elaborate on the recent trends discussed earlier based on a review of the literature, after which we build theoretical foundations. We propose that we are experiencing a paradigm shift in how people make decisions in their quest for creating and appropriating value enabled by
the transformative power of information technology. These recent technical and social developments call for a re-interpretation of the behavioral assumptions used in some of our most prominent value theories. We proceed to discuss four value generating mechanisms that describe different paths through which the use of data can be transformed to value. Our contribution here is a framework that adds a new network-based dimension to the well-established market-based mechanisms of efficiency and innovation (exploitation and exploration). We propose that all four mechanisms interact within an ecosystem we call the sharing society, and that the interaction between the private and the public sectors via the different mechanisms can generate the synergies that are necessary to tackle the highly complicated social challenges we face. Finally, we visualize our theory with a nomological network that shows the relationship between the main antecedents that can enable and stimulate value generation from data, the value generating mechanisms and the resulting, sustainable value.

V.2 Open data empowers the sharing society

The industrial economy was primarily based on production, where Gross Domestic Product (GDP) was the key measure of economic activity, and buying and selling goods and services on the market became the basic foundation for the value generating mechanisms. A dichotomy of the state and the market was one feature of the industrial economy [38]. The state’s responsibility was to create a structure around the goods that did not fit the market mechanisms, so-called market failures. However, continuing advances in digital technologies have started to disrupt the status quo by altering the way people think, live and work, and by rearranging value pools [30]. This development has led to entirely new forms of products and services that, in many cases, are based on data collection, data re-use and data sharing. The digital revolution, including the digitization of nearly all media, the ubiquity of Internet access, the proliferation of mobile phones and the growth of the Internet of Things, has created multiple affordances which subsequently require a change in the basic assumptions that are used when discussing value maximizing behavior.

First, the digital revolution has led to an explosion in the generation and availability of data. Digitization has affected two important features of data: 1) when data become easily accessible to more than one person at a time, they acquire the feature of non-rivalry and; 2) when marginal costs incurred by re-production and distribution are drastically reduced, re-use of data becomes economically feasible [35], [44]. Second, following the advent of the “open theme”, data that have traditionally been locked up
in closed repositories are now increasingly becoming open and available for use and re-use [18]. Openness has changed one important feature of digital data, namely, making them non-excludable. Accordingly, when opened up, digital data become a shared resource - a public good or what has been termed ‘digital commons’ [19]. Open data, particularly government data, have generated a great deal of excitement around the world for its potential to empower citizens, change how government works and improve the delivery of public services. The economic value potential from open data has also been celebrated, and recently estimated as the equivalent of 3 trillion USD per annum globally [29]. In short, computing and networking capabilities combined with openness are expected to drive massive social, political and economic change [24].

Most of the open data initiatives today are driven by governments around the world, the most important driver seemingly being their expectation that open data will stimulate the generation of considerable social, economic and environment value for their societies [22]; [58], [51]. These initiatives have either been fuelled by the political ideology of Open Government [25] or been focused on economic value generation, highlighting the potential of re-use of data for innovation and efficiency [21]. However, despite this interest, there is still not much evidence of value generation, probably as most of the open data initiatives are still in their infancy [11], [20], [59].

Thus far, most of the published material on value generation is based on predictions and hypotheses, and there is still considerable confusion regarding what needs to be done, who should do it and how (by what means), as well as why we are doing it and for whom (to what ends). For instance, the technological availability and accessibility of data need to be conceptually separated from the political openness required to drive transparency and accountability [57]. One is concerned with the usability of the resource; the other is a mechanism whereby data are being used for specific purposes.

Interestingly, in the 77 countries surveyed in the Open Data Barometer, less than one in 10 datasets (or 71 out of the 821 public datasets reviewed) were truly open, i.e., available online, in bulk, and under an explicit open license [11]. In most cases, datasets are provided in aggregate formats (often in XLS or CSV), or are not machine readable (PDF files). The Open Data Barometer report also points towards important issues of data quality and trustworthiness. Of the 113 datasets that were available in machine-readable and openly licensed form, researchers found 15 where the sustainability was questionable and 20 that were not up-to-date or published in a timely fashion [11]. Moreover, while recent developments with open data offer unprecedented access to large scale data sets on a huge variety of topics, successful use of such data requires a rather different skill set to skills encapsulated in many current views of data
literacy, currently not addressed in a school curriculum (Ridgway et al., 2013). Finally, while technology enabled services are key to harnessing the value of data, they are often limited by problems with usability, searchability, language, sufficiency of technological infrastructure and availability of computers and Internet access for many segments of the general population [4]. We conclude that governments still have some way to go: from embracing the value potential of open data to actually implementing the required value generation enabling structures.

Our aim with this paper is to contribute to an improved conceptual clarity in this discussion by presenting an open system we call the sharing society. We define the sharing society as an open economic and social system in which information technology is leveraged to empower individuals, corporations, non-profits and governments with data that are shared, reused and transformed to sustainable value through different mechanisms.

Following [6], we assume that the goal of the social system is to maximize utility or what we have defined as sustainable value. We use Coleman’s framework as a meta-theory to explain the micro to macro level relationship between use of open data and the generation of sustainable value. Coleman’s framework underscores the mediating role of individuals in linking macro-level variables such as social structure and the behavior of the social system [31]. A theory which can generate macro-level empirical generalizations as specific propositions may be thought of as “a theory of individual action, together with a theory of how these actions combine, under specific rules, to produce systemic behavior” [6], p. 20. But how is the sharing society conceptually different from the industrial economy? In the following sections, we outline the basic assumptions for our theory on how open data can generate value in the sharing society.

V.3 Behavioral assumptions for value generating mechanisms

Any theory comprises a set of assumptions from which empirical generalizations have been derived [32]. In the social sciences, a satisfactory explanation must ultimately be anchored in hypotheses or assumptions about individual behavior [12]. By making a set of explicit, behavioral assumptions, we can highlight that all macro-level, societal phenomena are inherently derived from human beliefs and actions, and that certain mechanisms mediate these actions between the initial conditions and the observed outcome. Since the core behavioral assumptions of a theory often form the foundation of its mechanistic explanations, it is crucial that these assumptions are explicitly defined and tested during the early stage of empirical research [49].
The classical economic model of strategic interaction assumes that people are (a) only concerned about bettering their own material situation, and (b) able to calculate the optimal strategy for doing so. However, new results from behavioral economics have cast doubt on these assumptions, as evidence shows that people are, in fact, concerned with unobservable payoffs such as reputation, fairness or the well-being of others [45]. Furthermore, people are also concerned with how actions taken today might affect their future well-being. Accordingly, we must consider the wider social impact as well as the sustainability of our current actions [9], [45], [47]. A number of dimensions that can make classical models of rationality somewhat more realistic, while sticking within the vein of fairly rigorous formalization are described in [46]. These include: (a) limiting the types of utility functions, (b) considering the possibility of people having a "multi-valued" utility function and (c) recognizing the costs of gathering and processing information.

The general willingness of people to generate sustainable value is not really contested, but measures have remained elusive, and hence the emphasis on material wealth in economic theory. However, while monetary based indicators offer a convenient way to measure and compare value, there is a cross-disciplinary consensus that we need a more inclusive measure of welfare or wellbeing [47]. In the field of economics, a number of initiatives propose a move beyond using Gross Domestic Product as a measure of a country’s progress. Renewed attention has been given to the concept of public value in the e-government and public policy disciplines. The public value framework is based on the premise that public resources should be used to increase value, not only in an economic sense but also more broadly in terms of what is valued by citizens and communities [2], [33]. These trends have resulted in the development of new, broader measures, such as OECD’s Better Life Index.

At the organizational level of analysis, the concept of shared value presents a similar ideology. The premise behind shared value is that by including the generation of social value in their strategies, private companies can improve their competitive advantage at the same time as they contribute to society [38].

While most of us would like to act for the good of society, we do not always have the means or the cognitive capability to do so. Most people have limited attention, suffer from status quo bias and choice overload, and are prone to procrastination [45]. Moreover, people typically do not apply sufficient cognitive effort to calculate an optimal strategy, resorting rather to heuristics which can be influenced by context [46]. Rationality of individuals is limited by the information they have, the cognitive limitations of their minds, and the finite amount of time they have to make a decision.
Bounded rationality is “behavior that is intendedly rational but only limitedly so” [46], p. xxiv. So construed, bounded rationality takes exception with the analytically convenient assumption of hyper-rationality but does not preclude a predominantly rational approach to the study of complex economic organization [56]. Given that people face a multi-dimensional value function with complex relationships between individual and social wellbeing and that we as individuals have limited cognitive ability to rationally choose between different options, we can conclude that collection and dissemination of different types of data and the conversion of these data to information and insight are a key resource.

As a foundation for our theory, we make two assumptions. The first is that individuals in general want to go beyond increasing their own material wealth in their value generation efforts. We assume that individuals will strive for sustainable value, including social, environmental and economic value, for all stakeholders and future generations [50]. Sustainable value generation can be the result of collaborative efforts or it can happen through traditional market exchange, but the context in which decisions are made must provide the motivation, opportunity and ability for sustainable value generation to happen.

The second assumption we make is based on the notion of bounded rationality. People will be able to make decisions closer to an “optimum” if provided with the right kind of information about the situation they face. Access to the right kind of information can therefore push the boundaries of our ability to choose rationally and contribute to the generation of sustainable value. This assumption goes across all the proposed value generating mechanisms, i.e., we assume that provided with new data and information, people will choose differently, and this will lead to a sustainable value generation that will happen via different but interlinked mechanisms.

V.4 A framework of four value generating mechanisms

In order to frame the different value generation strategies, we have formulated a taxonomy/framework consisting of four archetypical value generating mechanisms. The mechanisms are organized after two dimensions, as seen in Figure 1. The x-axis dimension categorizes value mechanisms on whether data are used predominantly to do things better (exploit current resources) or to do new things (explore new opportunities). The y-axis represents our contribution to this traditional classification. The market-based mechanisms are an offspring of the traditional monetary economy, but the “new” network-based mechanisms revolve around information sharing. Market based mechanisms have traditionally been focused on the generation of economic
value, either through lower costs or increased profits and are based on classic economic theories of the likes of Williamson and Schumpeter [42], [55], [56]. However, all mechanisms in the sharing economy to some extent focus on generating sustainable value. All are important and all depend, to a certain degree, on collaboration of people, across the boundaries of organizations and sectors.

**Fig. 1. A framework of four archetypical mechanisms that transform data to value**

In the following list we summarize how these mechanisms work:

- Information transparency is gained if the data are available, accessible, accurate and trustworthy, and shine a light on a certain subject. The transparency mechanism generates value when individuals acquire new information that result in actions that further lead to a redistribution of resources.
- The collective impact mechanism generates value when a large group of individuals use data to collectively contribute to a common cause, positively impacting social outcomes.
- The data-driven efficiency mechanism generates value when stakeholders use data to improve productive efficiency and effectiveness, which can result in direct cost savings, saved time and effort, as well as improved quality of services.
- The data-driven innovation mechanism generates value when novel use of data leads to new innovative products, services or methods that transform markets and
industries while generating jobs, profits and multiple other affordances, thus resulting in the generation of sustainable value.

V.5 Generating sustainable value from data in the sharing society

Figure 1 shows the four archetypical mechanisms we propose that can transform data to value. We have, however, not explained how we can enable this value generation to happen, depending in all circumstances on the context in which the value generation happens. The model we present in Figure 2 is based on the macro-level model in [23], but it is extended to incorporate the findings from behavioral economics that explain the role and impact of individual behavior. A class of behavioral theories, based on the Motivation-Opportunity-Ability (MOA) framework, shows how motivation, opportunity and ability to perform certain tasks impact the behavior of individuals (see, for instance, [5] and [39]). These models are commonly used in relation to social marketing and information processing [26], [40], public relations [15], knowledge sharing in workplaces [39], [43] and consumer behavior [60]. Broadly speaking, motivation can be defined as goal-directed arousal [26], [40]. In the context of this model, high motivation implies that individuals have the incentive to allocate resources to generate value from data; opportunity refers to the environmental or contextual factors that enable action; and ability represents the power or capacity to act [40].

![Fig. 2. A model of the sharing society – transforming data to value](image)

We propose that policy makers can influence the motivation of users by offering incentives and the opportunity for value generation not only by supporting open access to data but also by providing risk-free and sustainable, high-quality data resources for
internal and external users. Policy makers should also pay attention to the general ability of individuals to use these data by focusing on the availability of technical infrastructure as well as the general capabilities in society (although these two factors are, of course, also dependent on the provision of the market). We now briefly explain these enabling factors.

Incentives

The organizational leadership literature has shown that employees who are aware of the positive impact their behavior has on others are more motivated to make a pro-social difference, and that inspiration, a compelling vision and intellectual stimulation, likely enhances employees’ motivation to actively engage in knowledge sharing [39]. Motivation can also influence companies to change institutions in order to support social practices, as can be seen in the many nonprofit organizations recently established by for-profit companies [53].

Following [53] and [45], we maintain that people not only chase visible carrots, but they also tend to consider the bigger societal-level impact of their actions, and are willing to participate in the “larger quest for the invisible gold at the end of the rainbow.” We propose that by creating the right incentives, policy makers can motivate different stakeholders to use data to generate sustainable value. We have already seen a number of such efforts, most notably the relatively widespread Hackathons and Datapaloozas, which have been hosted by various municipal and state governments in order to encourage people from all sectors to consider the potential value of open data.

**Proposition 1:** Incentives positively influence the motivation of individuals to generate sustainable value from data in the sharing society, hence positively affecting each of the value generating mechanisms

Open access

Providing open government data can be seen as a matter of availability, format, accessibility and license [10]. Opening access to data provides everyone in society with the opportunity to use these data to generate value. Openness is a key enabler for value generation from data, as it allows various users to re-use data for different purposes and therefore unlocks the intrinsic value that data hold [29].

The basic belief behind making the data available to external uses without restrictions is that the originator, owner or custodian of information or data may not be best placed to understand the potential future uses of the data they hold. Waste and the destruction
of value could occur if government set rules of access to information which fails to recognize the requirements of unforeseen users and uses. In other words, too tight rules of engagement may unintentionally constrain the beneficial use by third parties or eventual end-users in the process of the diffusion of innovation. Moreover, openness should combine unrestricted availability of data with accessibility and technical interoperability [48]. Therefore, in addition to the general availability, an important dimension to open data is that there should be no legal or technical barriers to use and re-use. Use of open licenses and open data standards can facilitate the re-use of these data.

**Proposition 2:** Open access positively influences the opportunity for individuals to generate sustainable value from data in the sharing society, hence positively affecting each of the value generating mechanisms.

### Governance

When opened up, data become a common, shared resource, available for use within an open network of public and private stakeholders. However, this resource is still governed by the main collector or creator of the data. Therefore, we include governance as a construct that is intended to reflect the importance of data governance for the value that can be extracted from the resource. Based on [23], we conceptualize governance as a construct that describes the quality and sustainability of the data resource, where sustainability means that the common resource must meet the current needs of many individuals without compromising the ability of future generations to utilize the resource [19].

Data governance must consider data quality, data management, data policies, business process management and risk management. Data governance ensures that data can be trusted and that privacy is guarded. Making data accessible and ensuring it is fit for re-use are not insignificant challenges and such efforts raise a wide range of complex questions, including questions on how and when sharing is appropriate [18]. Without governance, the risks of using the data resource for mission critical purposes might become too high, and the data might not come at the right time or be in the right granularity to be of use for information purposes.

**Proposition 3:** Governance positively influences the opportunity of individuals to generate sustainable value from data in the sharing society, hence positively affecting each of the value generating mechanisms.

### Capabilities
As open government data are common, shared resources, the generative ability of the value generating mechanisms depends on certain capabilities in society. A capability can be defined as a measure of the ability of an entity to achieve an objective. In our case, it is the collective ability of individuals and organizations to use and re-use the data. Following [19], we emphasize the need for equitable use of the data resource. Citizen’s access to the Internet and their ability to utilize the provided information are considered important for ensuring equitable dissemination [4], [16]. The digital divide can be broadly defined as the gap between those who have access to technologies and those who do not; however, there are, in fact, multiple divides that can exist, of which access to technology is but one. These issues include technology literacy as the ability to understand and use technology, as well as the ability of persons with disabilities to access the content through adaptive technologies [4]. Without the capabilities to access, use and make sense of data, the generative ability of the mechanisms becomes limited.

Proposition 4: Capabilities positively influence the ability of individuals to generate sustainable value from data, hence positively affecting each of the value generating mechanisms

Technical connectivity

The current trend towards a massive increase in the generation of data, as well as wider access to different kinds of data, has important implications for both public and private organizations. This trend is supported by recent advances in technology: the technical ability to manage and openly disseminate big and small datasets; the ability to analyze, mash up and make sense of different types of data; and the networking capabilities to access and link data from various sources. Research suggests that the scale and scope of changes brought on by use of data are set to expand greatly as series of technology trends accelerate and converge. To capture value from data, public and private organizations will have to deploy technologies that can help individuals and organizations to integrate, analyze, visualize and consume the growing torrent of available data [28].

Technical connectivity is conceptualized as a construct that describes the availability of technologies that allow users to store, access, combine and analyze the data. The construct consists of three dimensions: 1) the infrastructure that facilitates data exchange between government agencies, private sector firms and the public, 2) dissemination of software, including data organization management software, as well
as analytics and discovery software and 3) access via multiple platforms, such as mobile and web-based platforms.

**Proposition 5:** Technical connectivity positively influences the ability of individuals to generate sustainable value from data, hence positively affecting each of the value generating mechanisms

The generation of sustainable value

Following is a short description of the main premises of our suggested model:

- Due to the complexity and cross-boundary nature of today’s social challenges, societies need to support various different value generating mechanisms.
- These mechanisms account for the way in which sustainable value can be generated from the use of data. All of the mechanisms are dependent on some sort of collaborative efforts, but these can either be network based or market based.
- All of the mechanisms are dependent on the motivation, opportunity and ability of people to generate value from data.
- While the mechanisms function independently, they can and will interact within an ecosystem of mechanisms called the sharing society, and this interaction can generate valuable synergies.
- The sharing society is defined as an open economic and social system in which information technology is leveraged to empower individuals, corporations, non-profits and government with data that are shared and reused and transformed to sustainable value through different mechanisms.

The mechanisms contribute to the generation of sustainable value by creating different types of value: increase GDP through means such as corporate profits, job creation and tax payments; contribute to society by improving the general wellbeing of individuals through means such as better health, education, social inclusion or equality; or contribute to the livability of the environment through means such as reduced emissions, less traffic congestion or access to clean water.

**Proposition 6:** Sustainable value is generated through a system of value generating mechanisms within the sharing society, both directly and through synergies between the mechanisms
V.6 Discussion: The transformative power of data

We face many social challenges in this world. While none of the challenges has simple solutions, or can be solved by individual stakeholders or groups, there are ways to overcome many of these challenges -- if we utilize the power of the sharing society. The market, by itself, oftentimes lacks the incentives and appropriate models to solve many of these issues, often called market failures. The payback in most market transactions is defined by an implicit or explicit contract, and its timing occurs closely behind, or simultaneous to, the initial contract. Within areas such as public health and social issues, the monetary payback, however, is often vague, uncertain and in the distant future [40].

Market failures are thus currently considered to be either the responsibility of the state or of civil society [38]. However, in many cases the silos of government departments are poorly suited to tackling complex problems that cut across sectors and nation states. Civil society might also lack the capital, skills and resources to take promising ideas to scale [34]. We thus propose that an informal collaboration between the public and private sectors, enabled by openly sharing and re-using data and information can positively influence the generation of sustainable value.

The model of the sharing society shows the potential progress from using data under different contexts, to the mechanisms that explain how the value generation happens, to the actual impact or output -- the sustainable value that is generated. We wish to suggest a potential answer to the to what ends question, by highlighting the social challenges we are facing today and by showing how different governments and companies have together addressed some of these challenges by using open data. We also wish to delve deeper into the question of by what means by pointing out that use of data can generate value through different mechanisms (although these mechanisms interact and influence each other) and by highlighting the importance of the context in which value generation happens. Thus far, there has not been much scientific evidence to support the hypothesis of a link between opening access to government data and value generation. However, the relationship between use of data, the enabling factors, the different mechanisms, and value generation and appropriation can be illustrated with anecdotal evidence. This will be provided below, where we are suggesting possible value generation potentials to four of the largest societal challenges.
Challenge number 1: Economic inequality

One of the most acute social challenges we face today is the issue of economic inequality within or between nations. While economic inequality might primarily be seen as a violation of social justice, research shows that growing economic inequality since the mid-1970s has contributed to dysfunctional economies. It has even been linked to the recent economic crisis with devastating effects [14], [52]. Inequality is crystallized in a skewed allocation of resources, where the majority of society’s resources belongs to certain groups enjoying more opportunities than do others.

To a certain degree, uneven distribution of resources is a part of the capitalistic society’s market-based mechanisms. However, in some cases, resources are not allocated in a socially optimal way due to behavior such as opportunism and even corruption. Such outcomes are usually possible where there is an asymmetry of information between people, undermining accountability. Information asymmetry conceals skewed resource allocations which too often prioritize the interests of business, political and military elites over development priorities of the majority of the population.

Transparency and accountability to combat inequality

Transparency refers to the absence of asymmetric information. Information transparency is a characteristic of governments, companies, organizations and individuals that are open to the clear disclosure of information, rules, plans, processes and actions.¹ Information transparency can contribute to improved social outcomes by generating incentives and reducing uncertainty. Increased transparency in an organization’s operation increases the outside stakeholders’ capacity to hold the insiders accountable and provides stakeholders with information they can use in their own decision making. The transparency mechanism is essentially network based, as it depends on multiple instances of sharing and receiving of information between stakeholders. Eventually, increased transparency should facilitate equitable and effective allocation of resources across boundaries. In the context of accountability, transparency-enhancing mechanisms involving a multitude of stakeholders throughout society can be thought of as creating millions of “auditors” [3]. This “auditing” can mobilize resources from being used where they benefit few at the cost of many, to being used in a more socially responsible manner.

One such transparency agenda for tackling poverty in the global economy was presented by the British Prime Minister, David Cameron, in the G8 meeting at the

¹ http://www.transparency-initiative.org/about/definitions
World Economic Forum in Davos in January, 2013. The plan was to tackle illicit financial flows, the hidden company ownership that makes such flows possible, and land grabs in developing countries. The claim is that citizens in developing countries are regularly robbed of the benefits of their countries’ mineral wealth through poorly negotiated or corrupt backroom deals. Collective global action is essential to improve transparency of land transactions, thereby attracting more responsible investment that will contribute to sustainable economic growth and reduced poverty. In this case, open access to government data on company ownership, natural resources and taxes enables greater cross-border transparency. Interestingly, key datasets such as Land Registries and Company Registries are least likely of all the datasets reviewed in the Open Data Barometer to be available as open data, suggesting that OGD initiatives are not yet securing the release of politically important datasets that can be vital to holding governments and companies accountable. However, as a part of the G8 transparency agenda, the UK has committed to establishing a publicly accessible central registry of company beneficial ownership, and is undertaking a wider review of corporate transparency.

Challenge number 2: The Climate challenge

Climate change has emerged as one of the most important economic policy issues of the early 21st century. The pollutants that contribute to global warming are commonly known as greenhouse gas emissions. Carbon dioxide (CO₂) is probably the best known greenhouse gas, representing 85% of all greenhouse gasses in the U.S. Electricity production is the largest single source of global warming pollution in the U.S., responsible for nearly 40% of greenhouse gas emissions. A McKinsey report published in July 2009 estimated that there was a huge potential for energy-efficiency increases in the U.S., and that a 23% reduction in energy usage was possible by 2020.

The study also highlighted a number of barriers to the realization of significant efficiency gains, including large initial outlays of capital required to improve infrastructure, the fragmentation of efficiency opportunities, societal apathy and simple lack of awareness. While the overall potential for energy-efficiency gains was vast, it was spread out across industrial, commercial and residential buildings, making widespread cooperation difficult. Additionally, the incentive and motivation of
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2 https://www.gov.uk/government/publications/uk-g8-presidency-report-2013
3 http://www.epa.gov/energy/greenpower/greenpowerdata/index.html
individuals and corporations to take responsibility for improvements by themselves were seen as being low [27].

**Provision of information can enable collective impact**

A green growth agenda requires policy makers to examine and influence behavior in a way that collectively impacts economic, social, and environmental outcomes on multiple scales [54]. Collective impact can be defined as the commitment of a group of actors from different sectors to a common agenda for solving a complex social problem [17]. As the prevailing characterization of human decision making in policy circles has until recently been a rational economic one, a wide range of factors that affect how people make decisions has been excluded from consideration and therefore needs to be considered in predictions of human reactions to environmental conditions or proposed policy initiatives [54].

Results from behavioral science have shown that providing high-energy consuming households with prescriptive normative information regarding the average home energy usage in their neighborhood constructively decreased energy consumption. For those that were doing better than the average, adding an injunctive component to the message (a smiley token) proved reconstructive by re-affirming their “good behavior” [36], [41]. The lesson is: People do not want to just save energy. They want to get information on how they are doing, and most importantly, to be acknowledged for their efforts.

Opower is an energy tech company with a mission: to motivate everyone on earth to save energy. Opower was founded on a simple premise: to engage the millions of people who are in the dark about their energy use. To do so, they provide people with information on their own energy consumption as compared to other similar households, thereby putting every customer’s energy use in personal perspective. Opower merges and analyzes utility and open government data to create individual customer profiles, and subsequently uses these profiles to generate personalized insights that are delivered through various channels. In February 2014, the Opower home energy reports helped people around the world to save over 3.7 terawatt hours of energy and more than $417 million on their energy bills. We propose that policy makers, civil society and private companies can use different types of collaboration platforms to influence behavior. These platforms should provide people with relevant information as well as feedback mechanisms that enable them to respond to this information.
Challenge number 3: Efficient use of public resources

The importance of the efficient use of public resources for economic growth and stability, as well as for general well-being has been brought to the forefront by a number of developments over the past decades [1]. During the last 20 years, with the advent of the computer and the Internet as general technologies, a big portion of all processes in industrialized societies has become digitized. Research has shown that ICT has offered the capacity to reduce costs, increase the capability of machinery and increase flexibility in production planning and scheduling, thereby positively influencing productivity and efficiency.

During the initial stage of ICT adoption, many different systems were implemented, each with a specific purpose in mind, including payroll, human resources, production systems, resource planning, etc. This resulted in silos of disparate datasets in no way interconnected or integrated, causing various operational inefficiencies that included the same data being collected and hosted in different places, inability to automate processes across organizational boundaries and considerable overhead from trying to make sense of heterogeneous data sources. As an example, the costs incurred by recreating, verifying and transforming building information were estimated at $15.8 billion in the U.S. capital facilities supply chain for 2002 alone [8].

Efficient use of data sets resources free

Increasing cross-boundary interactions and higher levels of information exchange between citizens and government due to digitization have increased the total amount of government data collected and stored. These trends call for more efficient processing of data in order to provide the expected services while still keeping costs under control [7]. Efficiency of public sector organizations can be gained by cutting processing costs, making strategic connections between and among government agencies, and creating empowerment [13]. This allows for better utilization of valuable resources, either by directing them from non-value adding to value adding tasks, or by reducing use in order to increase sustainability.

The Danish government has started an initiative where from 2012 to 2016 all basic government data will be improved in quality and context, and collection and dissemination of the data will be coordinated within the public sector. A national information infrastructure will be established for distribution of government data, with
the aim of making the administration of the basic data registers easier and more efficient. Furthermore, as data will be freely available online, costs related to user support and billing are also expected to be reduced. The total yearly savings for the public sector are projected to be around $48 million\(^4\).

The focus of the Danish authorities is on collective savings. The business case calculated would not have been positive for individual institutions or agencies due to the large initial costs incurred by making these big changes to the data model, data quality and data distribution channels. By ensuring a positive internal business case for this initiative, the Danish authorities have increased the likelihood of the initiative being economically sustainable. Moreover, the positive external effect from this project is that integrated government data of better quality will also benefit private industries, such as real estate dealers, insurance companies, the financial sector and the telecom industry, which previously had to spend resources on creating usable information from heterogeneous data-sources. The cost-savings for the private industry are estimated to be around $90 million per annum when the program is fully implemented.

Challenge number 4: Urban planning

Urbanization, the demographic transition from rural to urban, is associated with shifts from an agriculture-based economy to mass industry, technology and service. A hundred years ago, 20% of the global population lived in an urban area; by 1990, just under 40% of this population lived in cities; However, since 2010, for the first time ever, more than half of the world's population is living in urban areas. As this proportion continues to grow, by 2050, it is projected to have increased to seven out of 10 people\(^5\). With urban congestion on the rise, city planners are looking for new ways to improve transportation. According to the Texas Transportation Institute, the cost of congestion in the U.S. in 2012 was more than $120 billion, nearly $820 for every commuter\(^6\). Similar problems are endured by most of the world’s bigger cities.

**Data-driven innovation to ease traffic congestion**

Following Schumpeter, we assume that innovation can have economy-wide effects. Innovation brings about novel combinations of resources, and new production methods which, in turn, can lead to the transformation of markets and industries, thus increasing value [42]. The traditional definition of innovation builds on the underlying motive to
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\(^4\) [http://www.digst.dk/Servicemenu/English/Digitisation/~/media/Files/English/Grunddata_UK_web_05102012_Publication.pdf](http://www.digst.dk/Servicemenu/English/Digitisation/~/media/Files/English/Grunddata_UK_web_05102012_Publication.pdf)


\(^6\) [http://d2dtl5nnlpfr0r.cloudfront.net/tti.tamu.edu/documents/tti-umr.pdf](http://d2dtl5nnlpfr0r.cloudfront.net/tti.tamu.edu/documents/tti-umr.pdf)
generate economic value. Numerous studies have confirmed that innovative companies generate above-average returns and that innovative nations enjoy more economic growth.

Innovation, however, can also have clear social consequences. For instance, the computer has dramatically enhanced individual productivity, learning and creativity, and the World Wide Web has enabled the connectivity that has had disruptive effects on many societies, in some cases threatening dictatorship and corruption. In order to generate sustainable value, the innovation must at the very least not have negative social or environmental consequences, and optimally lead to the simultaneous generation of social, environmental and economic value. We use the term innovation to describe the mechanism that uses market forces to allocate resources in order to create a new method, product or service that generates sustainable value.

An increasing number of governments and cities in the world have started to publish open geospatial and traffic data. Many innovative solutions are currently being developed in addition to these data. One example is INRIX, a leading provider of traffic services with the goal of solving traffic worldwide. Their traffic intelligence platform analyzes data from public and private sources, including government road sensors, official accident and incident reports and data on real-time traffic speed, crowdsourced from a large community of local drivers. The company’s analysis of crowdsourced data in combination with information from traditional sources provides drivers with insights that help them choose the best way to go, minimizing the amount of time spent.

As the app used to source traffic information from individuals is available for free, INRIX’s main source of income is from car-producers, GPS providers and media companies. Moreover, they have recently started to provide data and tools to public information services. In particular, the crowd-sourced data allow much faster congestion analysis than was previously possible.\(^7\) This will allow public traffic engineers to measure and track congestion, thereby offering public decision makers better tools to analyze and manage transportation infrastructure for improved urban planning.

V.7 Conclusions

Our aim with this paper is to generate a theory that can explain the causal connections between use of open data and the consequent generation of sustainable value. We

\(^7\) http://tti.tamu.edu/2010/01/11/texas-transportation-institute-teams-with-inrix/
propose that the challenges faced by our societies urgently call for new forms of
collective action between public and private stakeholders, and that we can move
towards such collective action by actively sharing and re-using data across boundaries.

The first contribution of this paper is a new interpretation of the underlying behavioral
assumptions. We propose that we are experiencing a paradigm shift in how people
interact, enabled by the transformative power of information technology. This calls for
a re-interpretation of some of the most prevalent behavioral assumptions underlying
our current value theories. We propose that most people are driven not only by the
wish to improve their own material situation, but also by the need for subjective well-
being and the wish to be a contributing member of society. While opportunism and
corruption are certainly relevant behaviors, they can be influenced by social norms.
Acknowledging [46], [55], [56]; we further propose that bounded rationality is a
reasonable approximation of how people behave but that the boundaries of rationality
can be affected, for instance, by providing people with information.

The second contribution is a framework that adds a new dimension to the well-
established market-based mechanisms of efficiency and innovation (exploitation and
exploration), containing two network-based mechanisms that generate value through
information transparency and collective impact. We propose that all four mechanisms
interact within an ecosystem we call the sharing society, and that these interactions are
capable of generating synergies in value creation. All the mechanisms are dependent
on the private and public sector, together providing the motivation, opportunity and
ability to generate value from data.

The third and final contribution is the nomological network, where we visualize our
theory and show the main antecedents that enable data to be transformed to sustainable
value via the sharing society system of mechanisms. These antecedents are supposed to
reflect the context within which value generation happens, a context that can differ a
great deal between countries and initiatives. We propose that the motivation,
opportunity and ability of individuals to use data for value generation are influenced
by: the incentives provided; the level of technical and legal openness of data; the
maturity of resource (data) governance; the general data-related capabilities in society;
and the technological maturity and prevalence. The motivation, opportunity and ability
of individuals positively influence the different mechanisms that eventually explain
how use of data is transformed to sustainable value.

This paper is limited initially moving only towards theory development; the next step
is to use empirical data to test the relationships proposed here. As both open data and
the sharing society are emerging phenomena, there is still not much theory to build
upon; however, we are able to borrow from established value generation theories and current research on open data and behavioral economics. Future developments and continuing research will have to testify whether or not the proposed relationships hold or not.
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Managing Complexity across Multiple Dimensions of Liquid Open Data: The Case of the Danish Basic Data Program

Abstract
Current literature on open government data has uncovered a wide range of challenges related to these important initiatives. The problems encountered include lack of data quality and interoperability, problems of program governance and motivation and heterogeneous political and ideological agendas. A common open data infrastructure might resolve some of these problems; however, implementing such an infrastructure is a highly complex task. This longitudinal case study of the Danish Basic Data Program (BDP) is intended for improving our understanding of the challenges related to open data infrastructure implementation and governance. The Basic Data Program (BDP) aims to improve the quality of selected government data, make them more coherent and improve accessibility through the implementation of a common data distributing platform. This is expected to increase government efficiency and stimulate innovation. The case study describes the projects evolution and identifies the main phases of implementation, use and impacts of open data infrastructure, which are summarized in a process model. Moreover, analysis of data through three different theoretical lenses uncovered four different tensions which are identified as key challenges of an open data infrastructure implementation. These tensions are presented with four key governance strategies that were used in the BDP case.

Keywords: Open data; Data infrastructure; Liquid open data; Data quality; System-of-Systems governance; Value generating mechanisms
VI.1 Introduction

In August 2011, under an increasing pressure for cost reduction while simultaneously having to ensure ongoing delivery of high quality public services, the Danish Agency for Digitization published their e-Government strategy for 2011-2015. The two main goals of the strategy were: a) to ensure that citizens experienced a collaborative public sector and b) to reduce the costs of service delivery (Agency for Digitization, 2011). A new but important element in the strategy was a focus on re-use of data across levels of government. While Denmark enjoys a strong tradition in maintaining legislative public registers, there was a growing need for improvement in data quality and data management in order for authorities and businesses to harvest the full potential of these data (Agency for Digitisation, 2012). Previous analysis had uncovered problems with gaps and redundancy in the data sets used across public administration, as well as a lack of clarity on who could use the data and for what purposes. Public authorities as well as private businesses had to pay for access to some of the data and in many cases suffered from cumbersome payment- and access rights procedures. These issues were causing what has been perceived as sub-optimal use of the data resource (see for instance Nielsen, 2010 and Pollock, 2008).

The value of accessible, interoperable and contextually appropriate data is becoming apparent in many areas of our societies. It is estimated that better use of data resources in the US health care could generate USD 300 billion annually and in Europe’s public sector it could generate EUR 250 billion annually (McKinsey, 2011). Additionally, the growing technical and semantic ability to access and merge various disparate types of data and the use of sophisticated data analysis techniques and technologies, has the potential to vastly increase the overall value of data. They key driver behind the data value proposition, is that data need to be open and liquid, in the sense that they are coherent, shareable and published machine-readable formats (McKinsey, 2013). This liquidity ensures that data from different sources can be combined and data can flow readily across boundaries. If data become open and liquid, the overall economic value potential over seven key sectors could be more than USD 3 trillion annually (McKinsey, 2013). However, an increasing body of research is providing us with evidence that while the potentiality of data-driven value generation is vast, the actual execution of harnessing the value of data is still very difficult for most organizations (Conradie & Choenni, 2014; Janssen et al., 2012; Martin et al., 2014; Zuiderwijk & Janssen 2014a). A key element is missing in many current open data initiatives, namely a coherent data infrastructure.
This paper addresses the question of *How can the tensions in a multi-stakeholder open data infrastructure program be addressed through governance strategies?* I approach this question by examining the Danish Basic Data Program (BDP) that was initiated in 2012. The original aim of the program was to increase public sector efficiency; however the program soon took on a leading role in shaping the open data infrastructure in Denmark. The paper is organized as follows: First the research is motivated by discussing research findings and other evidence that show the need for better understanding of open data infrastructure implementations. Next, three different theoretical frameworks which are used to analyze the implementation of open data infrastructure in Denmark are reviewed. Thereafter the research approach is discussed, followed by a description of the case and its context. The main phases of the program are then summarized in a process model, which is the main theoretical contribution of the paper. Finally, I discuss the results from the data analysis, introducing four main governance tensions revealed by the case study data, and the four key implementation strategies that were used to resolve those tensions in the BDP case. The paper concludes by discussing the main limitations of the research approach as well as the main contributions to knowledge and practice.

**VI.2 Motivation and Frameworks for Analysis**

The original aim of the Danish Basic Data Program (BDP) was to implement a common data layer for certain key sets of public data for improving efficiency within the public sector (see further discussion in chapter 4). The idea was that all users from public and private sectors alike would have access to the same data, effectively eliminating double entry of data as well as various shadow registers, and consequently raising the quality of the data and stimulating use. However, as the program progressed, it evolved into an *open data infrastructure* program. Infrastructure in general can be defined as basic physical and organizational structures needed for the operation of a society or enterprise, or the services and facilities necessary for an economy to function (Sullivan and Sheffrin, 2003). Open data infrastructure can be defined as *the digital infrastructure needed to enable effective data sharing and use across boundaries*. Implementing a data infrastructure is a complex initiative which amongst other requires a change in a number of socially constructed organizational and societal structures, which are often quite resilient to change. This important but non-technical side of digital infrastructure has recently been conceptualized as *soft infrastructure* (King and Uhlir, 2014).
As open data policies are a recent phenomenon, applicable systematic research that identifies different policies and relates those differences to policy impacts has not emerged yet (Huijboom and van den Broek, 2011; Zuiderwijk and Janssen, 2014b). Moreover, insufficient research exists to analyze the individual steps that are required to publish open data after development of policy. The relationship between the context of open data initiatives (technical, social, organizational and political), various elements of open data and data platforms, and the impacts of such initiatives needs to be clarified (Zuiderwijk and Janssen, 2014b). Information science literature offers insights into specific areas such as data quality and use of metadata and computer science literature offers a sizable corpus of research on linked data principles, models and platforms. Nonetheless, these papers do not present a holistic review of the implementation and governance challenges faced by organizations which aim to publish open data. Open data infrastructures as a concept are not well represented in the literature as such, with the exception of spatial data infrastructures. While it has been proposed that open data infrastructure initiatives require a central governance organization that is willing to provide various support activities (Hofman and Rajagopal, 2014), this proposition needs more evidence for support.

This paper is intended as an input into this emerging body of research. We suggest how some of the governance tensions that arise when implementing a multi-stakeholder open data infrastructure can be alleviated via certain implementation strategies. Moreover, we propose that an important aspect of implementing an open data infrastructure, which is effectively used by multiple users for multiple purposes, is the transformation, not only from closed to open data, but from silo’d to liquid data as well. A more detailed discussion of what this entails is offered in section 2.1.

Dimensions and attributes of liquid open data

As mentioned earlier, an important aspect of implementing an open data infrastructure is the transformation from closed, silo’ed datasources to openly available data. Providing open data (supplier side view) has been proposed as being a matter of availability, accessibility, format and license (Davies, 2010). From the demand point of view, openness is proposed to combine unrestricted availability of data with accessibility and technical interoperability (Tammisto and Lindman, 2011). In practice oriented literature, the term open data is interpreted in a variety of fashions, as evidenced from the many different working definitions found online. The Open Knowledge Foundation defines open data as “data that can be freely used, re-used and redistributed by anyone - subject only, at most, to the requirement to attribute and
shareable” (OKF, 2015). However, this definition lacks references to the technical
dimensions of open data. Alternatively, Berners Lee’s five stars of linked data specify
a number of technical dimensions. However, the five stars are not really an open data
definition, but rather a maturity model that focuses on how to gradually transform data
into linked data. Linked data is a method of publishing structured data so they can be
interlinked and discovered through semantic queries.

An overview over multiple working definitions of open data is presented in Verhulst et
al. (2014). This overview shows that the currently used definitions usually highlight 2-
4 dimensions that are important for openness of data. It also shows that no two
definitions are based on exactly the same dimensions. The Open Data Barometer
defines “truly open” data as data that are available online, in bulk, and under an
explicit open license (Davies, 2013). However, in spite of the fact that considerable
efforts have been exercised to make diverse government data available to the public,
less than one in ten public datasets reviewed in seventy-seven countries in 2013 could
be classified as truly open according to the Open Data Barometer definition (Davies,
2013; Höchtl et al., 2014). After reviewing a number of recent publications that have
analyzed which factors can influence use and value generation from data, I classified
the following factors as the key barriers to use of data by multiple stakeholders within
and outside of government (Conradie and Choenni, 2014; de Vries et al., 2011;
Halonen, 2012; Janssen et al., 2012; Martin et al., 2014; Meyer-Schönberger and
Zappia, 2011):

1) Availability issues: Data only available to specific groups or not available at all.
2) Economic issues: Too high prices limit use.
3) Legal issues: Not standardized licenses, unavailable licenses, laws that limit
dissemination or potential use of specific sets of data.
4) Usability issues: Data are not published under open standards or in machine-
readable formats, data quality lacking).
5) Discoverability issues: Links to data buried in website hierarchies, no use of
metadata to facilitate search, data not linked to other data, no central repository
or portal.
6) Accessibility issues: Lack of download possibilities, no bulk download nor web
services or open API’s, not secure access, not standardized or sustainable access
opportunities).

http://www.w3.org/DesignIssues/LinkedData.html
7) Interoperability issues: Disparate data originating from silo’ed databases, data not published with compatible identifiers, no data models that explain syntax and semantics available.

After reviewing various different definitions of open data and classifying common barriers, I created construct I call **Liquid open data**, consisting of seven dimensions that are important for creating an infrastructure that enables openness of data for sharing and use across boundaries. In a recent report, McKinsey (2013) interchangeably used the terms “open data” and “liquid data”, referring to data that are open, widely available, and in shareable formats. The extra word *liquid* is intended to indicate the importance of the dimensions that create the foundation for a *technical open data infrastructure*, intended to make re-use of data more efficient. Truly liquid open data are defined as *data that are available online, free-of-charge and under an open access license, published in machine-readable formats, easily discoverable, accessible and conceptually coherent*. Liquid open data can be re-used without discrimination or limitation, linked to other data and streamed across systems.

*Table 1: The Seven Dimensions of Liquid Open Data*

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Strategic:</strong></td>
<td>Availability reflects the strategic importance of open data, ranging from all government data that are not subject to privacy or national security limitations being open to all by default, to government data in general not being available outside of organizational boundaries.</td>
</tr>
<tr>
<td><strong>Economic:</strong></td>
<td>Affordability is an economic dimension and refers to the pricing of data, ranging from data being completely free-of-charge to data being extremely expensive.</td>
</tr>
<tr>
<td><strong>Legal:</strong></td>
<td>Reusability is a legal dimension and depends on the type of license used for government data intended for reuse. The license can range from a type of creative commons licenses that allows anyone to use the data for whatever purposes they like, to very strict licenses that allow use for a single purpose only.</td>
</tr>
<tr>
<td><strong>Technical:</strong></td>
<td>Usability is a technical dimension and refers to the clarity and ease with which we can interact with the data. If data are not usable, it is difficult to use them for purposes other than originally intended. Data need to be of <em>high quality</em> (fx accurate, complete and timely) and presented using standardized machine-readable data formats.</td>
</tr>
<tr>
<td>Dimension</td>
<td>Description</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Technical: Discoverability</td>
<td>Discoverability is also a technical dimension refers to whether potential users can easily discover the data and find information about the data. Highlights use of metadata.</td>
</tr>
<tr>
<td>Technical: Accessibility</td>
<td>Accessibility refers to whether data are easily, consistently and securely accessible and downloadable or streamable. Highlights use of open standards.</td>
</tr>
<tr>
<td>Technical/conceptual: Interoperability</td>
<td>Interoperability of data refers to data being conceptually open. Interoperable data are published in a way that enables the data to be used outside of the context within they were collected. Interoperability of data depends both on structure (syntax) and meaning (semantics) and calls for use of unique identifiers for linkability. If data are interoperable, they are also “liquid” in the sense that they can stream across systems and easily be linked to other data.</td>
</tr>
</tbody>
</table>

**Managing complexity – the System of Systems approach**

Decision makers within government and industry are currently facing societal challenges of increasing reach and complexity, social, environmental and economic in nature. They range from economic inequality, unemployment and poor social conditions to chronic diseases and climate change. Societal problems like these do not pay attention to human-constructed boundaries and commonly transcend the boundaries between the public and the private sectors (Janssen and Estevez, 2013). Accordingly, challenges of this nature can only be effectively addressed by the coordinated actions of many different public and private agencies, operating at several different levels (Kettl et al. 2004).

However, with multiple, heterogeneous, distributed systems involved, effective analysis for decision-support quickly becomes unmanageable within the silo-context that still characterizes many organizations (DeLaurentis and Callaway, 2004). What these types of societal challenges demand is some way of systematic thinking at the basic level that creates the necessary infrastructure that allows data and information to flow across organizational and technical systems. Systems-of-Systems (SoS) can be defined as a collaborative set of systems where the components are independent dedicated systems that are separately acquired and integrated to form a single system, yet maintain a continuous operational existence independent of the collaborative
Adopting a SoS approach allows for connecting systems from multiple domains, that cross organizational boundaries, and operate at different levels (Curry, 2012). Table 2 illustrates five characteristics that can be used to identify a SoS (Boardman and Sauser, 2008):

**Table 2: The Seven Dimensions of Liquid Open Data**

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autonomy</td>
<td>Describes the ability of individual systems to make independent choices while adhering to the common overall goal of the system.</td>
</tr>
<tr>
<td>Belonging</td>
<td>Reflected in a shared mission where systems are voluntary partners in the overall system.</td>
</tr>
<tr>
<td>Connectivity</td>
<td>Describes the ability to link with the other systems and thus the need for interoperability between systems.</td>
</tr>
<tr>
<td>Diversity</td>
<td>Describes the heterogeneous roles of individual systems.</td>
</tr>
<tr>
<td>Emergence</td>
<td>Highlights the evolutionary development of a SoS.</td>
</tr>
</tbody>
</table>

The SoS approach strives to find a balance between allowing the necessary autonomy of specialized units so that they can fulfill their legal and strategic purposes, and integration on various levels that is necessary for the holistic approach. While considered suitable for governing complex systems, the SoS approach poses significant challenges, including the need for data and information interoperability, and collaboration and coordination between independent organizational units. In order to enable organizations and their systems to interoperate in smart government environments, we need to consider three levels of interoperability: technical, conceptual and organizational (Hjort-Madsen, 2006; Maheshwari and Janssen, 2014). Table 3 shows these three levels of interoperability.

**Table 3: Three levels of interoperability**

<table>
<thead>
<tr>
<th>Level</th>
<th>Three levels of interoperability (Gottschalk et al., 2009)</th>
<th>Three levels of interoperability barriers (Chen et al., 2008)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technical</td>
<td>Interoperability of systems which is concerned with the ability of two or more systems or components to exchange data and use the exchanged data</td>
<td>Technological barriers refer to the incompatibility of information technologies such as protocols, encoding, platforms, or infrastructures.</td>
</tr>
</tbody>
</table>
### Levels of Interoperability

#### Conceptual
- Semantic interoperability which has to do with use of common standards
- Conceptual barriers represent the syntactic (format) and semantic differences (interpretation of meaning) of exchanged information.

#### Organizational
- Organizational interoperability is concerned with the ability of two or more units to exchange data and services to operate more effectively together.
- Organizational barriers concern the organizational incompatibility of definitions of responsibility, authority, and organizational structures.

### The Value Generating Mechanisms of Open Government Data

Most of the open data initiatives today are driven by central and local governments around the world. One of the reasons that innovators value government data is their quality, reliability, standardization and comprehensiveness (Lakomaa and Kallberg, 2013; Jetzek et al., 2014a). In well-resourced states, few other institutions can provide such consistent data covering the whole country. This makes open government data a valuable input to economic activity (Davies, 2013). The most important driver behind open government data initiatives seems to be the expectation that open data will stimulate the generation of considerable social, economic and environment value for their societies (Janssen et al. 2012; van Veenstra & van den Broek, 2013; Zuiderwijk et al., 2012). In earlier work (Jetzek et al. 2012, 2013a; 2013b; 2014b) we have identified four distinct generative mechanisms that can explain how value is generated through use of open government data. The framework illustrated in Figure 1 classifies these mechanisms based on their ideological value generation focus as one dimension and the nature of change that happens as the other dimension.

Open data can create value through better governance through information sharing, leading to more efficient and socially responsible exploitation of current resources. Open data can also create value by enabling exploration, finding new ways of linking data across boundaries, resulting in behavioral change and new products and services. In the framework we have collapsed citizen participation and collaboration into one mechanism we call civic engagement. This mechanism describes the value that is generated when multiple stakeholders across boundaries collectively contribute to a
certain cause, either by making use of data and information or by contributing data or information. Regarding the other mechanisms we refer to Jetzek et al. (2013a, 2014b). In the context of this paper we use this framework purely to highlight the archetypical paths through which open data can contribute to value generation, and how they relate to different political agendas, driven by different types of government organizations. Moreover, I propose that each of these mechanisms requires a unique approach to the seven dimensions of liquid open data.

![Diagram of Four archetypical value generating mechanisms](image)

Figure 1: Four archetypical value generating mechanisms

VI.3 Research Setting and Approach

This research has grown out of the author’s involvement with a Danish open data infrastructure initiative, the Danish Basic Data Program (BDP). This case was conducted in the spirit of Engaged Scholarship (van de Ven, 2007). The author was not directly involved in the program but had nevertheless access to non-classified internal documents and project events. The purpose of the research was to describe and explain and as the author was in a way “attached inside” the resulting approach can be categorized as “co-producing knowledge with collaborators.” (van de Ven, 2007, p. 27). The case study is suggested as a preferred method when (a) how or why questions are asked, (b) the investigator has little control over events, and (c) the focus is on a contemporary phenomenon within a real-life context (Yin, 2009). This approach fit
well for the BDP as the author was recording and analyzing events within an unfolding reality. Yin (2009) recommends that case study inquiry relies on multiple sources of evidence (e.g., interview, observations, documents and archival records) which should converge in a triangulating fashion. Strong triangulation of data sources is important to establish the necessary reliability and validity of a research study (Yin, 2009). The case study also benefits from the prior development of theoretical propositions to guide data collection and analysis (Yin, 2009).

The overarching research method is a longitudinal descriptive case study method, spanning a period of three and a half years. A descriptive case study is used to describe a phenomenon and the real-life context in which it occurred (Yin, 2009). I used a process view for the analysis, as the aim is to develop a process model. Accordingly, the case is structured chronologically, where events are traced over time and ordered in periods or phases (van der Blonk, 2003). The main research question is How can the tensions in a multi-stakeholder open data infrastructure programs be addressed through governance strategies? The next sections describe how data collection and analysis were approached.

Data collection

The empirical data was collected between November 2011 and August 2015 through my engagement with various stakeholders directly or indirectly involved in the Danish BDP. Primary data collection was based on interviews, participation in various project-related events such as kick-off meetings for different project phases and conferences, as well as observation in a private sector company that participated in the tender for data distributing platform and was later responsible for the implementation of the technical infrastructure.

A total of 28 interviews with 22 interviewees were conducted, ranging from just under half an hour to one and a half hours. The main strategy for choosing interviewees was to identify stakeholders that were directly involved in the program and also perceived as thought leaders by other participants, as those stakeholders were in a position to influence the direction of the program. The interviews were mainly conducted in the respondents’ offices and in all circumstances face-to-face. Interviews were mostly conducted in the native language, i.e. Danish, but in English for the few non-Danish speaking respondents. Certain key respondents were interviewed up to four times to document the progress of the BDP during the case study period. The key informant was the program leader which was extensively involved in dialogue with the author about the program and the main challenges and opportunities.
The interviews were all semi-structured to allow new patterns that were not identified in previous research to emerge. Key-questions were prepared beforehand; in most cases regarding the interviewee’s perception of the BDP, what they saw as the main implementation barriers and how they perceived the program’s primary value proposition. In some cases the interview questions focused on the “historical” aspects, to improve understanding of the social, economic and political context in which this program operated. I took extensive observational notes, both during interviews, while listening to interviews and while observing events, which were used in the data analysis. Overview over dates, number of interviewees in each interview, number of interviews with each interviewee, roles and organizations is given in Appendix A.

Additionally, I examined selected project documents. I also analyzed publications and presentations from the organizations that participated in the BDP for insights on how they perceived the program. Other material that was used to inform the analysis are policy documents, tender documents and meeting notes, besides scientific research papers on open data, interoperability and management of complex systems.

Data analysis

All but two interviews were recorded with participants’ permission. The interviews provided a deeper understanding of important events, program phases, decision points, and tensions related to the implementation process. I focused on documenting the experiences and challenges related to managing an open data infrastructure project with a special emphasis on understanding how project participants thought these data would contribute value to society and how they perceived the program itself, the main barriers and enablers and the most dominant tensions, as well as the program governance.

Time boundary validity is a form of content validity indicating the degree to which the domain is accurately reflected in the measure. If the bounded timeframe is not adequately captured, content validity is reduced because the researcher is not fully representing the domain of data in the data collection (Street and Ward, 2012). A period of three and a half years was deemed to be sufficiently long to report on a phenomenon as complex as the implementation of infrastructure, as well as sufficiently short to allow for the precision needed to explain individual events.

Figure 2 illustrates the case timeline and time boundaries.
Figure 2: Case timeline

The data collection started when the Digitization strategy 2011-2015 was published in Q3 2011 and ended in Q3 2015. While the first formal interviews were conducted in August 2012, I had the opportunity to participate in program related events and receive program related documents from November 2011. I later used interviews and documents to gain insight into the historical context from which this program arises, as the context is important for explaining many of the events. The analytic approach was abductive. Accordingly, the theoretical frameworks used for analysis were developed alongside increasingly accurate documentation of the case. These frameworks or theoretical lenses (reviewed in the theory sections 2.1-2.3) were chosen in light of recurring themes in the data. After the preliminary, ongoing analysis of the data during the case timeline, I proceeded in three stages.

I identified the three biggest themes from the data. The first important theme I noticed was the multidimensionality and complexity of the open data construct itself, which led me to examining the individual dimensions of liquid open data. Without this being explicitly expressed I perceived a drive to move from organizational silos towards modular information architecture, highlighting the need for more agility and responsiveness in government processes. While not only an open data issue, one of the key ingredients in such architecture are data that are not bound to individual systems but can flow easily across systems to inform and automate as needed. Therefore I have highlighted the importance of the technical and conceptual dimensions of open data (liquidity of data).
The second theme I noticed was that this particular open data initiative did not only revolve around opening data for whatever purposes, but rather had a strong focus on two disparate mechanisms that generate value for society. One of the mechanisms is the efficiency mechanism that generates value through better use of data across levels of government. The participants that focused on efficiency as the primary goal emphasized the technical and conceptual dimensions of liquid open data. The other mechanism is the innovation mechanism that generates value through use of data as a resource for new information, products and services. The participants that had stronger focus on innovation as the primary goal made a stronger case for the strategic, economic and legal dimensions of liquid open data. The fact that different participants in the program had a different view of the importance of each of the mechanisms was the root of some tension in the program.

The third important emerging theme revolved around the governance of the program. The Danish BDP has gained an overarching commitment from seven different ministries in the central government as well as from powerful interest groups at both the regional and municipal level. The overarching goal of the program is that certain key sets of data should be used consistently across levels of government and in the private sector. Introducing interoperability between heterogeneous sets of data, owned and used by different organizations under different ministries or in different levels of government, while at the same time safeguarding the data quality and the professionalism that has identified each of the individual registers, requires a virtual line dancing between autonomy and control. Moreover, implementing an open data infrastructure requires engagement with data users, which come from both the private and public sectors. I wanted to represent the governance approach that emerged as the program leaders strived to find a suitable approach for such a complex initiative.

After identifying these three themes, I searched for frameworks or taxonomies to use for data analysis. As open data is an emerging field of research offering few conceptual frameworks suitable for data analysis, two of the frameworks chosen are based on my own work within a larger research project while the third was identified in related literature. The first framework is illustrated in figure 1. This framework served as a focusing lens in many of the interviews, and later helped reveal some important tensions in the program. The second framework is the taxonomy of seven dimensions of open data, as shown in table 1. These dimensions were applied rather later in the analytic process but are important to the case as different project groups are focusing on different dimensions of liquid open data which complicates the program governance.
even further. The third framework I applied to data analysis are the characteristics of a System-of-Systems.
I analyzed the dynamics of the open data infrastructure implementation to develop the process model introduced in chapter 5. Based on all available documentary and interview material I mapped out events and key decisions. I proceeded to identify key issues or tensions and finally proceeded to construct the case narrative (Langley, 1999). The focus was on identifying the items in the previously identified taxonomies and understanding how these different themes were connected in a holistic process model.

VI.4 Case Context and Description

This chapter is intended to give an indication of the economic, social and political context of the BDP and the progression of events over time. Currently, Denmark is the largest spender on social protection of the EU countries, which is almost a third (25.2%) of yearly GDP (Eurostat, 2013). Thereof care for the elderly amounts to 14.3% of GDP and the population continues to age - 23.6% of the population is was over the age of 60 in 2012 (Statistics Denmark, 2013). Administration costs in the social welfare sector in Denmark are comparatively high, and general government sector employment (excluding public corporations) as a percentage of the labor force, 26.8% in 2012, is one of the highest rates of all OECD countries (OECD, 2012). Similarly, compensation of public employees as a percentage of GDP, 19% in 2010, is the highest rate of all OECD countries (ibid). Some worry that without major changes, public finances may reach an almost unsustainable level by 2020. These numbers explain the enormous focus the Danish Ministry of Finance has on improving efficiency in the public sector. In order to protect the high level of social security, the government needed to find ways to do more with less. And one of the chosen paths towards that goal is through improved use of data.

The next few sections describe how the BDP evolved over the almost four years of observation. A process model of an open data infrastructure program is then presented in chapter 5.

Program identification: From strategy to action

There had been a couple of important prior milestones on the road to more efficient reuse of basic data, before the BDP was initiated. The small Ministry of Housing, Urban and Rural Affairs had already from January 1st 2003 started to freely
disseminate data from the dwelling register, the municipal property register and the
cadaster, as well as address data, demanding only that users paid a distribution fee to
private sector data resellers (DECA, 2010). “It did not take many years after starting to
work with the public data in around 1993 to realize that these data could be used for
many interesting things. And we felt it was a shame, you know, that the data weren’t
used more” (Interview, project manager in the Ministry of Housing, Urban and Rural
Affairs, January 2014). A follow up study on the costs and benefits of freely
disseminating address data was conducted in 2010. This study confirmed the success of
the project, estimating the benefits over a 6 year period as EUR 57 million while the
total costs over the same period were calculated as around EUR 2 million (DECA,
2010). However, the 2010 report noted that there were still problems of
“...inconsistent address information with resulting duplicate work, errors and
uncertainty in other state and municipal administrative back-end systems.” (DECA,
2010, p. 8).

Another prior milestone was the 2010 Open Data Innovation Strategy initiative
(ODIS). The main goal of ODIS was to raise awareness of the potentials of public
sector data, reflecting the renewed global interest in open data following Obama’s
2009 open data directive. However, while the US initiative was largely focused on
transparency, participation and collaboration, these were not high on the agenda in the
Denmark, where the authorities struggled with increasing demands for public services
during the low-income period following the great recession. “This transparency thing.
We believed in it but it was not going to open any doors in Denmark. Because in
Denmark we didn’t really have the feeling that our government wasn’t transparent
enough. We never really seemed to regard that as a serious issue for Denmark...”
(Interview, project manager at Agency for Digitization, August 2012).

The Agency for Digitization had classified the information that public authorities
register about citizens, companies, property, buildings, addresses etc. as Basic Data;
core societal level reference or master data, used widely for different purposes by
public and private sectors alike. Basic data were defined as including, but not being
limited to: data from the person register, business register and real property register, as
well as address data, place names and maps and geographic data. The common element
of these basic data is that almost all other domain specific data within government have
a reference to some of these data (events happen in a place, and a person or an
organization is usually involved), The main idea was therefore to make sure that they
were used in a more coherent manner.
While Danish society has already gained a lot of benefits from the basic data registers, the Danish authorities recognized that there were opportunities for further gains. This was reflected in the Danish Digitization Strategy for 2011-2015, which is created for the whole of public sector, including both local and central government. “We need to be able to bring basic data into play with greater stability and capacity than we can at the moment. This means finding an efficient way to distribute data across the public and private sectors using a shared infrastructure.” (Agency for Digitization, 2011, p. 38). The BDP was initiated to implement the data related objectives of the strategy. A total of seven ministries presented by their agencies and registers, the Danish Regions, an interest organization for the five regions in Denmark and Local Government Denmark (KL, the interest group and member authority of Danish municipalities) were all stakeholders in the BDP.

The BDP’s main goal was to create an infrastructure that would enable more efficient use of basic data across administrations and sectors (Horst et al., 2014). Three main challenges were identified: (1) while the data from the basic data registers were already used across levels of governments, they were used in different ways and in some cases the quality of the data was not sufficient for the intended use. Therefore, a number of copies and shadow registers had emerged through the years. “The needs for property information are very different between user groups and that is reflected in how the data is presented and preserved in each register” (Interview, product owner, KMD, August 2012). (2) As the registers had all been founded separately during different time periods to fulfill certain legal requirements for data registration, the registers were based on different (sometimes outdated) technical platforms and it was very difficult to combine data from different registers. (3) There were a number of different payment models and types of licenses that complicated the use of basic data for users in both public and private sectors.

Program definition: Towards the goose with the golden eggs

According to the original project plan, the BDP definition phase was supposed to take place in the period October 2011 to May 2012. In January 2012 the program leaders hosted a big event, the Basic Data Camp, where in a very Danish tradition, multiple stakeholders from various public organizations came together to collectively discuss and define the program. During this meeting, the tensions between the data-driven efficiency agenda on the one hand and innovation through open data agenda on the other hand were quite apparent. The proponents of the innovation agenda wanted to set data free for all users, while the Ministry of Finance had no intention of doing so, as
this would most likely require them to replace the income lost to the registers with money from common funds. “Within the program there was a pressure building, mainly from the Danish Geodata Agency and the Company Register, that we should also set the data free.” (Interview, program leader Agency for Digitization, November 2013).

In February 2012, a delegation of thirty stakeholders in the BDP participated in the Danish–Dutch Key Registers Tour 2012. The objective of the visit was to discuss the main building blocks required to establish a so-called system of key registers. The Dutch strongly advised their Danish friends not to procrastinate the fundamental issues of financing and governance of the program (de Vries & Pijpker, 2013). The Danish program leaders took this challenge head on and postponed the definition phase for four months while the program group finalized their work on planning the program. To the surprise of many, the group announced in October 2012 that all data from the included key registers would be freely available to anyone to use for any purpose, excluding the data in the person register (Digitaliseringsstyrelsen, 2012). The focus had suddenly shifted heavily towards open data, promoting the ideological agenda of innovation and growth.

The brochure Good Basic Data for Everyone – A Driver for Growth and Efficiency was published in October 2012 and marked the end of the program definition phase. The publication stated the following five principles (references to the dimensions of liquid open data are in italics in the square brackets):

1) In order to ensure re-use of data and to prevent double registration and shadow registers, map data, cadastral maps, central business register data, and company data will be financed by the government and released to the public and the private sectors, as is already the case with address and real property data [Availability]. By releasing this basic data, public authorities and private businesses alike will be able to use it freely [Affordability], for commercial as well as for non-commercial purposes [Re-usability], provided, of course, such use is lawful.

2) In order to enhance the quality and coherence of data [Usability and Interoperability] the registers of map data, real property data, address data, as well as business registers, will be expanded to include other necessary data. As a result, a number of existing registers will become redundant and therefore can be phased out.

---

9 The financing of the free data is discussed in section 4.3
3) In order to make it possible to link data, efforts will be made to ensure that all data conforms to the same technical requirements [Interoperability].

4) In order to improve the distribution of common public-sector data, a common technical infrastructure is to be established providing for stable and efficient distribution of data; a data distributor [Discoverability and Accessibility].

5) In order to ensure efficient, effective and coordinated development and use of basic data, a cross-institutional basic-data committee is to be established [SoS governance].

The Danes had in a very short time frog-leaped their colleagues in the Netherlands, creating a program that would address the required elements for an open data infrastructure, simultaneously ensuring efficient internal use of basic data and opening these data up for external use.

Program funding: Free data does not come for free

One classic problem of making government data open is the fact that the beneficiaries of open data are seldom the same as those who render the costs of collecting the data (Fioretti, 2011; Martin et al. 2014). Many of the organizations that collected basic data in Denmark were not only accustomed to sell the data to fund their data collection efforts (or a part of them), but required by law to do so. As previously stated, the Ministry of Finance had no plans to “spend money” on subsidies to these organizations, and the financing of free basic data remained an issue in the early phases of the program definition. Moreover, the intended data quality improvements and the common infrastructure were very costly. “Money needs to be redistributed. It is expensive, and difficult, to make these changes.” (Interview, subprogram manager, Agency for Digitization, November, 2014).

Denmark had for many years followed the New Public Management governance policies that aim to modernize and render the public sector more efficient (Janssen & Estevez, 2013). One aspect of this type of governance is that public sector organizations should operate more like private sector organizations, which created a pressure to sell data to generate revenue if at all possible. “The payment models were in a way contradicting the intentions of more reuse of data” (Interview, project manager in the Ministry of Housing, Urban and Rural Affairs, January 2014). In this environment it was virtually impossible for individual organizations to open their own datasets without some kind of support from the Ministry of Finance. However, some of the BDP participants were consistently pushing the agenda of open and free public
They continued to push the agenda and then we turned it back upon them and said: “OK, tell us the costs. We don’t want to join this from an ideological perspective: we want to know the costs and you have to document the benefits” (Interview, program leader, Agency for Digitization, November 2013).

In order to make open and free data a reality, the groups responsible for each sub-program were required to write a business case where they identified which public organizations would benefit from better data and more efficient use of data. Afterwards, the program leaders effectively transferred money from these organizations to the organizations that were responsible for collecting and delivering data. This involved a great deal of restructuring and moving responsibilities and authority between organizations across ministries and levels of government. As an indicator of the complexity of the task, the BDP group needed to change around 10 different laws in order to make these changes. What the BDP had managed to do had been tried before but without success. However, the fact that the Ministry of Finance now took the leadership of this project was one of the key success factors according to our interviewees. Moreover, the interviewees in general highlighted the important role of the program leader in making these changes possible. He had exhibited both political acumen and leadership in finding a way to make open data acceptable to the Ministry of Finance.

The business case for the whole program was calculated upfront and all monetary transfers were accepted by all main stakeholders before the project was started. The total investment was budgeted as EUR 125 million (Krieger-Røyen, 2014). Around 20% of this amount will be spent on the implementation of the data distributing platform (technical infrastructure). Around 40% is for reimbursing the participating registers for their lost income. Around 20% of the budget is earmarked for improving data quality and around 20% is intended to cover other costs of the project. On the benefits side, the simplification and modernization of the IT architecture and the introduction of a coherent and interoperable data model is expected to reduce the need for double entry and shadow registers and reduce administration costs. These benefits are estimated to cover as around 10% of the implementation costs. Better data management processes are expected to lead to reduced costs which should cover about 10% of the costs. Finally it is estimated that efficiency gains from better and simpler work processes in the public sector will cover around 80% of the costs. After the year 2016 when the program will be fully implemented the net annual benefits to the public

sector are estimated as EUR 35 million while the annual benefits to the private sector are estimated as approximately EUR 65 million (Agency for Digitization, 2012).

After having crossed this important barrier the moral in the program was good and everyone was excited that open and free basic data for use across public and private sectors would finally become a reality. “The fact that we managed to make data free really brought trust to the leadership, showing that we were able to move large sums of money around and really restructure how data collection and dissemination was financed.” (Interview, program leader, Agency for Digitization, March 2014).

Managing complex systems – the System-of-Systems approach

The BDP implementation was officially launched in October 2012. The program consisted of seven sub-programs, and by the end of 2013, thirty-eight individual projects were being managed by the subprograms. “That is huge and that is vastly complicated. And of course things go wrong. It is kind of like constant firefighting.” (Interview, program leader Agency for Digitization, November 2013). Each of the sub-programs had their own steering committee, but for daily operations and coordination, a cross-program project management organization was established, the Basic Data Secretariat. The secretariat did not have any decision power but acted only as a supporting organization. Finally, there was a board of directors with high-level officials from the biggest stakeholders (agencies, ministries and interest organization).

Six of the identified subprograms had the responsibility to re-organize a special subset of the overall data structure, while the seventh subprogram was responsible for designing the architecture of a new common technical platform for data distribution and create tender documents for this platform. During the first months of the program the groups kept working more or less independently.

Moral remained good and participants still remained true to the original program vision [SoS characteristic Belonging] and convinced that the program had sound foundations and a potential to deliver much value to society. As time passed, however, certain governance challenges started to appear. While Denmark has a long history of collaborative government, the public sector is still fairly decentralized and a good deal of autonomy [SoS characteristic Autonomy] has been given to a range of public authorities (Kettl et al. 2004). This type of structure calls for a multi-level, multi-authority co-ordination and networking [SoS characteristic Connectivity] which demands particular skills from leaders (ibid). In the case of the BDP, individual subprograms and projects under the overall program management depended on each other; if one subprogram did not deliver on time, another subprogram could endure delays. As only a coordinating unit, the basic data secretariat lacked the authority to
really handle the issues that came up across subprograms. The result was that technical issues that crossed boundaries between individual subprograms had to be moved up to the board of director’s level.

In early 2013, delays in the seventh subprogram that was responsible for developing the overarching architecture for the data distribution platform, write the tender documents, negotiate with vendors and oversee the implementation of the technical platform, had started to cause inconveniences in the other subprograms. This was especially true for two of the subprograms that had already started to depend on the technical infrastructure. In the summer of 2013 it became evident that the time plan for the platform needed to be delayed for a year.

“What has collided is that we have some subprograms that go across all the others but then we have the ministries [that are responsible for different subprograms] with their own finances and resources, responsible to their own laws, having ownership over their own registers. And when something goes a little bit wrong in the programs that go across [the other subprograms], you have to stop and look and say that while this part seems to have collapsed, the only thing we know is that we are held responsible for our own finances and resources. So this crossover of responsibilities is hard.” (Interview, project manager in the Ministry of Housing, Urban and Rural Affairs, January 2014)

An external review of the program was conducted to find out what changes in governance could improve coordination between individual subprograms. “We have good coordination, we have good atmosphere. Of course we have some conflicts and tensions. There is still very strong sharing and belief in the common goal. But... I wouldn’t really say people are hurting, but it has been a very tough year for some people. Because it is a huge project and many people have been working very hard for a very long time. And some things are difficult now. And I also think we have uncovered a new set of problems. Some capabilities that are lacking in our national [IT] infrastructure architecture and this lack is creating big problems for some of the subprograms.” (Interview program leader, Agency for Digitization, November 2013)

The review report suggested that project management and coordination across subprograms needed to be strengthened, which created a need for other competencies and an increased number of personnel in the secretariat. “It is not possible to reach our goals with consensus. We must strengthen governance, else we might end up with a program that doesn’t deliver.” (Interview, data ambassador, Agency for Digitization, September 2014). It was decided to change the program organization, as shown in figure 3, in order to ensure clear and uniform decision channels and well defined roles and responsibilities [SoS characteristic Emergence].
As each subprogram has their own budget, own steering committee and own goals [SoS Feature Diversity], the overall program management developed to something like a structured informal coordination, where political issues and issues that go across projects are discussed. By strengthening this coordination through different stakeholder engagement forums and through standardized procedures and deliveries, the program leaders addressed the governance related problems that had threatened to upset the strongly collaborative atmosphere of the program.

“Even though we have been doing stuff [previously] that we ought to think of as programs, we have not had the tools or the understanding of how to control a program of projects. So we are developing this understanding and these tools now and actually the BDP has been a pilot program used by our Agency to develop these tools to use across government.” (Interview, program leader Digitaliseringsstyrelsen, April 2013).

Implementing the open data infrastructure

Prior to the BDP, users of existing basic data sources had in various contexts experienced that the data were not of sufficient quality for the purposes of the users. This perceived lack of data quality had resulted in a large number of shadow registers and double registration where individual organizations, both in the public and private sectors, enriched the data and improved their quality and coherence. A large part of the
projected efficiency gains from the BDP came from getting rid of these shadow registers, but in order to do so the quality and coherence of the data needed to be improved. Doing so represented a huge task for the BDP, including adding new data to existing registers, collapsing some registers, out-phasing others, as well as shifting responsibilities and ownership of data.

An increasing awareness of the potential of open data in society was evident over the case study period. This awareness created pressure from both public and private sectors to increase the availability of open data. Among other initiatives, a collective of various industry organizations created a formal document with a call for more availability of open government data. However, due to a shortage of resources and skills, the BDP did not have the means to include more types of data in the program. Individual agencies and registers responsible for domain specific data like health data or environmental data had started to build their own data distributing platforms to cater to those pressures. There is ongoing discussion at the strategy level regarding the potential inclusion of more datasets as a part of BDP 2.0. There is also discussion about how the public sector’s domain specific data can be tied into the basic data infrastructure that the BDP is implementing, so that the projected operational efficiencies will not be negated due to an emergence of multiple new, non-interoperable platforms.

In January 2013, the economic and legal dimensions of liquid open data (affordability and re-usability) were successfully implemented for geographic data from Geodata Agency and the business register from the Danish Business Authority. Making these data more affordable has resulted in exponential growth in data downloads. Interestingly, despite the fact that the agencies responsible for these datasets were mainly interested in the use of the data for innovation purposes, a lot of internal barriers were actually removed in the process of making data free for all, making it easier for authorities to use each other’s data and thereby creating internal process efficiencies. This showcases the potential of open data to generate synergies between different value generating mechanisms (in this case innovation and efficiency). “It is crystal clear, that it is a huge feat of the Grunddata Program to get the authorities to work together. And the key to that is that there are no longer the economic barriers between us.” (Interview, subprogram leader, Danish Business Authority).

The legal dimension was implemented for the same two sets of data, the geographic data (nautical, topographic and cadastral data) and data from the business register. This
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involved changing the law to allow for uninhibited reuse of these data. A number of barriers to data reuse were overcome because of this. Previously, the municipalities could not publish their own geographic data (for instance maps) openly on their websites. In fact there was a court order prohibiting one municipality from openly disseminating their own geographic data, as by doing so the municipality was found to be in unlawful competition with commercial data providers who had purchased the geographic data and generated income by re-selling them. Due to this legal barrier, many municipalities had started to use freely available geographic data from other sources, for instance the Open Street Map (OSM). To overcome this barrier, the BDP changed the law, stating that from January 1st 2013 the municipalities could in fact freely and openly disseminate the authoritative geographic data. The three major data releases (the geographic, address and business register data) of the BDP are all using a common standardized license based on the creative Commons-licenser CC0 and CC-BY, for improved re-usability.

The conceptual dimension of liquid open data focuses on semantic and syntactic interoperability of data and is of great importance to the BDP as interoperability is a key to many of the projected efficiency and effectiveness gains. However, the need for coordination and centralized standardization efforts makes it very challenging to achieve. To address these challenges, a new subprogram was created in late 2014. Subprogram number eight is responsible for designing the overall data architecture, including common data modelling rules. To further strengthen the collaboration between the eighth subprogram and the other seven, a new architectural forum was created at the project organization and coordination level. A great deal of work has been put into creating the data modelling rules, which standardize how individual organizations model their data and thus contribute to conceptual interoperability. All the datasets included in the BDP are in the process of being modelled as a whole, complete with unique identifiers that make linking of disparate datasets possible. The data model is also made openly available which makes it easier for third party users to understand and work with the data (usability). Besides organizational challenges, implementation of the conceptual dimension is also demanding data-modelling skills that are incidentally in short supply in both public and private sectors.

“What we have as a goal is to create a complete data model with a complete table of contents with a list and a diagram that explains what all these data elements are, and how to they relate to each other.”...This knowledge lies on the boundary between technology and business.” (Interview, project manager, Agency for Digitization, November 2014).
The design and implementation of the technical distribution platform has perhaps been the single most challenging aspect of the BDP. The platform is a key structure in a common data infrastructure as it provides the technical foundation on which many of the technical dimensions rely. For usability, all data distributed via this platform will be machine readable, provided in open standard formats and of improved quality, both in terms of timeliness, completeness and accuracy. For accessibility, the platform will guarantee (based on the tender material) high uptime (99%) and stability of service, and open API’s, web services and bulk-downloads. Finally, discoverability will also be improved, as the data will be available through a single point of access and making use of standardized metadata.

User engagement, use of data and realization of benefits

The BDP offers an unprecedented opportunity for public and private organizations to use high quality, open government data across boundaries. The Danish private sector is already a big user of these authoritative data. As can be seen in a recent publication from some of the largest industry organizations in Denmark, the private sector appreciates that they have access to these data. However, there is still work to be done: “The private sector is already today closely linked to the public sector’s systems in many areas. Continuous access to public data is thus a critical prerequisite for a wide range of private actors. As public sector systems are developed, standards are amended and interfaces are continuously adjusted. Viewed in isolation, this occurs for good reasons, but it can be challenging [for the private sector users], as even small changes can have serious consequences, causing [private sector] systems using these data to stop.”

A data ambassador was hired relatively early in the BDP. His responsibility was to connect with potential private sector users, keeping them informed and hearing and transmitting their point of view. The role of data ambassador seems to have been successful in creating more awareness and engagement. For instance, the open LinkedIn group he created for the program has 921 members and is relatively active. A status announcing the publication of the new data model got 54 likes, many of which came from private sector users of data which are closely following the development of the BDG. The group is used for discussing other sets of open data as well. When Copenhagen Municipality announced they were opening the city’s 3D-model data they got 312 likes, mostly from private sector users. In the governance restructuring in
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2014, the role of data ambassador was expanded into a forum where private sector representatives from different sectors have an opportunity to meet with the program participants. The focus until now has been on large data users like the financial sector, telecommunications sector and utilities. While it is difficult to quantify the impact of this forum, this cross-sector collaboration seems to be successful and interest in and actual use of open data is increasing in Denmark.

As discussed earlier, Ministry of Finance’s vision for the BDP was first and foremost to increase efficient use of a fixed set of basic (master or reference) data within the public sector, which I have referred to as the efficiency mechanism. Besides improvements in data quality, this focus has called mainly for improving interoperability of data, which was to be gained through reorganizing the data model and through improved usability and accessibility, supported by the implementation of a common data distribution platform. Perhaps as a result of this focus, the BDP’s leaders managed to create a business case showing “black on white” that it is possible to realize economic gain from opening data internally by transferring money within the public sector. As discussed in section 4.3, this demanded quite a lot of reorganization, and transferring of funds across government. However, despite this success, documenting and realizing the benefits remains a challenge.

As the complexity of the chosen approach was not fully realized from the start, the program’s resources came under increasing pressure as the implementation progressed. “We are facing a shortage of key resources and competences.” (Interview, program leader, Agency for Digitization, April 2013). However, while the program leaders were aware of this shortage of skills and resources, they couldn’t really acquire more resources as the realization of the benefits that were the main pillars of the business case, such as closing down shadow registers and improving process efficiency was already being threatened by delays. Their response was to keep the program lean and focused on the approved milestones; else the program would not be able to deliver the required savings. Nevertheless, as a result of the somewhat unforeseen complexity, there have still been delays and the internal savings will come later than planned. This creates a problem for the public sector beneficiaries who will have to participate in financing the program but will not be able to realize the “hard cash” benefits until later.

Alternatively to the Ministry of Finance’s focus on efficiency, the Business Authority and Geodata Agency focused more on the availability, affordability and reusability dimensions, and the innovation value generating mechanism. The Geodata Agency, which is the owner of nautical, topographic and cadastral data, created a baseline measurement for use of geographic data before it was made available free-of-charge
under an open license January 1st 2013. Their ambition is to do another survey in 2016 and compare the results to the baseline from 2012. The Agency wants to measure only the effect of free geographic data, correcting for general market trends that have been towards increased use of geographic data for a number of years, but this is difficult to do beyond the first layer of users, as the open licenses allow all kinds of redistribution and reuse. The direct contact to the users has also decreased significantly with the advent of open data, even if the Agency requires user registration. “Here in 2012 we had 800 users, we knew all the users…. We knew them pretty well because we were sending them a bill.” “[The situation before January 1st is] exemplified with the bonsai tree. But in 2016 we expect it to look more like a rainforest…This is going to be really difficult to measure.” (Interview, department manager, Geodata Agency, January 2014). However, what the Geodata Agency does know is that the number of users of geographic data increased 10 fold in the first year after the data were set free, and the growth of users continues to increase.

Under the current regime of financial austerity in Denmark it is important to document the realized socioeconomic benefits from improving data quality and implementing liquid open data. This is however a very difficult task as there is a global lack of methodology to identify and quantify the oftentimes intangible future benefits of open data. As a part of the governance restructuring, the BDP has improved how each subprogram manages its deliveries and realized benefits. The subprograms now have a template that dictates how realized benefits, both qualitative and quantitative should be documented. This bottom-up approach makes it much easier for the program leaders to keep track of benefits that otherwise would be very hard to identify. And the standardization of how benefits are calculated implies a coordination mechanism that enables organizational interoperability and offers the potential to significantly improve how realized tangible and intangible benefits of public sector initiatives are traced across organizations.

VI.5 A Process Model of Open Data Supply and Value Generation

In order to summarize the main events and constructs identified from the case, I propose the process model illustrated in figure 4 for explaining the progress from the creation of an open data strategy to implementation, use of data and evaluation of outcomes, conceptualized as four distinct phases. This process model takes departure from the supplier side of open data; however due to the unique features of the open data phenomenon which represent those of a public good, a multi-stakeholder perspective is necessary. Progressing from a data infrastructure strategy to value
generation and capture is a complex process, including many different stakeholders and recursive elements. However, for conceptual clarity I prefer to illustrate it as a linear process with a cyclical feed-back loop.

Figure 4: Process model of data-driven value generation through open data infrastructure

The first phase of the process model is focused on strategy and planning – identifying the data infrastructure program through (open) data strategy and (open) data policies, followed by a planning phase for defining the program. The second phase describes the implementation itself: Making data open in the strategic, legal and economic sense, cleaning up data and improving data quality and coherence and finally implementing a technical infrastructure for dissemination of data. This phase can be divided into soft data infrastructure implementation (changing strategy, funding, laws etc.) and technical data infrastructure implementation (improving usefulness and conceptual clarity of the data themselves and implementing platforms that support data access and discoverability of data). For successful completion of these two phases, program governance must facilitate collaboration across boundaries for multi-stakeholder...
involvement. Different types of governance strategies for addressing the four most important tensions in the BDP are discussed in-depth in chapter 6.

When data become open, use of the data becomes out of control of the data custodians (Davies, 2010). As there are multiple different users and types of use, the data custodians need to engage with the data users if they want to understand how the data are used and consequently how they can improve implementation of various dimensions of liquid open data. The third phase represents the actual use of the data for various purposes and the required engagement mechanisms. Finally, the fourth phase represents the impacts of data use. The impacts could involve improved public-sector efficiency and/or effectiveness which will generate value through cost-savings and improved level of service in the public sector. Alternatively, an impact from releasing liquid open data could be data-driven innovation, some of which would hopefully address difficult societal challenges. The implementation of an open data infrastructure might result in increased transparency which in turn improves the “vision” of both the public sector itself and citizen, and reduces information asymmetry. Finally, using open data to reach and activate more citizens could result in improved levels of civic engagement and better decision making.

To support the implementation of a data infrastructure and the use of the data for value generation purposes, society needs to possess certain IT capabilities. Most countries are currently facing a shortage of skills in the area of data management, data modelling and data manipulation, analytics and visualization and Denmark is no exception, as was evident from the case data. Moreover, allowing multiple stakeholders to stream large amounts of data across boundaries calls for a high level of network connectivity. In fact, global IP traffic has increased fivefold over the past five years, and is expected to increase threefold over the next five years. Overall, IP traffic will grow at a compound annual growth rate of 23 percent from 2014 to 2019. The business environment needs to be supportive for entrepreneurs, and new types of business models are needed to support value generation from data that are available to all and disseminated for free. Finally, there needs to be a level of political support for dissemination and use of data (for instance, countries that have restricted freedom of speech cannot hope to gain much from transparency) and the regulatory infrastructure must not only support the dissemination of open data but also offer clear rules and regulations around protection of individual privacy and use of personal data.

VI.6 Analysis and Discussion

"We are reworking our entire data infrastructure from the bottom up. And nobody else is doing that." (Interview program leader Digitaliseringsstyrelsen, November 2013). Because of the BDP, Denmark now has a data infrastructure model that defines how basic data are organized, how different sets of basic data are interconnected, as well as the political and legal infrastructure that guide reuse of data (Horst et al., 2014). I conclude that the BDP is in fact implementing all of the seven dimensions of liquid open data, including both the technical and the “softer” dimensions. Table 4 summarizes the results.

Table 4: Implementation of liquid open data in the BDP case

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Focus of the BDP</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Strategic: Availability</strong></td>
<td>The BDP only focuses on the few but important datasets classified as basic data. This means that there is less focus on the Availability dimension than in many other initiatives where the focus is on opening all non-person identifiable government data.</td>
<td>Decided in the program definition phase. Ongoing discussion regarding which further datasets should be classified as basic data in potential BDP 2.0.</td>
</tr>
<tr>
<td><strong>Economic: Affordability</strong></td>
<td>Chapter 4.3 describes how the BDP managed to make the basic data free-of-charge despite financial austerity in the public sector. Key factor is the funding model.</td>
<td>Decided in the program definition phase. Required changes in laws.</td>
</tr>
<tr>
<td><strong>Legal: Reusability</strong></td>
<td>A common license was developed based on the creative Commons-licenser CC0 and CC-BY. However, this license is currently only applied to data that are part of this particular program.</td>
<td>Decided in the program definition phase. Required changes in laws.</td>
</tr>
<tr>
<td>Dimension</td>
<td>Focus of the BDP</td>
<td>Status</td>
</tr>
<tr>
<td>-----------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Technical: Usability</strong></td>
<td>Very strong focus on the usability dimension, especially on raising data quality. Strongest focus on data quality was for the address and property data that had already been made freely available.</td>
<td>Decided in the program identification phase. Raising data quality is perceived as one of the key enablers for improving efficient use of data.</td>
</tr>
<tr>
<td><strong>Technical: Discoverability</strong></td>
<td>The new data modeling rules are using standards which make it possible to apply linked data principles later on. The data distributing platform will provide one-stop access to the basic data and use of metadata makes web search easier.</td>
<td>This dimension has evolved through the implementation phase with the development of the platform architecture and modelling rules.</td>
</tr>
</tbody>
</table>
mainly through better internal use of data in government information systems. This type of use demands quite an advanced high-performance, high-uptime technical solution that provides internal systems with real time data of high quality and coherence. However, for those purely focusing on stimulating innovation, it would be sufficient to provide data updated daily (at most), through APIs or web services. “The fundamental idea behind the BDP, to create authoritative registers from which data can be used by everyone, both authorities to use in their processes but of course also the private sector, is a good one. To set data free has also been a huge success, made it possible to freely share data where there were previously thousands of barriers, both internally between public authorities and between authorities and businesses. So two very good principles there.” “It is also very, very important when you want to link information across [registers] to have a common data model. Great.” “However, there are at many unknowns and risks in this data distributing platform concept.” (Interview, program leader, Danish Business Authority, November 2014).

One argument is that the strong focus on the technical and conceptual dimensions of liquid open data is causing delays in the program by introducing too much complexity. This in turn has created governance challenges as this level of conceptual and technical interoperability calls for a much higher level of organizational alignment than would have been needed otherwise. Some stakeholders worry that the complexity and the resulting delays have been detrimental to the use of the data for innovation purposes. Those that follow the innovation agenda would prefer that the period from planning an open data initiative to data being actually available for use was shorter. Moreover, external users have expressed their wish for increasing the number of open datasets. However, while the fact is that in 2013, use of open government data for innovation purposes was not marginal in Denmark (as well as in other leading open data countries according to the Open Data Barometer), use of open data for entrepreneurial activities has increased in Denmark. Based on quantitative data from the Open data Barometer and my own work for Open Data Barometer/Web Index, I estimated that the impact of entrepreneurial use of open data in Denmark has actually increased from 5 to 7 on an ordinal scale of 1-10 between 2013 and 2014.

It is time to revisit the research question: How can the tensions in a multi-stakeholder open data infrastructure programs be addressed through governance strategies? In order to answer this question, I have conceptualized the main tensions I could identify in the BDP and how they were addressed in the program. Such tensions might be inevitable in a complex infrastructure program but are in many cases not apparent at first glance - and might in fact first appear after years of observation and analysis.
Therefore, I propose that there is significant practical value for other open data infrastructure programs to be aware of these potential tensions beforehand, although they will surely depend on each program’s context.

**Tension 1: Short term gains vs. Long term investment**

Although it has been implied by open data enthusiasts that governments should only worry about setting data free and let the market take care of the rest, the experiences so far have shown that the reality for government organizations is much more complicated (Zuiderwijk & Janssen, 2014b). Both public and private users want high quality, reliable, liquid open data that they can trust will continue to be delivered without major changes, irrespective of political landscapes and external trends. If stakeholders do not trust the quality and sustainability of data infrastructure, they will hesitate to create mission critical products, services or processes that depend on these data. This has created a chicken-and-egg type of problems for many open government data initiatives that have to balance their scarce resources in a world where demand for services is ever increasing while income generation has been stagnating or sluggish for the last 6-7 years. The imminent danger is that there will be too little infrastructure investment which will limit the growth potential of open data which will again negatively impact the willingness to invest in data infrastructure.

The BDPs strong focus on internal gains that are predicted to more than cover the required investments has to a certain degree alleviated this chicken-and-egg type of paradox. Accordingly, the first implementation strategy identified is to guarantee funding upfront with a transparent funding model that has been agreed upon by all stakeholders. Not only will this enable the program members to make the necessary long-term changes to data collection and publications, it also removes a lot of the uncertainty over the sustainability of open data initiatives that often times prohibits third party use of open data.

**Tension 2: Simplicity vs. Comprehensiveness**

Every open data initiative has to balance their ambitions for open data with the level of funding they receive. While disseminating high quality data that are liquid and open across all seven dimensions of liquid open data is a tempting idea, it is very difficult to achieve in reality. The approach chosen by the BDP was to focus on a limited number of key datasets which can be linked to most other types of data, and to develop comprehensive data modeling principles for these data. The data modeling principles are based on EU Inspire standards wherever possible and the basic units of the rules are general enough to be reused by other public sector organizations in their efforts to
publish liquid open data. Interoperability of data across different domains can thus be improved, without including too many sets of data in the first round of data modeling and data publishing.

The second implementation strategy is to start small, but create reusable data modeling rules based on open standards.

_Tension 3: Autonomy vs. Control_

The BDP can be viewed as one indicator of a transformation of public governance in Denmark, away from New Public Management principles towards what has been termed Lean Government (Henriksen, 2006; Janssen and Estevez, 2013). Lean Government is characterized by the need to address societal problems without increasing the size of the public sector, thus requiring collaboration across boundaries (Janssen and Estevez, 2013). Interoperability is the foundation for such collaboration, including a common understanding of the basic elements of information that form the basis for seamless functioning of much of the society’s most fundamental services. It has been also been proposed that information services are more likely to achieve success if they are designed toward autonomy (modular design) rather than toward top-down control because of the ability to adapt more quickly in response to dynamic changes (Montealegre et al. 2014).

Open government data do not originate from a single organization and therefore can be difficult to publish in a coherent manner. However, while each data custodian is collecting data for their own (regulatory) purposes, these data can undeniably be of much use to other organizations. The data custodians must have enough autonomy to fulfill their individual roles, while contributing towards a common goal of liquid open data, which means using a set of common standards. In order to achieve a balance between those two competing demands, the BDP chose a governance approach called System-of-Systems (SoS) governance. This style of governance seems to be well suited for a constellation of loosely coupled participants, although demanding a high level of network governance skills (Provan and Kenis, 2008). The fact that seven ministries and organizations from both regional and municipal level are collaborating this closely in the BDP has created interest in public sectors around the world.

Accordingly, the third implementation strategy concerns the adoption of a SoS approach, which has helped the BDP to steer away from the inherent silo structures that are characteristic of many governmental hierarchies and achieving coordination without losing autonomy.
Tension 4: Exploration vs. Exploitation

Sailing unchartered waters always brings challenges and the BDP has had its share of those. The main divergence within the program might be the view of what type of impacts are most important. For those that are mostly interested in improving data quality and efficient use of data within public sector the road to success might look different than to those that believe first and foremost that data should be set free for innovative use in the private sector. This tension has been evident in the program from the start. However, where there are tensions, synergies are also possible. The BDP case study indicates that these tensions might actually be resolved by maintaining a focus on all the seven dimensions of liquid open data, which was possible in this case due to a limited number of datasets included in the program and the funding model they applied. The infrastructural features of open data have resulted in some unexpected synergies across value generating mechanisms, reflecting the serendipitous value generation opportunities offered by open data. Infrastructural resources are considered as shared means to many ends, which satisfy the following three criteria: 1) they are non-rivalrous, 2) social demand is driven primarily by downstream productive activities, 3) the resource can be used as an input for a wide range of purposes (general purpose criteria) (Frischmann, 2012).

The fourth implementation strategy is to focus on all seven dimensions of liquid open data, as liquid open data are considered to be an infrastructural resource, capable of providing synergies between different value generating mechanisms.

VI.7 Contributions, Limitations and Conclusions

This study provides three main contributions to theory: As a first contribution, I have through a synthesis between the rich data of the BDP group’s experiences, the extant literature and secondary data sources, conceptualized a multi-dimensional framework for a construct called liquid open data. This framework highlights the complexity of the phenomenon of open data as an infrastructural resource. The conceptualization is also intended to contribute to conceptual clarity in an emerging field as well as to. As a second contribution, the taxonomy of four different value generating mechanisms moves the concept of value beyond the commonly utilized market- and monetary based mechanisms and thus contributes to theory on how open data as an infrastructural resource can be used to simultaneously create value through different types of mechanisms. The third and main contribution of this longitudinal case study is a process model illustrating the main phases of a government data infrastructure initiative.
As a practice oriented contribution, I propose the liquid open data construct for governments interested in understanding how different dimensions of open data influence different aspects of use. Moreover, I propose that due to their multi-stakeholder perspective, open data infrastructure implementations have the characteristics of a System-of-Systems and should be governed accordingly. Furthermore, the four identified tensions and the governance strategies employed by the BDP group might prove useful for leaders of other data infrastructure initiatives.

A limitation of the case study approach in general is that each case of open data implementation is highly dependent on a number of contextual conditions. I have endeavored to report on the context of this particular case to make it easier to compare it to other similar initiatives for improved understanding. Another limitation is that the research question asks about key strategies but these can differ a great deal between open data initiatives, depending both on context but also on the goals of the initiative in question.

However, I believe that the Danish case can nevertheless provide considerable insight into the characteristics of open data infrastructure initiatives, as well as an important glance into the possible future of open government data. The program members have, in my view, successfully managed to steer through the rough seas and might even have laid the foundation for a revolutionary change in public sector data management. Right from the start, there has been strong motivation and belief in a common cause, which has survived over the course of the program, despite multiple challenges. This belief is that when data become liquid and open, they offer the opportunity to generate a great deal of social and economic value for public and private sectors alike. I suggest that this motivational factor has played a big role in the program’s success and lifted the focus towards the eventual value generation, a focus which has been suggested to be lacking in other such initiatives (Zuiderwijk and Janssen, 2014b). Finally, in a very Danish tradition, the BDP has taken the first steps toward a future where individual datasets function as Lego bricks that can be put together in plethora of ways to create much more adaptive and agile systems than was previously possible. However, time must tell if this will indeed become reality for the open government data infrastructure in Denmark.
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## VI Appendix A: Overview over interviews

<table>
<thead>
<tr>
<th>Dates</th>
<th># interviewees</th>
<th># interviews</th>
<th>Role</th>
<th>Organization</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>August 2012</td>
<td>2</td>
<td>1</td>
<td>Program manager Program leader</td>
<td>Agency for Digitization</td>
<td>1:15:00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>April 2013 November 2013</td>
<td>1</td>
<td>4</td>
<td>Program manager Program leader</td>
<td>Agency for Digitization</td>
<td>0:44:22 0:58:48 0:29:20 0:36:15</td>
</tr>
<tr>
<td>July 2014 January 2015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>August 2012</td>
<td>1</td>
<td>1</td>
<td>Product owner</td>
<td>KMD</td>
<td>0:30:54</td>
</tr>
<tr>
<td>August 2012</td>
<td>1</td>
<td>1</td>
<td>Project manager</td>
<td>Agency for Digitization</td>
<td>1:11:44</td>
</tr>
<tr>
<td>August 2012 September 2014 November 2014</td>
<td>1</td>
<td>3</td>
<td>Product owner Project Manager</td>
<td>KMD Geodata Agency</td>
<td>1:00:03 1:16:16 0:57:35</td>
</tr>
<tr>
<td>September 2012</td>
<td>2</td>
<td>1</td>
<td>Product owners</td>
<td>KMD</td>
<td></td>
</tr>
<tr>
<td>September 2012</td>
<td>1</td>
<td>1</td>
<td>Technical architect</td>
<td>Agency for Digitization</td>
<td>0:54:12</td>
</tr>
<tr>
<td>September 2012 January 2014</td>
<td>1</td>
<td>2</td>
<td>Product owner Project manager</td>
<td>KMD Ministry of Housing, Urban and Rural Affairs</td>
<td>49:01 58:56</td>
</tr>
<tr>
<td>October 2012</td>
<td>1</td>
<td>1</td>
<td>External</td>
<td></td>
<td>1:25:56</td>
</tr>
<tr>
<td>Dates</td>
<td># interviewees</td>
<td># interviews</td>
<td>Role</td>
<td>Organization</td>
<td>Time</td>
</tr>
<tr>
<td>---------------------</td>
<td>----------------</td>
<td>--------------</td>
<td>--------------------</td>
<td>-----------------------------------------------------------</td>
<td>----------</td>
</tr>
<tr>
<td>November 2012</td>
<td>1</td>
<td>1</td>
<td>Project manager</td>
<td>KOMBIT</td>
<td>0:51:14</td>
</tr>
<tr>
<td>January 2013 - January 2014</td>
<td>1</td>
<td>2</td>
<td>Project manager</td>
<td>Geodata Agency</td>
<td>1:25:40</td>
</tr>
<tr>
<td>February 2013</td>
<td>1</td>
<td>1</td>
<td>Consultant</td>
<td>Ministry of Housing, Urban and Rural Affairs</td>
<td>1:27:07</td>
</tr>
<tr>
<td>October 2013</td>
<td>2</td>
<td>1</td>
<td>Project manager</td>
<td>Copenhagen City Programmer</td>
<td>0:38:26</td>
</tr>
<tr>
<td>January 2014</td>
<td>1</td>
<td>1</td>
<td>Project Manager</td>
<td>Ministry of Housing, Urban and Rural Affairs</td>
<td>0:53:06</td>
</tr>
<tr>
<td>February 2014</td>
<td>2</td>
<td>1</td>
<td>App developers</td>
<td>Geodata Agency</td>
<td>0:38:11</td>
</tr>
<tr>
<td>September 2014</td>
<td>1</td>
<td>1</td>
<td>Data user</td>
<td>KMD</td>
<td>0:41:01</td>
</tr>
<tr>
<td>November 2014</td>
<td>1</td>
<td>1</td>
<td>Project manager</td>
<td>Agency for Digitization</td>
<td>0:59:46</td>
</tr>
<tr>
<td>November 2014</td>
<td>1</td>
<td>1</td>
<td>Project leader</td>
<td>Danish Business Authority</td>
<td>1:05:20</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>22</td>
<td>28</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Abstract
In spite of a recent explosion in the number of public Open Data initiatives, driven by expectations of unprecedented value generation, the mechanisms that explain how value is generated in network relationships are not yet well understood. Through analysis of secondary quantitative data for seventy-six countries in 2013, this study proposes the main constructs and relationships that can influence and explain how value generation happens through use of open government data. We propose that value generation through use of an open and free resource such as open government data is still difficult to understand for organizations and individuals as much of the resulting value is intangible. This is especially true because of the recent trend towards dissemination of valuable information through free and open platforms and services. We thus argue that we are witnessing a new class of value generating mechanisms that are not market-type mechanisms. We call them information sharing mechanisms. Moreover, we argue that open data contribute significantly to the generation of what we prefer to call sustainable value through both information sharing and market mechanisms. We suggest that having a measure such as sustainable value is imperative for societies that would like to go beyond measuring the volume of marketed economic activity and rather evaluate the degree to which society’s goals are met. We thus hypothesize about the relationship between open data, two mediating variables that reflect the degree of digital content sharing on the one hand and digital commercial product and services innovation on the other, and sustainable value, as well as four important factors in our societal infrastructure that can stimulate or inhibit the value generation mechanisms. Finally, we discuss the impact of private sector accountability on the relationship between information transparency and sustainable value on the one hand and product and service innovation and sustainable value on the other.

Keywords: Open data, Liquid open data, Value, Mechanisms, PLS
VII.1 Introduction

Sudden increase in produced data coupled with the trend towards openness has provided society with a valuable and unique resource, most commonly termed open data. Data have certainly followed mankind for a long time; the Babylonians are said to have started to register land ownership as soon as 3000 BC. But the potential to effectively access and combine vast amounts of diverse data from different sources is an emerging phenomenon. In the recent past, the few available open data sources were hard to discover and difficult to access. The efforts required to collect external data and to convert them into a well-structured form, suitable for traditional analytical techniques were simply too extensive for most users. However, due to the ever increasing digitization of human activity, the amount and diversity of available data have increased exponentially, drastically changing the landscape of the information economy. In 1986 about 1% of all stored data were digital but in 2007 this percentage had grown to 94%, and is still growing (Hilbert and Lopez, 2011). It has been estimated that 2.5 exabytes of data were generated every day in 2012 and that the total volume of data will grow around 60% per year. Moreover, new ways of storing and analyzing data have offered the possibility to collect and connect large amounts of heterogeneous datasources and to transform them into appealing visualizations. These changes are driving a dramatic increase in the level of information available.

The overarching expectation is that better use through openly sharing these data will create great benefits for society, organizations, and individuals in the coming years (Beardsley et al, 2014; Kundra, 2012; European Commission, 2011b). As an example, while the genomics revolution accelerated genome mapping through gene-sequencing machines, the real revolution began when researchers started to share genomics data (King and Uhlir, 2014). However, for these expectations to fully materialize, a number of factors must be in place. To exploit the opportunities offered by open data, we must move beyond technical challenges, to the challenges of "soft infrastructure": institutional factors, governance, and cultural inertia that tend to impede payoffs from the rapid evolution of techniques and methods (King and Uhlir, 2014). Among the most important macro-level enabling factors for value generation through data are robust high-speed Internet networks, a workforce with relevant skills and education, and consumer trust regarding the protection of personal data and privacy (Bilbao-Osorio et al., 2014). Weak or absent data protection laws are undermining citizen confidence in open data initiatives and limited training and support for intermediaries hinders use of data for economic and social benefits (Andrade et al., 2014). The public
sector plays an important role in facilitating value generation from data. Apart from producing, disseminating and using data themselves, the public sector must also promote and foster data-driven innovation and growth throughout (Andrade et al., 2014).

In this paper we will address the question “how can open data contribute to sustainable value generation”. For this purpose we need to construct a clear terminology, i.e. to untangle the vague concepts of open data and sustainable value. The ambiguity of the open data concept has led to a variety of interpretations, making it harder for policymakers and other users to articulate clear priorities and make cogent demands (Yu and Robinson, 2012). Thus we have conceptualized what we name liquid open data as a multidimensional construct consisting of 7 dimensions. Moreover, we aim to conceptualize a construct that can reflect the impact of using of liquid open data.

Currently, there is not much evidence for the value generated as a result of OGD initiatives. In fact, the recent Open Data Barometer report highlights that strong evidence on the impacts of OGD is almost universally lacking (Davies, 2013). This lack of evidence is further complicated by questions of how to measure and evaluate something as complex as the value of open data.

The problem of identifying value from open or public resources is related to similar discussions in various fields of research regarding the nature of value creation and capture in the networked economy (see for instance Benington, 2011; Bowman and Ambrosini, 2010, Grover and Kohli, 2012; Stiglitz et al., 2009). Due to technological advances, value generating mechanisms are slowly shifting from one-to-one transactions towards many-to-many networks where the size of the networks and the interactions themselves facilitate value generation (Bowman, 2014; Viscusi et al., 2014). Hence, the predominant monetary based measurements are becoming increasingly problematic. For instance, despite the fact that creation and use of digital information is growing exponentially, the share of the information sector (software, publishing, motion picture and sound recording, broadcasting, telecom, and information and data processing services) has not grown in the national accounts since around the 1960s and is still around 4% of GDP (Brynjolfsson and Saunders, 2009). As the national accounts present the sum of value-added in market-based transactions, dissemination and use of free data and information services is not accounted for in the GPD measure. While GDP is an accurate metric of value in industrial-age industries like steel or automobiles it will miss most of the value in information goods (Brynjolfsson and Saunders, 2009; Brynjolfsson and Oh, 2012).
We suggest that due to the exponentially growing resource of open data, the value of data and information is becoming an increasingly important topic, highly relevant to modern societies. We propose that all societies need to be aware of the importance of mechanisms that generate value through dissemination of data and conversion of these data into information. These mechanisms are recognized by most but have not enjoyed the same interest as the market mechanisms in the existing theoretical and empirical literature. The paper is structured as follows: First we juxtapose current definitions of open data to generate a construct that can be used to measure country-level openness of government data. Next we proceed to discussing the multi-dimensional value construct, highlighting the importance of looking at a variety of indicators as much of the value generated from open data is not easily measured in currency. When open data are shared within a network of different stakeholders, value is derived from both the information that is generated and the traditional transactions between a buyer and a seller. The two following chapters describe the research model and research method and finally we proceed to discussion and conclusions.

VII.2 Dimensions of Open Data as a Strategic Resource

We view data as a raw material or resource that can be used in a variety of ways. As a resource, data offer some unique attributes. First, digitization has affected two important features of data: 1) when data become easily accessible to more than one person at a time, they acquire the feature of non-rivalry; and 2) when marginal costs incurred by re-production and distribution are drastically reduced, re-use of data becomes economically feasible (Nilsen, 2010, Shapiro and Varian, 1999). Second, as openness implies that the data are available for use outside of the organization that produces or collects the data, openness offers the feature of non-excludability. Accordingly, when opened up, digital data become a shared resource - a public good or what has been termed “digital commons” (Hess and Ostrom, 2006). The economic properties of data suggest looking at data as an infrastructural resource (OECD, 2014). Infrastructural resources are considered as shared means to many ends, which satisfy the following three criteria: 1) they are non-rivalrous, 2) social demand is driven primarily by downstream productive activities, 3) the resource can be used as an input for a wide range of purposes (general purpose criteria) (Frischmann, 2012).

Open data can be defined as data that are freely accessible online, available without technical restrictions to re-use, and provided under open access license that allows the data to be re-used without limitation, including across different ‘fields of endeavor’ (e.g., commercial and non-commercial alike) (OKF, 2012). However, this is just one of
many definitions and interpretations of what is open data that are used in the practice oriented literature. While most of the definitions are very similar, there are important differences (Verhulst et al., 2014).

The Open Knowledge Foundation has emphasized the following principles of open data (OKF, 2012):

- **Availability and Access**: the data must be available as a whole, at no more than a reasonable reproduction cost, preferably by downloading over the internet. The data must also be available in a convenient and modifiable form.
- **Reuse and Redistribution**: the data must be provided under terms that permit reuse and redistribution including the intermixing with other datasets.
- **Universal Participation**: everyone must be able to use, reuse and redistribute - there should be no discrimination against fields of endeavor or against persons or groups

The Open Data Handbook highlights the importance of interoperability, which denotes the ability to interoperate different datasets\(^\text{17}\). In the scientific literature, providing open data (supplier side view) has been proposed as being a matter of availability, accessibility, format and license (Davies, 2010). From the demand point of view, openness is proposed to combine unrestricted availability of data with accessibility and technical interoperability (Tammisto and Lindman, 2012; Lindman and Tammisto, 2011). Berners-Lee set out a progressive model for open data publication, where the goal was to move towards making data machine readable in open formats, and then ultimately to complement these accessible datasets with standardized and linked datasets, supporting citizens, entrepreneurs and government itself to connect disparate data across the web (Davies, 2013).

The concept of liquid data is a recent one, referring to data that are open, widely available, and published in shareable formats (McKinsey, 2013). The concept of liquidity implies the ability of data to “stream” across systems. Building on this concept, we extend the definition of open data by emphasizing the potential to use open data across systems in a consistent manner. Table 1 gives an overview over seven different dimensions of what we define as Liquid open data: data that are available online, free-of-charge and under an open access license, published in machine-readable formats, easily discoverable, accessible and conceptually coherent. Liquid open data can be re-used without discrimination or limitation, linked to other data and streamed across systems.

\(^{17}\) [http://opendatahandbook.org/](http://opendatahandbook.org/)
### Table 1: The Seven Dimensions of Liquid Open Data

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Availability</td>
<td>The availability dimension reflects the strategic importance of open data, ranging from all government data that are not subject to privacy or national security limitations being open to all by default, to government data in general not being available outside of organizational boundaries.</td>
</tr>
<tr>
<td>Affordability</td>
<td>The affordability dimension refers to the pricing of data. For data to be open it should preferably be free, or at most sold at marginal costs (in which case transaction costs could easily outweigh potential income from data).</td>
</tr>
<tr>
<td>Reusability</td>
<td>The reusability dimension depends on the type of license used for government data intended for reuse. The license can range from a type of creative commons licenses that allows anyone to use the data for whatever purposes they like, to very strict licenses that allow use for a single purpose only. Reusability can also depend on the legislative framework which should not present barriers to reuse of data.</td>
</tr>
<tr>
<td>Usability</td>
<td>The usability dimension refers to the clarity and ease with which we can interact with the data out of original context. Usability requires that data are technology and context agnostic. Usable data should be provided in machine readable formats using open standards and including documentation about how data are produced and published (metadata) in order to give context.</td>
</tr>
<tr>
<td>Discoverability</td>
<td>The discoverability dimension refers to whether potential users can easily discover the data, for instance using search mechanisms.</td>
</tr>
<tr>
<td>Accessibility</td>
<td>The accessibility dimension refers to whether data are easily, consistently and securely accessible and downloadable or streamable.</td>
</tr>
<tr>
<td>Interoperability</td>
<td>The interoperability attribute reflects the idea that data should be conceptually open - meaning that data are published in a way that enables them to be used outside of the context within they were collected. Interoperability of data depends both on structure (syntax) and meaning (semantics).</td>
</tr>
</tbody>
</table>
Despite an increasing coherence of the concept of open data, understanding *how value is created from open data* is not at all straightforward, particularly considering the complexity of value constructs such as public value (Zuiderwijk et al., 2014a). Most of the current research has focused on how collection and dissemination of data should proceed (data policies) and the main enablers and barriers for publishing open data (Conradie and Choenni, 2014; Janssen et al., 2012; Martin et al., 2013; Zuiderwijk and Janssen 2014a; 2014b; van Veenstra and van den Broek, 2014b; Zuiderwijk et al., 2012; 2014). Moreover, a growing body of literature now studies the demand side, including how open data are used in services, use of different business models, the role of intermediaries and the formation of open data ecosystems (Foulonneau et al., 2014, Heimstädt et al., 2014, Hjalmarsson et al. (2015), Kuk and Davies 2011, Lindman et al., 2013). However, there is a gap in the literature when it comes to understanding the relationship between open data and value (Zuiderwijk et al., 2014a). In the next chapters we review the complex value generation and capture that follows the transformation of modern society from an industrialized economy to a networked economy of interrelated stakeholders that are to an increasing degree openly sharing resources and information.

**VIII.3 Value Generation in a Networked Economy**

**The Multifaceted Nature of Value**

Most of the written material on open data is grounded in the assumption that making data open will result in value being generated (Ubaldi, 2013). While the specifics of how this happens are usually not clear, value generation from liquid open data is based upon being given the opportunity to reuse data beyond the organizational boundaries of the data custodian. Organizations that generate value from open data commonly use a variety of available datasources, where in many cases open government data are linked to private or proprietary data (Jetzek et al., 2014a, Jetzek et al. 2014b). There is preliminary evidence that use of open data is increasing in the private sector, and that this usage is already contributing to value generation. For instance, a recent survey of 318 C-level executives conducted by the Economist Intelligence Unit (2013) shows that 70% of the surveyed firms did collect open data, both from governments and other sources. The survey furthermore reveals that 54% of high-growth firms both collect and analyze open data, while the percentage for low-growth firms is 36%. From a macro perspective, the economic value potential from open data has been estimated as $3 trillion USD pr. year globally over seven sectors (McKinsey, 2013).
Two types of value are frequently discussed in the open data literature: economic value, defined as the worth of a good or service as determined by the market; and social value, which is created when resources, inputs, processes or policies are combined to generate improvements in the lives of individuals or society as a whole. However, the structures of the industrial economy’s markets were mainly built to facilitate the creation and capture of economic value. One feature of the industrial economy is a dichotomy of the market and the state, where the state is responsible to create a structure around so-called market failures and minimize the social and environmental harm that might result from pure market activity (Porter and Kramer, 2011). However, due to continuing advances in digital technologies and the insufficient ability of current social and economic structures to address emerging social challenges, the perceived divergence between the generation of social and economic value is becoming increasingly contested. The 2014-2015 Global Competitiveness Report highlights how policymakers, businesses, and citizens are increasingly recognizing the need for economic growth to be balanced by the creation of opportunities and benefits for all segments of the population and the longer term focus on a sustainable environment. Accordingly, the social and environmental dimensions of an economy need to be fully considered in any growth or development agenda (Schwab, 2014).

Similar ideas have infiltrated most scientific disciplines. The concept of shared value has been introduced to the management literature as an attempt to amalgamate the concepts of social and economic value (Porter and Kramer, 2011). Shared value is based on the idea that societal needs, not only economic needs, define markets. It also recognizes that social harms frequently create internal costs for companies, such as wasted energy, health problems and/or the need for remedial training to compensate for inadequacies in education (Porter and Kramer, 2011). The generation of shared value is essentially about expanding the total pool of economic and social value, increasing the competitiveness of businesses and society at the same time.

Another value concept increasingly used in the public administration and e-government literature is public value. The central proposition in Moore’s (1995) public value framework is that public resources should be used to increase value, not only in an economic sense but also more broadly in terms of what is valued by citizens and communities. This definition of public value has recently been revisited to include a discussion of “What adds value to the public sphere” (Benington, 2011, p. 31), where the public sphere includes the state, the market and civil society. The dimensions of public value include: 1) economic value – adding value to the public realm through the generation of economic activity, 2) social and cultural value – adding value to the...
public realm by contributing to social cohesion and well-being, 3) political value – adding value to the public realm by stimulating and supporting democratic dialogue and active public participation, as well as citizen engagement and 4) ecological value – adding value to the public realm by actively promoting sustainable development and reducing pollution, waste, and global warming (Benington, 2011).

In welfare economics, the concept social welfare is used to describe a construct that reaches further than the commonly used measure of Gross Domestic Product (GDP) as an indicator of value. As GDP mainly measures market production, it ignores many of the determinants of social value such as the environment, freedom, health and education (Fleurbaey, 2009; Michaelson et al., 2009). For example, traffic jams may increase GDP as a result of the increased use of gasoline, but do obviously not improve the quality of life. However, companies that develop and sell products that reduce traffic jams by providing commuters with real-time traffic information will not only contribute to GDP but also improve wellbeing through reduced stress, decreased pollution and by saving the valuable time of commuters.

Within the IS value research stream, the need to assess intangible value has recently been emphasized (Kohli and Grover, 2008). In today’s complex organizational settings, both businesses and consumers can be seen as the arbitrators of value creation, therefore the true benefits of social value such as these stakeholders may be underreported if pure financial metrics, or even ex ante market value, are overemphasized (Kohli and Grover, 2008). Accordingly, the relationship between the generation and appropriation of value for multiple stakeholders in the context of networks and alliances is increasingly being viewed to be multifaceted in nature (Sarker et al., 2012). Gil-Saura et al. (2009) suggest that value is a subjective, multidimensional construct; accordingly, it is only through a multidimensional view that we get a true picture of the value generated within network relationships.

Building upon these different but ideologically similar discussions, we introduce the concept of sustainable value. The definition of sustainable value represents a move away from the previously dominant economic value focus and moving towards a focus on proactive, concerted efforts of businesses, government institutions and the overall community in addressing social challenges in innovative and holistic ways that generate social, environmental and economic value for all stakeholders and future generations (van Ossch and Avital, 2010). We view sustainable value as a multidimensional construct, reflecting the simultaneous generation of sustainable economic, social and environmental value in society.
Value Generation in a Collaborative Context

As open data are a shared or common resource, they hold great potential for a number of stakeholders, including public sector agencies, private businesses, the academia, citizens and civic organizations. The relationships that describe where value is added and where value is captured, and by whom, are becoming increasingly complex in the context of shared resources that used by a network of stakeholders (Bowman and Ambrosini, 2000; Bowman, 2014). Going beyond shared resources, we see that value is increasingly being co-created by many stakeholders. Grover and Kohli (2012, p. 231) state that “co-creation represents one of the most important streams in the IT value research area that will gain greater importance as firms expand collaborative relationships with other firms. Co-creation of value happens when different stakeholders join together to create new value that none of them could create on its own (Grover and Kohli, 2012). However, despite the recent focus on the creation of value in collaborative settings, little is known about the underlying mechanisms (Sarker et al., 2012).

Governments seeking to find some way to provide social protection to their citizens while strengthening national economic competitiveness are becoming more interested in cross-sector co-creation of value. They are currently exploring and supporting voluntary private sector initiatives, balancing the interest of businesses of business and society without expanding the role of government (Haufler, 2001). However, if companies are to take increasing responsibility for the generation of sustainable value, they will need to perform in the interests of shareholders and wider society. Companies will be required to inform all of these stakeholders about how they are performing in the context of sustainable value generation, and shareholders and others need to be able to hold the companies to account. While competitive markets are very successful in proliferating products and services to satisfy changing desires for personal consumption, but are increasingly found to be less capable of catering for more complex profound and enduring social needs (Benington et al. 2011). Networks have been shown to be capable of supporting value co-creation due their flexibility and adaptability (Morgan et al., 2013). However, networks present major challenges in terms of governance (how to sustain clear strategic direction) and accountability (how to account to multiple stakeholders, with very different mandates (Benington et al. 2011; Morgan et al., 2013). The new patterns of networked community governance which are now emerging are lacking the support of a distinctive economic and social theory (Benington et al., 2011).
In the context of open data, current research is revealing that open data initiatives where public bodies have strong ties to the eventual data-users have been most successful (van Veenstra and van den Broek, 2014a), calling for a more structured network governance (Eckartz et al., 2014). These results are similar to those from the open source software literature (see for instance Morgan et al., 2013). Innovative activities intended to generate sustainable value should be supported by an innovation ecosystem, which the public sector should seek to establish in order to increase use of their data (Bason, 2010). Building upon these notions of collaborative creation of value as a multi-dimensional construct in the context of open data, we can define the open data ecosystem as a distributed network built around the sharing of data across boundaries in order to create information, products and services that contribute to sustainable value generation.

VII.4 The Social Mechanisms of Value Generation

Data – Information – Knowledge

Before diving deeper into the mechanisms that can explain the transformation from raw data to sustainable value, we have to clarify the important distinction between data and information. The data – information – knowledge relationship still remains at the heart of the IS discipline (Kettinger and Li, 2010). If we are to understand the relationship between raw data and value, we need to have a basic understanding of the underlying value chain - or in this context, perhaps more accurately, value network. Our understanding is that data are recorded (captured and stored) symbols and signal readings while information is a message that contains relevant meaning, implication, or input for decision and/or action (Liew, 2007). Knowledge, on the other hand, is a personal trait, which can be reflected in (1) cognition or recognition (know-what), (2) capacity to act (know-how), and (3) understanding (know-why) that resides or is contained within the mind or in the brain (Liew, 2007). In short, the ultimate purpose of knowledge is for value creation (ibid). Increasing the knowledge of members of society in general will provide society with the potential to generate sustainable value through better decision making.

Kettinger and Li (2010) conceptualize information as representing a status of conditional readiness for an action, that is generated from the interaction between the states measured in data and their relationship with future states predicted in knowledge (Kettinger and Li, 2010). Information is the meaning produced from data based on a knowledge framework that is associated with the selection of the state of conditional
readiness for goal-directed activities.” (Kettinger and Li, 2010, p. 415). Thus, new information forms the basis for action through the potential influence on people’s decisions, and consequently, behavior. An important role of technology is therefore to augment people’s capabilities in dealing with multiple sources of data in order to generate information as a basis for better operations or decisions (Kettinger and Li, 2010). Following this interpretation, in order to allow individuals to generate value from data, the data need to be transformed to information that can act as the catalyst for better decisions making, behavioral change and the ability to act quicker, more accurately and with optimal use of resources.

Value Generating Mechanisms

Data only contribute to value generation when they are being used. Data buried within closed databases do not produce any value as such, and the possibilities of value generation with the level of openness and use of data across networks of stakeholders. As discussed in chapter 2.1, one of the unique features of digital data is that they are non-rivalrous. This means that unlike many of our world’s depletable resources, data can be used over and over again without negative consequences. Open data do therefore not fall victim to the „tragedy of the commons“ (Hess and Ostrom, 2006) and hence offer an unprecedented opportunity for value generation. Policymakers around the world have realized this and are now actively promoting the use of open data (see for instance Kundra, 2012 and EU, 2011b). However, in order to maximize social gain from data, individuals need to have, not only the opportunity, but also the motivation and ability to undertake the actions necessary to transform data to value. While open data initiatives certainly present individuals with an opportunity, without motivation or ability to use the data for value generation, this option might be of marginal value.

Why are data valuable? In his recent Ted talk, Kenneth Cukier offers a simple answer: You have more information. You can do things you couldn’t do before (Cukier, 2014). New value happens when open data are used to generate new information, support process improvements or as a resource in new products or services.

“The one mechanism that economists relate most of their analysis to – their master mechanism, so to speak – is the market.” (Hedstrom and Swedberg, 1998, p. 3). Process improvements and development of new products and services usually make use of the market mechanism, referring to the use of monetary exchange between buyers and sellers within an open and understood system of value and time trade-offs to produce the best distribution of goods and services. The market mechanism is designed to create a win-win situation between two parties, the buyer and the seller.
This mechanism is therefore essentially bilateral. The “object” that facilitates the transaction between two partners is currency, or the price of the good/service in question. We can assume that the transaction generates value for both parties, as they are free to enter the transaction and would only do so if they perceive that they will gain some kind of value from the exchange. The value generated for the buyer is to fulfill his or hers specific need while the value generated for the seller is the monetary value from the amount paid.

However, the shifts toward an economy centered on information and the move to a networked Internet-based environment have caused significant attenuation of the limitations that market-based production places on the pursuit of value (Benkler, 2006). Much of the value that is created through use of the internet is not supported by the traditional market mechanism. Another way of generating value from open data is through what we define as the information sharing mechanism which creates a mutual gain over a network of stakeholders through the simultaneous creation, dissemination and appropriation of information. In a way, it is the interaction itself that generates value (Bowman, 2015; Viscusi et al., 2014). The more people that participate in the creation and open sharing of information, the more value is created, as a result of reduced information asymmetries and more opportunities for knowledge generation. In short, more information results in increasing “conditional readiness for goal-directed activities” (Kettinger and Li, 2010, p. 415).

VII.5 Research Framework and Hypotheses Development

Our research model is shown in Figure 1. This model is extended from prior models of Jetzek et al. (2013a; 2013b; 2014a; 2014b) and portrays a nomological network that consists of two underlying but unobservable value generation mechanisms. The first underlying mechanism is the information sharing mechanism which explains how value can be created through informing people (increasing transparency) and preparing for improved decision making and action (increasing civic engagement). While there are not financial transactions taking place, more availability of open and readily consumed information will reduce information asymmetries and might, for instance, enlighten and inspire citizens to make better decisions for instance regarding their health or the sustainability of the environment. We propose that we can find evidence for how active this mechanism is by looking for indicators that reflect the dissemination of shared digital content.
The second underlying but unobservable mechanism is the market mechanism that facilitates the distribution of digital products, services and processes based on open data. The market mechanism is already well known and helps new innovations infiltrate the markets and can lead to the generation of sustainable value consisting of economic, social and environmental dimensions. We propose that in the context of data-driven innovation we can find evidence for how active this mechanism is by looking for indicators that reflect the creation of new digital products and services. We hypothesize that: (1) by opening government data, public authorities will create an opportunity for value generation in society and thus stimulate value generation through the generation of shared digital content and commercial digital products and services, facilitated by the underlying information sharing and market mechanisms. (2) The extent of new information, products and services is enabled or prohibited by the context in which value generation happens, which impacts not only the opportunity but also the motivation and ability to generate value from data. This context consists of the soft infrastructure that reflects institutional factors and governance, and the basic structures or requirements that are needed for the open data ecosystem to function properly.


**Liquid Open Data**

We have previously discussed how publishing open data creates an opportunity for value generation through new use of data, and defined the construct liquid open data. The real estate information platform company Zillow can now be used as a real-life example to explain how this happens. Zillow is a notable example of technology startup flourishing on the availability of open data (Capgemini, 2013). Zillow’s mission is to empower consumers with information and tools to make smart decisions about homes, real estate and mortgages. The company has established a successful business by creating a database built from a range of linked sources such as tax data; listing of available homes for sale or rent; mortgage information; geographic data and data on local land value and housing prices. Accordingly, open government data are one of Zillow’s most valuable resources. The company offers homebuyers free information (shared content) on available properties through their website. Zillow has also built a variety of digital products and services on top of this database. One of Zillow’s main offerings is their so-called “Zestimates”, an advanced statistical predictive tool providing up-to-date information on home values and rental prices (Capgemini, 2013). As Zillow uses open data to create both shared content and commercial products and services, both information sharing and market mechanisms are activated in order to generate sustainable value from liquid open data.

*H1a: More openness and liquidity of data positively influences stakeholder’s opportunity to share digital content*

*H1b: More openness and liquidity of data positively influences stakeholder’s opportunity to develop and market new digital products and services.*

**Robust Regulatory Data and Privacy Protection Frameworks**

Data is the new currency of the digital economy, where instead of market transactions in which partners exchange currency, people get access to free information services, often in exchange for their own data (Bean & Koeppel, 2013). We can define personal data as any data that can be attributed to an identifiable person either directly or indirectly (Beardsley et al., 2014). By definition, open government data do not include personal data. Anonymization methods are in many cases used to remove any information that could be traced back to individuals and put them at risk. Even so, many worry that open data could be traced to individuals, for instance through a combination of datasets. The protection of personal data has long been viewed as a fundamental personal right. It is important that citizens feel safe about the protection of their personal data and privacy. Governments and regulators will thus need to frame
data protection policies that safeguard the privacy of citizens (Beardsley et al., 2014). However, policymakers must also identify the appropriate balance between protecting the privacy of individuals’ data and allowing for innovation in service delivery and product development (Pepper and Garrity, 2014).

The free flow of any fiat currency depends on trust. It is necessary to ensure that the same norms, principles and values that underpin physical markets are employed online, instilling confidence that publication and use of liquid open data will not result in personal data being unethically or unlawfully used. A 2011 survey by the European Union revealed that 92% of Europeans were concerned about mobile apps collecting their data without consent. 89% of those surveyed said they wanted to know when the data on their smartphone was being shared with a third party, asking for the option to give or refuse permission (European Commission, 2011a). EU citizens were also concerned about the risks linked to cyber-security. 74% of respondents agreed that the risk of becoming a victim of cybercrime had gone up (ibid). The key security issues for use of data include the reliable prevention of hacking and access by unauthorized and unwanted users to large databases and data flows. In order to ensure a healthy ecosystem where users, consumers and businesses feel safe in engaging in data-driven activities, protection against cybercrime becomes essential. The trust in legislative ability to protect people’s data is likely to affect positive sentiment towards the dissemination and use of liquid open data and thus influence the motivation for engaging with open data for value generation.

We propose that a robust regulatory data protection framework will positively influence the continuing trend towards creation and dissemination of shared digital content and the creation of digital products and services, both of which rely to an increasing degree on use of personal data.

**H2a:** Robust regulatory data and privacy protection frameworks increase trust, reduce perceived risks related to information sharing, and therefore positively influence stakeholder’s motivation to share digital content.

**H2b:** Robust regulatory data and privacy protection frameworks increase trust, reduce perceived risks related to commercial use of data, and therefore positively influence stakeholder’s motivation to develop and market new digital products and services.

**Digital Leadership of Government**

The relationships between where value is added and where value is captured, and by whom, are becoming increasingly complex in the context of shared resources used by a network of stakeholders (Bowman & Ambrosini, 2000; Bowman, 2014). Networks
have been shown to support value co-creation due their flexibility and adaptability (Morgan et al., 2013). However, networks present major challenges in terms of governance (Benington et al. 2011; Morgan et al., 2013). For example, it can be challenging to sustain clear strategic direction and appease multiple stakeholders, with different mandates (see discussion in Paper VI). In the context of open data, current research is revealing that ODIs, where public bodies have strong ties to the eventual data-users, have been most successful (van Veenstra and van den Broek, 2014a), calling for a more structured network governance (Eckartz et al., 2014). Moreover, innovative activities intended to generate sustainable value should be supported by an innovation ecosystem, which the public sector should establish in order to increase use of their data (Bason, 2010). In general, governments should foster an environment supportive of innovation and an ICT-friendly government policy (Bilbao-Osorio et al., 2014). Moreover, governments should have a clear vision for the internal use of data and support cross-government initiatives (Ubaldi, 2013). Strong government leadership is thus proposed as an important factor for motivating users to engage with open data.

**H3a:** Digital leadership of governments positively influences stakeholder’s motivation to disseminate shared digital content

**H3b:** Digital leadership of government positively influences stakeholder’s motivation to develop and market new digital products and services

**Cost of High-Speed Networks**

The generative ability of the mechanisms that facilitate value generation through use of data depends on certain capabilities. A capability can be defined as a measure of the ability of an entity to achieve an objective. Here, these capabilities reflect the ability of individuals and organizations to create and disseminate shared digital content or develop new commercial digital products and services.

An important foundation for the ability to create and disseminate digital content, products and services is having access to high-speed network infrastructure. Improved information infrastructure has vastly increased our ability to store, retrieve, sort, filter and distribute information, thereby greatly enhancing the value of the underlying information itself (Shapiro and Varian, 1999). Due to increasing digitization and exponential growth of data, the need to provide high-speed broadband to all segments of the population has gained importance in recent years (Bilbao-Osorio et al., 2014). Unfortunately, universal connectivity and global access still remain out of reach for many citizens of the world (Avital et al., 2007). Moreover, bandwidth constraints will
increasingly become an obstacle in transmission over existing networks, due to the growing amount of supply and demand for data (Pepper and Garrity, 2014). We use a measure of the relative cost of internet bandwidth as a proxy for the general affordability and availability of network infrastructure (see table 7, appendix B for detailed measures). The higher the relative cost of using high-speed internet, the less general affordability. I propose high costs will negatively influence the ability of individuals and organizations to create and disseminate shared digital content or develop new digital products and services.

H4a: Cost of high-speed networks negatively influences stakeholder’s ability to share digital content

H4b: Cost of high-speed networks negatively influences stakeholder’s ability to develop and market new digital products and services.

Ease of Reaching a Skilled Workforce

Another important construct that affects the ability of individuals and organizations to create and share digital content or develop new commercial digital products and services is the availability of skilled workers. The constant upgrading of workers’ skills has never been more important for continuing competitiveness of our society (Bilbao-Osorio et al., 2014). If the education system does not equip students with the necessary expertise to stimulate innovation, both in and outside of organizational contexts, the capacity for innovation will suffer, both in regards to general civic engagement and product and service development. In fact, the demand for people with the deep analytical skills relevant for big data analytics might outstrip current projections of supply by 50 to 60 percent (Brown et al., 2011). We propose that societies which can easily access a workforce offering relevant technical skills, also will have more ability to generate value through creation and sharing of digital content or the development of new digital products and services.

H5a: Ease of reaching a skilled workforce positively influences stakeholder’s ability to create shared digital content

H5b: Ease of reaching a skilled workforce positively influences stakeholder’s ability to develop and market new digital products and services.

Shared Digital Content Dissemination

Timely access and availability of previously disparate data sources can positively contribute to new knowledge, insight and awareness, ultimately creating a society equipped to make information-driven decisions. Studies show that companies who
adopt data-driven decision making are on average 5-6% more productive than their intuition-driven counterparts (Brynjolfsson et al., 2011). The energy-tech company Opower is an example of the generative power of information dissemination. Opower is a double-bottom-line company, motivated by a corporate mission to drive global energy savings. Opower merges and analyzes various types of data, including open government data, to generate reports for individual energy users outlining personalized insights on their energy use. The reports are freely available to consumers through multiple channels. The energy reports include a comparison of the individual’s energy consumption with that of their “neighbors” – that is a calculated average of users with a similar profile, based on for example demographic information, house types and location based weather. Moreover, to motivate low-energy users to maintain their limited consumption, they are rewarded for their good behavior with a symbolic “smiley token” (Allcott, 2011). In May 2015, the Opower home energy reports had collectively enabled a global savings of over 7.7 terawatt hours of electricity, 12 billion pounds of CO2 emissions and a savings of approximately $1 billion on individual energy bills. This example of people’s engagement with contextualized information demonstrates how such engagement can lead to a collective generation of sustainable value.

In the not so distant past, dissemination of information happened mostly on paper and made use of the market mechanisms via channels like subscription newspapers and bookstores. At present, however, this dissemination occurs primarily through the creation of freely shared digital content and is driven by information sharing mechanisms that connect immensely diverse people on a global scale. The information sharing mechanisms are enabled by the interactive, collective intelligence of today's mobile and web-based information technologies, such as mobile apps and social media. The key components of these mechanisms are not based on financial remuneration, but on user involvement, accreditation, and tools that promote collaboration between individuals (Benkler, 2006). Value generation and appropriation through information sharing mechanisms in the context of open data emerge as a constant interaction between governments, citizens and companies, where continuous exchange of data and information is the key facilitator. For the purpose of this dissertation, it is assumed that people in general wish to make choices that benefit society, whilst safeguarding their own wellbeing. Furthermore, it is assumed that providing people with more information gives them the means to make choices that are more reflective of said wishes. Therefore, we propose that the creation and dissemination of shared digital content containing valuable information will positively influence the generation of sustainable value.
H6: Sharing digital content positively influences the generation of sustainable value.

**New Digital Product and Services**

When previously unavailable data-sources are released to the public, new stakeholders are able to employ them, possibly generating innovation and an opportunity for new digital product and service creation. For example, the availability of open GPS data in the US in the 1980s stimulated the creation of many new businesses specializing in GPS and mapping services. Since then, so-called geo-services have become increasingly widespread, and are estimated to contribute annually between $150 and $270 billion in monetary value to global markets (Oxera, 2013). Additionally, open data from the US National Weather Service supports a private weather industry worth over $1.5 billion per year (Kundra, 2012).

As an example of how product and service innovation through open data contributes to sustainable value, we can refer to INRIX, which is a leading provider of traffic services. INRIX’s mission is to globally reduce congestion caused by traffic and in order to do so they have utilized crowdsourcing as a data collection method. Their traffic intelligence platform combines and analyzes data from public and private sources, including government road sensors, official accident and incident reports and data on real-time traffic speed, sourced from a large community of local drivers that have either downloaded an application on their smartphones, or provided information through their in-car GPS device. INRIX has developed a variety of products and services based on these data. They sell both enriched data and data-driven products and services to stakeholders such as automobile manufacturers and public traffic engineers.

While business models of many companies are transforming as they increasingly make use of information sharing mechanisms, most innovative companies still depend on the market mechanism to create revenue. These market mechanisms are driven by the forces of demand and supply, and can be used to identify business opportunities and promote new digital products, services or processes that offer the generation of sustainable value. In the specific case of data-driven innovation products that route traffic and reduce congestion, direct and indirect impacts on sustainable value can happen through: a) a reduction of unproductive time spent by commuters; b) a greener and more sustainable environment; and c) reduction in stress and pollution related health-issues. Naturally, other innovations offer different contributions to sustainable value. In general, we propose that the creation of new digital products and services will influence the generation of sustainable value in a positive way.

H7: New digital products and services positively influence sustainable value.
Accountability of Private Sector Organizations

We are currently facing numerous and urgent economic, social, environmental societal challenges. Given the complexity and cross-boundary nature of these challenges, a new approach is necessary (Jetzek et al., 2014b; OECD, 2011). The silos of government departments are in many cases poorly equipped to tackle challenges that span sectors and nation states. Civil society often lacks the capital, skills and resources to take promising ideas to scale. In section 1.4, I discussed various concepts of value and how the dichotomy between the state and the markets was being increasingly contested (Porter and Kramer, 2011). Following Porter and Kramer (2011), I suggest that there is a role for private companies in solving these challenges and producing sustainable value.

The concepts of market failures and negative externalities have for a long while shaped company strategies that have had a tendency to exclude social and environmental considerations from their economic thinking. Thus, firms have traditionally resisted regulatory standards as being contrary to their interests (Porter and Kramer, 2011). However, continued advances in digital technologies have disrupted the status quo and altered the way many people think, live and work, rearranging value pools (McKinsey, 2013b). Governments seeking to provide social protection to their citizens, while strengthening national economic competitiveness are becoming more interested in cross-sector co-creation of value. The evolving sense of corporate social responsibility is portrayed in the number of companies that participate in collective efforts to develop international standards that go well beyond what is required by international law (Haufler, 2013). Increasingly, companies are adopting policies that address urgent social issues (ibid). However, if companies are to play a bigger role in terms of social responsibility, they must consistently perform in the interests of shareholders and wider society. To do this companies will need to make visible the precise ways in which they are contributing to sustainable value generation, allowing shareholders, government officials and the greater population to hold them accountable.

In previous sections, I have outlined a number of use cases where private companies have utilized open data to create both shared content and commercial products and services that contribute to sustainable value for society. The motives of these companies are altruistic, while simultaneously remaining economically grounded. Thus, these businesses have reconnected company success with social progress. Accordingly, I propose a moderation perspective, implying that the relationship between content dissemination and sustainable value on the one hand, and new digital products and services and sustainable value on the other hand depends on the level of
private sector accountability. However, the moderating effect of accountability of private sector organizations differs between the two proposed mechanisms.

Firstly, we propose that while dissemination of shared content is positively related to sustainable value, this effect will be more prominent in countries exhibiting less accountability of private institutions. When citizens in these countries uncover various sources of information, for instance regarding worker’s rights or environmental protection, they are able to put social pressure on the corrupt or unaccountable companies. This pressure, we argue, will have an impact on the behavior of companies and positively influence the generation of sustainable value. The impact of shared content dissemination on sustainable value is, using a similar logic, suggested to be less pronounced in countries where companies already adhere to various standards and regulations, as those companies are already held accountable by shareholders and other stakeholders. To rephrase more clearly: the positive impact of increased content sharing on sustainable value is stronger in countries with less accountable private institutions.

**H8: The positive effect of shared digital content on sustainable value decreases with increased accountability of private sector institutions**

Secondly, we argue that while the generation of commercial digital products and services is positively related to sustainable value, this effect will be more prominent in countries with more accountable private sectors. When companies in general adhere to standards and regulations that hold them accountable for their actions, they are more likely to conform to social responsibility. Thus, the positive impact of new digital products and services on sustainable value is stronger in countries with more accountable private institutions.

**H9: The positive effect of commercial digital products and services on sustainable value increases with increased accountability of private sector institutions**

**VII.6 Research Design**

The conceptual model presented in chapter 5 is based on our observation of individual open data initiatives, interviews with produces and users of open data, and a review of the popular press as well as the state-of-the-art research. However, we faced a number of barriers when confronted with the task of designing an empirical study where we would like to statistically estimate whether or not openness of data is a relevant enabling factor for societies aiming to stimulate value generation from data. The first barrier relates to the extreme difficulties that arise if one wants to trace the value that
governments, companies and individuals capture from using these data. Obviously we cannot know how societies would have fared without access to these data and experimentation is not an option in this context. Moreover, given the nature of open access, it is very difficult to identify all the users and usage of multiple sources of data. We can, however, compare between countries that are in different stages of opening data, therefore a correlational approach seemed sensible. The benefit of performing cross-level analysis is that it does not require us to ignore the fact that in some cases, data have been open for many years, long before the mainstream open data initiatives started. We simply look at the state of each variable in each country in the year of 2013 with the aim of uncovering whether those in the more advanced stages of open data will systematically show superior performance, conceptualized as sustainable value.

The next barrier was to figure out how to reflect the level of sustainable value that has been generated in different countries. A number of macro level analyses have attempted to estimate the overall economic value of open data (see for instance de Vries et al., 2011, Houghton, 2010, McKinsey, 2013; Vickery, 2011); however none of those analyses have attempted to capture the intangible or social dimensions of value, which are recognized to be of even more importance than the economic value (McKinsey, 2013). While most open data initiatives have highlighted the economic potential, most of them actually place more emphasis on intangible concepts like transparency and collaboration, with the underlying motive of increasing social value. Moreover, consultancies like McKinsey have highlighted the importance of various less tangible benefits from open data to consumers, like being able to make better decisions regarding where to go to school or how to get around (McKinsey, 2013). This demands that we create constructs that can reflect such unobservable phenomena as the value of good education. The ability to operationalize theoretical but unobservable phenomena has long been seen as core strength of the SEM methods. Therefore we chose to use structural equation modelling where we use different indicators to reflect the construct of sustainable value, building on earlier work like that of Stiglitz et al. (2009).

We have theorized about how open data could potentially generate value by utilizing both network and market mechanisms. We also highlight the importance of the context in which these mechanisms operate, reflecting the societal infrastructure, by including constructs such as the cost of network infrastructure, robustness of the data protection regulatory framework, availability of skills and political leadership. Because of their contextual nature, the basic structure of mechanisms is often described as a context-mechanism-outcome pattern. This calls for the use of a structural model rather than a
reduced form, and consequently, statistical methods that can estimate such models. Next, we needed to look for available data. As the context of our research is society wide use and exploitation of open data, it was a natural conclusion to go either for a multi-level model or a societal level model. As it was not feasible to collect data with surveys, given the scope and variety of open government data initiatives, we opted to collect secondary macro-level data. The first available data showing the status of open data in various countries was from 2012, but there was no available data at the organizational level for this period or later, eliminating the possibility to estimate a multi-level model.

It is not easy to measure many of the concepts we commonly discuss in relation to socio-technical systems. We opted to look for measures in available open data sources that could be used as proxies for the constructs in our research model. The sample chosen is a convenience sample of the 76 countries that were included in the Open data barometer 2013, published by the Open Data Institute (Davies, 2013). Table 2 provides an overview over construct definitions and origins of data, but table 8 in Appendix A shows in addition individual item measurements.

Table 2: Construct definitions and data sources

<table>
<thead>
<tr>
<th>Construct</th>
<th>Definition</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liquid open data</td>
<td>Reflects the data that are available online without technical restrictions to access,</td>
<td>Open Data Barometer <a href="http://www.opendataresearch.org/barometer">http://www.opendataresearch.org/barometer</a></td>
</tr>
<tr>
<td>Robust regulatory data and privacy protection frameworks</td>
<td>The robustness of existing regulatory frameworks that promote privacy and data protection</td>
<td>Web Index <a href="http://thewebindex.org/">http://thewebindex.org/</a></td>
</tr>
<tr>
<td>Cost of high-speed networks</td>
<td>Reflects the how expensive it is to get high-speed network access for most of the</td>
<td>ITU - International Telecommunication Union <a href="http://www.itu.int">http://www.itu.int</a></td>
</tr>
<tr>
<td>Construct</td>
<td>Definition</td>
<td>Source</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Shared digital content dissemination</td>
<td>Reflects the level of informative digital content that is freely shared online by various stakeholders</td>
<td>Web Index <a href="http://thewebindex.org/">http://thewebindex.org/</a></td>
</tr>
</tbody>
</table>
While not a random sample, our sample represents a variety of different countries in various regions of the world, as shown in table 3.

**Table 3: Regions and countries in sample**

<table>
<thead>
<tr>
<th>Region</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Africa</td>
<td>18</td>
</tr>
<tr>
<td>Asia</td>
<td>13</td>
</tr>
<tr>
<td>Central America</td>
<td>2</td>
</tr>
<tr>
<td>Europe</td>
<td>20</td>
</tr>
<tr>
<td>Middle east</td>
<td>10</td>
</tr>
<tr>
<td>North America</td>
<td>2</td>
</tr>
<tr>
<td>Oceania</td>
<td>2</td>
</tr>
<tr>
<td>South America</td>
<td>9</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>76</strong></td>
</tr>
</tbody>
</table>

**VII.7 Data Analysis and Results**

**Measurement Model**

The method chosen was partial least squares (PLS) for various reasons. Firstly, as discussed in chapter 6.1 we wish to test a structural model, rather than the reduced version where we would directly or stepwise link use of open data and sustainable value, using some form of linear regression. While a structural model contains formulas representing the relation of every dependent variable to its independent variables, the reduced form exhibits the net or overall relation between the dependent variable and the ultimate independent variable (Tsang, 2006). The reduced model is simpler but also shallower than the structural model, as the reduced model does not include the mediating variables (ibid). Moreover, the reduced model can be derived from the structural model but not the other way round, because the task of working out the structural model from the reduced model is an inverse problem with an indefinite number of solutions. Finally, behavioral assumptions are often eliminated in the process of converting a structural model into its reduced form. Consequently, the reduced model might be less informative with respect to the related mechanism than the structural model (Tsang, 2006).

Secondly, there are various technical reasons that led us to use PLS-SEM rather than CB-SEM. PLS is the primary choice for analyzing secondary data, as it does not
emphasize model fit, as defined in the context of CB-SEM (Henseler & Sarstedt, 2013). Moreover our research is largely exploratory due to the emergent state of the open data phenomenon and the research goal is to identify the most important antecedents of the target constructs (Hair et al., 2011; Ringle et al., 2012; Sarstedt et al., 2014). Furthermore, we are using one formative variable and are estimating both mediating and moderating relationships, indicating high model complexity (Sarstedt et al., 2014). Finally, we have to work with a small set of cross-country data, including data that are not normally distributed. Since PLS is based on a series of OLS regressions, it has minimum demands regarding sample size, and generally achieves high levels of statistical power (Hair et al., 2011). A common rule of thumb regarding sample size in PLS is to use ten observations per predictor, where the sample size is the larger of two possibilities: 1) the block with the largest number of indicators or 2) the dependent variable with the largest number of independent variables impacting it (Chin, 1998; Hair et al., 2011; Marcoulides and Saunders, 2006). In our case, constructs are made from a maximum of five indicators, and the mediating variables each have five direct paths pointing towards it.

However, as Marcoulides and Saunders (2006) point out, it is necessary to consider other characteristics of the data and model in order to ensure sufficient sample size to achieve adequate statistical power. First, we built the research model according to current knowledge, and afterwards collected data to test the model. Next, we performed data screening. All sources had a good reputation, and the same methodology was applied to all countries for each indicator. Missing data or departures from normality influence sample size requirements of a study and potentially deteriorate power (Marcoulides and Saunders, 2006). There were no missing data and all rows showed a reasonable degree of normality (kurtosis ≤ |1.15|, skewness ≤ |0.70| except for the following measures: 1) Open data licenses and bulk download both exhibited a showed some of kurtosis (3.15 and 6.58 respectively) and skewness (2.07 and 2.27 respectively), indicating a long tail with the bulk of the measures clustering in the lower end of the tail. 2) Both cost measures had very high kurtosis (15.52 and 68.37 respectively) and skewness (3.63 and 8.12 respectively) indicating the same phenomenon but more pronounced. As the PLS method does not require all indicators to be normally distributed, we kept these four measure. Table 9 in Appendix B shows averages and other descriptive statistics for all indicators. We conclude that a sample size of 76 gives adequate power to draw inferences for this particular model, as both factor inter correlations and factor loadings are high (see table 4 and table 10 in Appendix C).
We used the SmartPLS 3.2 software to estimate and evaluate the path model, using the path weighting scheme. Recommendations by Hair et al. (2011; 2012) and Sarstedt et al. (2014) provide guidance to evaluate the PLS estimates for the overall model. As shown in table 3, the $R^2$ for all endogenous constructs are substantial or close to that (Hair et al., 2011). In addition to the evaluation of $R^2$ values, the predictive relevance of the model is assessed through blindfolding procedures to obtain cross-validity redundancy measures for each construct (Chin, 1998). The results suggest good predictive relevance of the model, as all $Q^2$ are well above zero (Geisser, 1975; Stone, 1974; Hair et al., 2011). Values calculated for omission distance $d=7$ are shown in table 4.

### Table 4: All variables

<table>
<thead>
<tr>
<th>Construct</th>
<th>Type</th>
<th>Measure</th>
<th>#</th>
<th>$R^2$</th>
<th>$Q^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open liquid data</td>
<td>Exogenous</td>
<td>Reflective</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Robust regulatory data and privacy protection frameworks</td>
<td>Exogenous</td>
<td>Formative</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Digital leadership of government</td>
<td>Exogenous</td>
<td>Reflective</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost of high-speed networks</td>
<td>Exogenous</td>
<td>Reflective</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ease of reaching a skilled workforce</td>
<td>Exogenous</td>
<td>Reflective</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shared digital content dissemination</td>
<td>Endogenous</td>
<td>Reflective</td>
<td>2</td>
<td>0.743</td>
<td>0.805</td>
</tr>
<tr>
<td>New digital products and services</td>
<td>Endogenous</td>
<td>Reflective</td>
<td>2</td>
<td>0.843</td>
<td>0.673</td>
</tr>
<tr>
<td>Sustainable value</td>
<td>Endogenous</td>
<td>Reflective</td>
<td>4</td>
<td>0.775</td>
<td>0.665</td>
</tr>
</tbody>
</table>

Item reliability is deemed adequate with most reflective factor loadings exhibiting high values of well above .8, and the smallest loading of .793 still well above the commonly suggested threshold value of .7 (Hair et al., 2011). Average variance extracted (AVE) of all reflective measures is clearly above the recommended level of .5 (Fornell and Larcker, 1981), confirming satisfactory convergent validity. Composite reliability of reflective measures is good with values between .896 and .972 (see Nunnally and Bernstein, 1994) and internal consistency (Cronbach’s Alpha) is in all cases above the recommended threshold of 0.7 (Hair et al., 2011). See table 5 for individual values.
Table 5: Quality criteria of measures; outer loadings, composite reliability, convergent validity

<table>
<thead>
<tr>
<th>Variable</th>
<th>Indicators</th>
<th>Factor loading</th>
<th>AVE</th>
<th>Comp. rel.</th>
<th>Chron. Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liquid open data</td>
<td>Reusable</td>
<td>0.836</td>
<td>0.814</td>
<td>0.956</td>
<td>0.941</td>
</tr>
<tr>
<td></td>
<td>Affordable</td>
<td>0.928</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Discoverable</td>
<td>0.970</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Usable</td>
<td>0.793</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Accessible</td>
<td>0.968</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Digital leadership of government</td>
<td>Government success in ICT promotion</td>
<td>0.957</td>
<td>0.906</td>
<td>0.967</td>
<td>0.948</td>
</tr>
<tr>
<td></td>
<td>Importance of ICTs to government vision of the future</td>
<td>0.929</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Government procurement of advanced technology products</td>
<td>0.969</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cost of high-speed networks</td>
<td>Cost of fixed broadband per capita income</td>
<td>0.848</td>
<td>0.812</td>
<td>0.896</td>
<td>0.782</td>
</tr>
<tr>
<td></td>
<td>Cost of bandwidth per MB</td>
<td>0.951</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ease of reaching a skilled workforce</td>
<td>Training of workforce</td>
<td>0.904</td>
<td>0.843</td>
<td>0.915</td>
<td>0.815</td>
</tr>
<tr>
<td></td>
<td>Retaining skilled workforce</td>
<td>0.921</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Attracting skilled workforce</td>
<td>0.908</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shared digital content dissemination</td>
<td>Availability of educational content on the web</td>
<td>0.971</td>
<td>0.945</td>
<td>0.972</td>
<td>0.943</td>
</tr>
<tr>
<td></td>
<td>Availability of government provided content on the web</td>
<td>0.974</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New digital products and services and</td>
<td>ICT enabled new services and products</td>
<td>0.988</td>
<td>0.975</td>
<td>0.987</td>
<td>0.975</td>
</tr>
</tbody>
</table>
Discriminant validity of all reflective measures is established as the square root of each endogenous construct’s AVE being greater than the variance shared by each construct and its opposing construct (Hair et al., 2012, 2011; Henseler et al., 2009), see Table 6 and all measures highest loadings being on their own construct, see table 10 in Appendix C.

Table 6: Quality criteria of measures; discriminant validity (Fornell-Larker criteria)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Indicators</th>
<th>Factor loading</th>
<th>AVE</th>
<th>Comp. rel.</th>
<th>Chron. Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>services</td>
<td>ICT enabled new organizational forms</td>
<td>0.987</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sustainable value</td>
<td>GDP pr. capita</td>
<td>0.912</td>
<td>0.864</td>
<td>0.962</td>
<td>0.948</td>
</tr>
<tr>
<td></td>
<td>Life expectancy at birth</td>
<td>0.941</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp. years of schooling</td>
<td>0.938</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Environment performance index</td>
<td>0.928</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Quality criteria for the formative variable is shown in table 7. One of the concerns with formatively measured constructs is multicollinearity across the indicators of each constructs. High first eigenvalues can be an indicator of multicollinearity; however, all
Formative variable’s first eigenvalues are lower than three. All Variance Inflation Factors (VIFs) were below the recommended 5.00 value (Hair et al., 2011). We checked for insignificant or negative weights (Centefelli and Bassellier, 2009; Petter et al., 2007). While all weights were positive and of reasonable size (larger than 0.1), the weight for extent of cybercrime legal protection framework was not significant. However we decided to leave the indicator as removing it did not change any structural relationships in the model.

Table 7: Quality criteria for formative variables *p<0.1, **p<0.05, ***p<0.01

<table>
<thead>
<tr>
<th>Variable</th>
<th>Indicators</th>
<th>Factor loading</th>
<th>Weight</th>
<th>t-value</th>
<th>VIFs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robust data and privacy protection frameworks</td>
<td>Cybercrime legal protection framework</td>
<td>0.748</td>
<td>0.234</td>
<td>1.313*</td>
<td>1.747</td>
</tr>
<tr>
<td></td>
<td>Enforcement and protection from cybercrime</td>
<td>0.858</td>
<td>0.594</td>
<td>4.379**</td>
<td>1.546</td>
</tr>
<tr>
<td></td>
<td>Personal data protection framework</td>
<td>0.826</td>
<td>0.375</td>
<td>2.953**</td>
<td>1.466</td>
</tr>
</tbody>
</table>

The SRMR Composite factor of the total model was 0.07 and the SRMR Common factor was 0.078. Ideally, for a model that fits the data, the SRMR would be “close to” 0.09 (or lower; Hu & Bentler 1999, p.27) so the model fit is good.

Structural Model

Figure 2 provides the results of the structural model. All measures were standardized before running the algorithms. We ran the “traditional” PLS algorithm with the path weighting scheme as recommended in Smartpls 3.2. We also ran the consistent PLS algorithm, PLSc. While maintaining all strengths of PLS, the consistent version provides two key improvements. 1) Path coefficients, parameters of simultaneous equations, construct correlations, and indicator loadings are estimated consistently; 2) And the global goodness of fit of the structural model can now be assessed, which makes PLS suitable for confirmatory research (Dijkstra and Henseler, 2012). Moreover, the outcome of a Monte Carlo simulation reveals that the bias of PLSc parameter estimates is comparable to that of covariance-based structural equation modeling and shows that PLSc has advantages when using non-normally distributed
data (Dijkstra and Henseler, 2015). There were no significant differences in the parameters, although PLSc provided a slightly higher estimation for most paths. The results in figure 2 are from the PLS algorithm but table 11 in Appendix D shows differences in path estimates.

*\( p < 0.1 \), **\( p < 0.05 \), ***\( p < 0.01 \)

**Figure 2: Research model results**

To test for significance of relationships between latent constructs, t-values were calculated for path coefficients. We used bootstrap validation for loadings, weights and paths with 5000 bootstrap samples (Hair et al., 2011). As recommended in Smartpls 3.2, we chose the no sign changes option which is the most conservative estimation method, therefore resulting in larger standard errors and, consequently, lower t-values. There are three insignificant paths in the model, as shown in figure 4, thus we cannot support all of our previous hypotheses.

We can support hypothesis H1a as there is a significant relationship between the extent to which data are open and liquid in a country and the extent of shared digital online content dissemination. Moreover, we can also support hypothesis H6 that there is significant relationship between the availability of shared digital content and the level of sustainable value in a country. We can therefore support our hypothesis of a significant relationship between liquid open data and sustainable value, mediated through creation of digital content. This path reflects the causal relationship we have
conceptualized as the information sharing mechanism. Our hypothesis is that countries that seem to have a more open attitude towards sharing data and information will also be countries that are enjoying high levels of sustainable value. We cannot use the empirical data to conclude on causality as we are using cross-section data and methods, but reaffirming this as a causal chain is suggested for future research.

We can also support hypothesis H1b, as we find a significant relationship between liquid open data and the creation of digital products and services. However, this relationship is weaker than the relationship between liquid open data and digital content sharing. We can also support hypothesis H7 regarding the influence of digital products and service innovation on sustainable value. It is, however, surprising that this effect is also much weaker than the similar relationship between content sharing and sustainable value. Accordingly, we can conclude that the causal relationship between liquid open data and sustainable value facilitated via the markets is weaker than the relationship facilitated via the network based information sharing. Looking for explanations, the Open Data Barometer report (Davies, 2013) has shown that although OGD policies have spread fast, the availability of truly open data remains low, with less than 7% of the datasets surveyed published both in bulk machine-readable forms, and under open licenses. There might be a “critical mass” of liquid open data needed to trigger the mechanism that transforms open data into sustainable value through product, service and process innovation. Second, in the same report, the average evidence of impact through entrepreneurial activity was scored at just 1.44 out of 10, showing that such impact is still very limited (this data was not used to test the model).

The indirect effect of liquid open data on sustainable value is 0.312 and significant, fully mediated via the shared digital content and new digital products and services. We checked for partial mediation effects by adding a direct path from liquid open data to sustainable value but the path was insignificant and didn’t affect the significance of the two existing paths, indicating full mediation. The Sobel test statistic was 3.08 for the mediation effect of shared digital content (significant at p<0.01) and 1.79 for digital product and service innovation (significant at p<0.05).

We also included interaction effects as we wanted to understand the nature of relationship between the two mediating variables and sustainable value better in the context of private sector accountability, as discussed in sections 3.2 and 5.5. Both hypothesis 8 and hypotheses 9 could be confirmed. The influence of shared digital content on sustainable value is more pronounced in countries where private companies are less accountable, highlighting the need for open data and publicly available information to counter company behavior that might go against the economic, social
and environmental wellbeing of a country. On the other hand, in countries where there are already higher levels of private sector accountability, the influence of digital product and service innovation on sustainable value variable is greater. This indicates that accountable companies are more likely to produce products and services that contribute to sustainable value generation. Moderating relationships are shown in figure 3.

![Interaction: Private sector accountability -> Shared digital content](image1)

![Interaction: Private sector accountability -> Digital products and services](image2)

**Figure 3: Moderating Relationships**

We checked the effect of each of the hypothesized value generating mechanisms on sustainable value by comparing the R² of the sustainable value construct with, and without, the variable in question, using Cohen’s $f^2$ measure, as is shown in table 8.18 We can conclude that both variables are important for explaining the variance of the sustainable value construct, but the effect of shared content is much higher than the effect of digital products and services, which is surprising. Moreover, both interaction effects are important, but the interaction between private sector accountability and shared digital content dissemination is more relevant than the interaction between private sector accountability and digital product and service innovation.

**Table 8: Effect sizes - $f^2$**

<table>
<thead>
<tr>
<th></th>
<th>Shared digital content $f^2$</th>
<th>Digital products and services $f^2$</th>
<th>Interaction: Accountability / Content $f^2$</th>
<th>Interaction: Accountability / Products $f^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.254 (moderate/high)</td>
<td>0.075 (weak)</td>
<td>0.264 (moderate/high)</td>
<td>0.174 (moderate)</td>
</tr>
</tbody>
</table>

Looking closer at hypotheses H2a and H2b we see that there is a significant relationship between a robust regulatory privacy and data protection framework and

---

18 The conventional value for effect size ($f^2$) proposed by Cohen (1988) are 0.02 (weak), 0.15 (medium), and 0.35 (high).
the availability of shared digital content. The relationship between such a framework and digital product and service innovation was on the other hand not significant. It could be that there are two effects at play rather than one, and that those effects negate each other: The hypothesized effect is that entrepreneurs truly value the increased security and trust that a well-developed data protection framework might offer but there might be a second, reverse effect where a high level of data protection actually hinders business use of open data due to reduced possibilities. We experimented with mediators between the data protection construct and the digital innovation construct, one that measures trust and confidence of the business community (WEF Global competitiveness report, 2014) and another that measures burden of government regulation (WEF Global competitiveness report, 2014). While not included in the findings, we can confirm that there do indeed seem to be two contrasting effects, which we propose as an interesting topic for future research.

The digital leadership of government construct exhibits a highly significant and strong relationship with new digital products and services construct. However, the relationship with the shared digital content dissemination construct was not significant. While this finding also requires more in-depth analysis, out of the scope of this paper, it could be that governments that show a very prevalent ICT focus are not necessarily also those that encourage free dissemination of information (or freedom of speech for that matter). This indicates that the public sector must not only be strong in their technology orientation, encouraging the use of new technologies and showing good example with own use and interest, but also stimulate and encourage the private sector to contribute to a better society by freely generating and disseminating information on issues that are important to citizens. Drawing from our previous discussion, such information offers the potential to influence decision making and spur action towards more socially cohesive and sustainable choices and activities.

Unsurprisingly, cost of high-speed networks negatively influences both shared digital content creation and digital product and service innovation. Finally, the ease of reaching a highly-skilled workforce does not seem to have a significant relationship with shared digital content creation. Offered as a possible explanation, we found that the content we included in the measure was in many cases not disseminated in a very technically advanced way. This will hopefully change with more use of data analytics and visualization techniques. The relationship between ease of reaching a skilled workforce and digital product and service innovation was moderately strong and highly significant.
VII.8 Discussion

Research Implications

The overarching conclusion after having estimated this model is that both the information sharing and market mechanisms contribute to the generation of sustainable value. However, to our surprise the empirically estimated path through information sharing seems to be much stronger, indicating a significant but previously unexplored relationship between open data and value. We can demonstrate how the information sharing mechanism works with the case of climate data. Government-released open climate data is currently fuelling a whole new level of discoveries within the field of environmental sustainability. Today’s climate data partnerships are creating unique ventures that cross boundaries between business, government and academia. For instance, IBM offers free supercomputing hours on its World Community Grid for researchers who are studying climate change, utilizing mass quantities of open data. One of the projects making use of the grid, Harvard University’s Clean Energy Project, has screened and publicly catalogued 2.3m compounds looking for new materials that could potentially double the efficiency of current carbon-based solar cells. The findings of the Harvard Clean Energy Project Database are open to the public to help further the discovery of new materials. While the value of such initiatives is not easily measured using traditional methods, it is easy to justify that these synergistic relationships and consequent generation of freely available information are contributing to sustainable value through their impact on environmental sustainability, education and health.

Our aim was to uncover the overarching mechanisms that facilitate the generation of value from data and to determine if openness of data really does stimulate generation of sustainable value across countries. Research focusing on this question is still in a nascent state (Zuiderwijk et al., 2014a). As the value generating mechanisms are generally unobservable, our model construction was aided by observation of various open data initiatives, use of prior theory and use of secondary and primary data, used to show how companies and individuals use data to generate value. We also draw on previous research on the generation of (business) value in complex multi-stakeholder relationships. Based on these theoretical perspectives we have identified new constructs that we believe add to the extant discussion, thereby extending the state-of-the art in open data research.

We have stated that we view data as a raw material or a strategic resource, to be used for the creation of information or to be used in new products, services and processes.
While market transactions still play a prominent role in enabling generation and appropriation of value, technological advances are slowly shifting from one-to-one transactions towards many-to-many network relationships with much less clear-cut relationships between value generation and value appropriation. These emerging relationships are discussed in a body of literature that focuses on two-sided markets and the role of intermediaries for reconciling between the economic profits and the valuable network externalities that arise from information sharing. We have discussed how the intangible information sharing mechanism with its complicated many-to-many relationships between multiple and diverse stakeholders has become more relevant for societies. We have extended the concept of sustainable value which is designed to capture the impact on social welfare that is not easily measured through currency, as a great deal of the sharing of data and information over networks will never (if using current accounting methods) enter company or national accounts. We suggest that in spite of the lack of measures and the subsequent lack of awareness, the value of information is becoming increasingly important to societies.

It is always difficult to justify the choice of a dependent variable, independent of the level of analysis. Questions like do we seek money for the sake of the prestige or power it brings or for the sake of the goods and services it provides are not easily answered. Should it be the goal of government to increase total amount of gross domestic product or is the equality of the income distribution of more concern? Should companies care whether the societies they serve thrive or is that solely the responsibility of government? This paper is not written in order to supply prescriptive policy recommendations, but we do want to highlight the importance of being able to evaluate societal impact of initiatives such as OGD programs. Discussions in various fields of research regarding the nature of value creation and capture are converging to a similar ideology; that we must extend the concept of value which has previously focused on monetized aspects (income, profits, gross domestic product) to include other indicators that might lead individuals and nations to better steer their resource use towards a sustainable and humanistic future (see for instance Benington, 2011; Bowman and Ambrosini, 2010, Grover and Kohli, 2012; Stiglitz et al., 2009). We have attempted to build upon this trend in the area of information technology and data by suggesting the concept of sustainable value as a performance measure.

Our first theoretical contribution is the conceptualization of open data. We have proposed seven dimensions that capture what openness of data entails, reflecting the fact that data are not a homogenous resource, and openness itself is not a binary measure. Based on these dimensions we have used available open data to evaluate the
state of open data in various countries. We perceive this as a theoretical contribution, as the concept of open data has suffered from ambiguity in the past, making it harder for policy makers and researchers to analyze its implications (Yu and Robinson, 2012). We hope that our conceptualization will function as a basis for further discussion on open data and thereby move this body of research further.

Our second theoretical contribution is the proposition that openly sharing data (as a resource) and information (as a good) will significantly contribute to the generation of sustainable value, given that individuals; a) in general want to make decisions that lead to sustainable value and; b) that the general availability of information can create the necessary knowledge or social cohesion to enable these choices. We do not suggest that the information sharing mechanism is replacing the already well-established market mechanism, but rather that it is adding a valuable component that generates value through the interactions between multiple stakeholders. We suggest a way to compare the level of information sharing and social welfare between countries, using publicly available data that have been collected based upon state-of-the-art research that suggests how to evaluate the level of social, environmental and economic value. By using the PLS method to indicate the individual weights to each of those indicators we have a quantified estimation of the latent constructs of shared digital content and sustainable value. For policy makers, we want to highlight the importance of developing the means to, if not quantify then highlight, the importance of this “new” mechanism. This will be important for creating policies that promote the right social context for continuing generation of sustainable value.

There are several practical implications for public bodies planning to open their datasets for use and reuse. First, while offering government data as an open resource will offer society the opportunity to generate sustainable value, the value generating mechanisms are dependent on other “softer” factors that will influence the ability and motivation of individuals to use data for value generation. If the antecedents that will offer society the right combination of opportunity, ability and motivation to generate sustainable value from data are known, it will become easier to create policies that will actually stimulate those factors.

While we have simplified our previous model (Jetzek et al., 2013b) to highlight the contrast between the mechanism that operates through information sharing effects and the mechanism that uses the laws of the market, we still recognize that there are multiple different pathways that will connect the use of data to the generation of sustainable value. However, these are not easily untangled and it can be equally important to recognize and understand the overarching relationships as being
intimately familiar with the specific details. As Karl Popper said, science may be
described as the art of systematic over-simplification. Most of the companies we have
reviewed as successful users of data use both the network and market mechanisms,
have them support each other in a variety of combinations, and are contributing in very
different ways to the multifaceted concept that is sustainable value.

Limitations and Future Research Direction

Our study is exploratory, mostly due to the embryonic state of research on the impact
of open data on society. Accordingly, our aim is to generate new theory, rather than
confirming or extending prior theory. This places certain limitations on our research.
First, the sample size is small as there is limited data to be found that are consistent
across multiple countries and are fit for the purpose of reflecting different degrees of
openness of government data. We were essentially limited by the number of
observations in the Open Data Barometer. However, we have reasonable evidence to
believe that the model contains enough power to draw preliminary conclusions from
results. Second, the Open Data Barometer was constructed for the first time in 2013.
As open data is one of the independent variables and other data were not ready for
2014 at the time of analysis, we could not introduce a time-lag into the model which
would have improved our ability to draw conclusions on causality. Third, comparing
impacts from open data between countries, where in many cases open data initiatives
are in their infancy, might be premature. However, we feel that our research model
gives a good indication of the current status, while some important questions remain
for future research. Moreover, certain types of data have been open for years in a
number of countries, which should already have created differences between those
countries and the other countries that do not have any history of open data, if a causal
chain has indeed manifested. Finally, most of the constructs in the study are new and
need to be further validated in future research. Many of the concepts discussed are
highly complex, and there has still not been consensus on how to measure most of
them, at least at the societal level. Therefore we highlight the need for more scientific
discussion on the applicability of many of those constructs.

VII.9 Conclusion

In conclusion, this study extends our understanding of the importance of open data for
societies that want to stimulate the generation of sustainable value by their citizens. It
lays the foundation for further study on the interplay between different types of
mechanisms that might bring us closer to understanding how the future might look like, assuming that data, information and networks will continue to play a growing role in our societies. We have focused on a particular aspect of data, namely openness, recognizing the increasing importance of being able to conceptualize and measure the value generation that happens through free interactions between multiple loosely coupled stakeholders operating in vast networks. We hope that by showing the importance and value of these interactions we have created an increased awareness of the value of open data and the importance of sharing and co-creation among individuals, businesses and policymakers. Awareness that might lead us forward on the path towards a more sustainable, humanistic and prosperous future.
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### VII Appendix A: Operationalization of variables

<table>
<thead>
<tr>
<th>Construct</th>
<th>Definition</th>
<th>Measures</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liquid open data</td>
<td>Liquid open data are available online without technical restrictions to access, link and stream across systems, provided for free and under an open access license</td>
<td>Is the data openly licensed? (aggregated from 15 data categories) [1-10]&lt;br&gt;Is the dataset available free of charge? (aggregated from 15 data categories) [1-10]&lt;br&gt;Was it easy to find information about this dataset? (aggregated from 15 data categories) [1-10]&lt;br&gt;Is the dataset provided in machine readable formats? (aggregated from 15 data categories) [1-10]&lt;br&gt;Is the dataset downloadable for bulk download (aggregated from 15 data categories) [1-10]</td>
<td>Open Data Barometer <a href="http://www.opendataresearch.org/barometer">http://www.opendataresearch.org/barometer</a></td>
</tr>
<tr>
<td>Robustness of regulatory data and privacy protection</td>
<td>The robustness of existing regulatory frameworks that promote privacy and data protection</td>
<td>To what extent is there a robust legal or regulatory framework for protection of personal data in your country? [1-10]&lt;br&gt;To what extent does the government enforce the laws in place to protect people from crimes committed using the Internet?&lt;br&gt;To what extent does the law protect people from crimes committed using the Internet?</td>
<td>Web Index <a href="http://theweindex.org/">http://theweindex.org/</a></td>
</tr>
<tr>
<td>Construct</td>
<td>Definition</td>
<td>Measures</td>
<td>Source</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Extent of government IT leadership</td>
<td>Reflects the extent to which government is promoting ICT use</td>
<td>In your country, how successful is the government in promoting the use of information and communication technologies (ICTs)? [1 = not successful at all; 7 = extremely successful]</td>
<td>World Economic Forum’s Global Information Technology Report <a href="http://www.weforum.org/reports/global-information-technology-report-2013/">http://www.weforum.org/reports/global-information-technology-report-2013/</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>To what extent does the government have a clear implementation plan for utilizing ICTs to improve your country’s overall competitiveness? [1 = no plan; 7 = clear plan]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>In your country, to what extent do government purchasing decisions foster innovation? [1 = not at all; 7 = to a great extent]</td>
<td></td>
</tr>
<tr>
<td>Lack of affordable high-speed networks</td>
<td>Reflects the how expensive it is to get high-speed network access for most of the population</td>
<td>Cost of bandwidth per MB Cost of fixed broadband per capita income</td>
<td>ITU - International Telecommunication Union <a href="http://www.itu.int">http://www.itu.int</a></td>
</tr>
<tr>
<td>Ease of reaching a skilled workforce</td>
<td>A construct measuring the availability of skilled workers in a country</td>
<td>The general approach of companies in your country to human resources is (1 = to invest little in training and employee development, 7 = to invest heavily to attract, train, and retain employees)</td>
<td>WEF - World Economic Forum: Global Competitiveness Report <a href="http://www.weforum.org/reports/global-competitiveness-report-2013-2014">http://www.weforum.org/reports/global-competitiveness-report-2013-2014</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Does your country retain talented people? [1 = the best and brightest leave to</td>
<td></td>
</tr>
<tr>
<td>Construct</td>
<td>Definition</td>
<td>Measures</td>
<td>Source</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pursue opportunities in other countries; 7 = the best and brightest stay and pursue opportunities in the country] Does your country attract talented people from abroad? [1 = not at all; 7 = attracts the best and brightest from around the world]</td>
<td>Web Index <a href="http://thewebindex.org/">http://thewebindex.org/</a></td>
</tr>
<tr>
<td>Shared digital content dissemination</td>
<td>Reflects the level of informative digital content that is freely shared online by various stakeholders</td>
<td>Educational content creation on the web, average of the following questions: To what extent do CSOs use the Web to educate and inform citizens about government decision-making and public policy issues? To what extent do trade unions use the Web to educate and inform citizens about government decision-making and public policy issues? To what extent is the Web used by local organizations to disseminate environmental information and facilitate education about climate and environmental concerns?</td>
<td>Web Index <a href="http://thewebindex.org/">http://thewebindex.org/</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Governmental content creation on the web, average of the following questions: To what extent is</td>
<td></td>
</tr>
<tr>
<td>Construct</td>
<td>Definition</td>
<td>Measures</td>
<td>Source</td>
</tr>
<tr>
<td>----------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>information about government funded local health care services made available on the Web? To what extent is the Web being used by the government to inform women of their legal rights in areas such as right to equal opportunities, right to inheritance, and rights to seek legal re-dress against violence? [1-10] To what extent is the Web being used by the government to provide information about support that is available for victims of gender-based violence? To what extent does the government publish school-level information about education performance online?</td>
<td>WEF - World Economic Forum: Global Information Technology Report <a href="http://www.weforum.org/reports/global-information-technology-report-2013/">http://www.weforum.org/reports/global-information-technology-report-2013/</a></td>
</tr>
<tr>
<td>Digital product and service innovation</td>
<td>Reflects the extent to which ICT influences the creation of innovative business models, products and services and processes</td>
<td>To what extent are ICTs creating new business models, services and products in your country? [1 = not at all; 7 = to a significant extent] In your country, to what extent do ICTs enable new organizational models (e.g., virtual teams, remote working, telecommuting) within businesses? [1 = not at all; 7 = to a great extent]</td>
<td>WEF - World Economic Forum: Global Information Technology Report <a href="http://www.weforum.org/reports/global-information-technology-report-2013/">http://www.weforum.org/reports/global-information-technology-report-2013/</a></td>
</tr>
<tr>
<td>Construct</td>
<td>Definition</td>
<td>Measures</td>
<td>Source</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------</td>
</tr>
</tbody>
</table>
| Corporate Social Accountability        | Reflects the extent to which private business follow private and public rules and regulations that conduct to accountability and good practices | In your country, how strong are financial auditing and reporting standards? [1 = extremely weak; 7 = extremely strong]  
In your country, how would you characterize corporate governance by investors and boards of directors? [1 = management has little accountability to investors and boards; 7 = management is highly accountable to investors and boards]  
In your country, to what extent are the interests of minority shareholders protected by the legal system? [1 = not protected at all; 7 = fully protected]  
Strength of Investor Protection Index on a 0–10 (best) scale | WEF - World Economic Forum: Global Competitiveness Report  
| Sustainable value                      | Reflects the degree of economic, social and environmental wellbeing in society. | Natural logarithm of Gross domestic product pr. capita  
Number of years a newborn infant could expect to live if prevailing patterns of age-specific mortality rates at the time of birth stay the same throughout the infant’s life (UN)  
Number of years of schooling that a child of | World Bank  
http://data.worldbank.org/  
United Nations: Human Development Index  
http://hdr.undp.org/en/content/human-development-index-hdi  
United Nations: Human Development Index |
<table>
<thead>
<tr>
<th>Construct</th>
<th>Definition</th>
<th>Measures</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>school entrance age can</td>
<td>expect (UN)</td>
<td>Measures environmental sustainability based on 67 empirical measurements</td>
<td><a href="http://hdr.undp.org/en/content/human-development-index-hdi">http://hdr.undp.org/en/content/human-development-index-hdi</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yale Center for Environmental Law &amp; Policy (YCELP) and the Center for International Earth Science Information Network (CIESIN) at Columbia University</td>
<td><a href="http://epi.yale.edu/">http://epi.yale.edu/</a></td>
</tr>
<tr>
<td>Voice and accountability</td>
<td>Control variable</td>
<td>Voice and Accountability is an index developed by the World bank to reflects perceptions of the extent to which a country's citizens are able to participate in selecting their government, as well as freedom of expression, freedom of association, and a free media</td>
<td>World Bank: World Governance Indicators</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><a href="http://info.worldbank.org/governance/wgi/">http://info.worldbank.org/governance/wgi/</a></td>
</tr>
</tbody>
</table>

Table 8: Operationalizing of variables
### VII Appendix B: Descriptive statistics

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Mean</th>
<th>Standard err.</th>
<th>Kurtosis</th>
<th>Skewness</th>
<th>Min</th>
<th>Max</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>OD1</td>
<td>3.69</td>
<td>0.301</td>
<td>-0.7412</td>
<td>0.223</td>
<td>0</td>
<td>10</td>
<td>76</td>
</tr>
<tr>
<td>OD2</td>
<td>1.17</td>
<td>0.275</td>
<td>3.155</td>
<td>2.065</td>
<td>0</td>
<td>10</td>
<td>76</td>
</tr>
<tr>
<td>OD3</td>
<td>3.89</td>
<td>0.322</td>
<td>-0.940</td>
<td>0.211</td>
<td>0</td>
<td>10</td>
<td>76</td>
</tr>
<tr>
<td>OD4</td>
<td>1.51</td>
<td>0.228</td>
<td>6.578</td>
<td>2.270</td>
<td>0</td>
<td>10</td>
<td>76</td>
</tr>
<tr>
<td>OD5</td>
<td>3.81</td>
<td>0.337</td>
<td>-0.756</td>
<td>0.378</td>
<td>0</td>
<td>10</td>
<td>76</td>
</tr>
<tr>
<td>DP1</td>
<td>6.95</td>
<td>0.367</td>
<td>-0.580</td>
<td>-0.633</td>
<td>0</td>
<td>10</td>
<td>76</td>
</tr>
<tr>
<td>DP2</td>
<td>5.45</td>
<td>0.362</td>
<td>-0.869</td>
<td>0.077</td>
<td>0</td>
<td>10</td>
<td>76</td>
</tr>
<tr>
<td>DP3</td>
<td>6.47</td>
<td>0.368</td>
<td>-0.713</td>
<td>-0.460</td>
<td>0</td>
<td>10</td>
<td>76</td>
</tr>
<tr>
<td>GL1</td>
<td>4.15</td>
<td>0.084</td>
<td>0.331</td>
<td>0.040</td>
<td>2.25</td>
<td>5.89</td>
<td>76</td>
</tr>
<tr>
<td>GL2</td>
<td>4.58</td>
<td>0.083</td>
<td>0.0396</td>
<td>-0.053</td>
<td>2.92</td>
<td>6.20</td>
<td>76</td>
</tr>
<tr>
<td>GL3</td>
<td>3.58</td>
<td>0.076</td>
<td>1.002</td>
<td>0.166</td>
<td>1.87</td>
<td>5.57</td>
<td>76</td>
</tr>
<tr>
<td>CN1</td>
<td>0.18</td>
<td>0.044</td>
<td>15.522</td>
<td>3.632</td>
<td>0.004</td>
<td>2.32</td>
<td>76</td>
</tr>
<tr>
<td>CN2</td>
<td>58201.4</td>
<td>9804.0</td>
<td>5,29593</td>
<td>2.310</td>
<td>2288</td>
<td>391106</td>
<td>76</td>
</tr>
<tr>
<td>AS1</td>
<td>4.16</td>
<td>0.077</td>
<td>-0.785</td>
<td>0.131</td>
<td>2.94</td>
<td>5.64</td>
<td>76</td>
</tr>
<tr>
<td>AS2</td>
<td>3.78</td>
<td>0.109</td>
<td>-0.401</td>
<td>0.438</td>
<td>1.81</td>
<td>5.97</td>
<td>76</td>
</tr>
<tr>
<td>AS3</td>
<td>3.73</td>
<td>0.116</td>
<td>-0.081</td>
<td>0.401</td>
<td>1.48</td>
<td>6.08</td>
<td>76</td>
</tr>
<tr>
<td>CO1</td>
<td>6.63</td>
<td>0.296</td>
<td>-1.147</td>
<td>-0.142</td>
<td>1.2</td>
<td>10</td>
<td>76</td>
</tr>
<tr>
<td>CO2</td>
<td>5.12</td>
<td>0.300</td>
<td>-0.974</td>
<td>0.090</td>
<td>0</td>
<td>10</td>
<td>76</td>
</tr>
<tr>
<td>PR1</td>
<td>4.675</td>
<td>0.078</td>
<td>-0.143</td>
<td>-0.397</td>
<td>2.55</td>
<td>5.89</td>
<td>76</td>
</tr>
<tr>
<td>PR2</td>
<td>4.40</td>
<td>0.077</td>
<td>-0.708</td>
<td>-0.174</td>
<td>2.68</td>
<td>5.57</td>
<td>76</td>
</tr>
<tr>
<td>VAL1</td>
<td>9.00</td>
<td>0.197</td>
<td>-0.260</td>
<td>-0.639</td>
<td>3.73</td>
<td>11.52</td>
<td>76</td>
</tr>
<tr>
<td>VAL2</td>
<td>72.76</td>
<td>1.010</td>
<td>-0.764</td>
<td>-0.705</td>
<td>52.51</td>
<td>83.58</td>
<td>76</td>
</tr>
<tr>
<td>VAL3</td>
<td>13.85</td>
<td>0.339</td>
<td>-0.585</td>
<td>-0.317</td>
<td>7.5</td>
<td>19.9</td>
<td>76</td>
</tr>
<tr>
<td>VAL4</td>
<td>57.21</td>
<td>1.956</td>
<td>-1.114</td>
<td>-0.126</td>
<td>18.43</td>
<td>87.67</td>
<td>76</td>
</tr>
<tr>
<td>CSR</td>
<td>4.62</td>
<td>0.074</td>
<td>-0.010</td>
<td>0.270</td>
<td>3.17</td>
<td>6.21</td>
<td>76</td>
</tr>
<tr>
<td>VOICE</td>
<td>-0.024</td>
<td>0.117</td>
<td>-0.563</td>
<td>-0.491</td>
<td>-2.68</td>
<td>1.40</td>
<td>76</td>
</tr>
</tbody>
</table>

*Table 9: Descriptive statistics*
### VII Appendix C: Cross loadings

<table>
<thead>
<tr>
<th></th>
<th>OD</th>
<th>DP</th>
<th>GL</th>
<th>CN</th>
<th>AS</th>
<th>CP</th>
<th>PR</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>OD1</td>
<td>0.793</td>
<td>0.407</td>
<td>0.183</td>
<td>-0.161</td>
<td>0.439</td>
<td>0.544</td>
<td>0.468</td>
<td>0.455</td>
</tr>
<tr>
<td>OD2</td>
<td>0.970</td>
<td>0.638</td>
<td>0.245</td>
<td>-0.344</td>
<td>0.542</td>
<td>0.777</td>
<td>0.610</td>
<td>0.771</td>
</tr>
<tr>
<td>OD3</td>
<td>0.928</td>
<td>0.612</td>
<td>0.293</td>
<td>-0.306</td>
<td>0.531</td>
<td>0.729</td>
<td>0.630</td>
<td>0.702</td>
</tr>
<tr>
<td>OD4</td>
<td>0.968</td>
<td>0.658</td>
<td>0.265</td>
<td>-0.348</td>
<td>0.532</td>
<td>0.795</td>
<td>0.635</td>
<td>0.784</td>
</tr>
<tr>
<td>OD5</td>
<td>0.836</td>
<td>0.427</td>
<td>0.203</td>
<td>-0.155</td>
<td>0.439</td>
<td>0.607</td>
<td>0.511</td>
<td>0.513</td>
</tr>
<tr>
<td>DP1</td>
<td>0.489</td>
<td>0.776</td>
<td>0.263</td>
<td>-0.385</td>
<td>0.349</td>
<td>0.544</td>
<td>0.468</td>
<td>0.562</td>
</tr>
<tr>
<td>DP2</td>
<td>0.542</td>
<td>0.895</td>
<td>0.373</td>
<td>-0.346</td>
<td>0.526</td>
<td>0.624</td>
<td>0.544</td>
<td>0.693</td>
</tr>
<tr>
<td>DP3</td>
<td>0.488</td>
<td>0.765</td>
<td>0.062</td>
<td>-0.247</td>
<td>0.200</td>
<td>0.601</td>
<td>0.382</td>
<td>0.543</td>
</tr>
<tr>
<td>GL1</td>
<td>0.306</td>
<td>0.317</td>
<td>0.969</td>
<td>0.035</td>
<td>0.704</td>
<td>0.188</td>
<td>0.676</td>
<td>0.269</td>
</tr>
<tr>
<td>GL2</td>
<td>0.244</td>
<td>0.255</td>
<td>0.957</td>
<td>0.004</td>
<td>0.666</td>
<td>0.210</td>
<td>0.695</td>
<td>0.232</td>
</tr>
<tr>
<td>GL3</td>
<td>0.207</td>
<td>0.302</td>
<td>0.929</td>
<td>0.035</td>
<td>0.704</td>
<td>0.188</td>
<td>0.676</td>
<td>0.269</td>
</tr>
<tr>
<td>CN1</td>
<td>-0.166</td>
<td>-0.267</td>
<td>-0.038</td>
<td>0.848</td>
<td>-0.078</td>
<td>-0.300</td>
<td>-0.195</td>
<td>-0.266</td>
</tr>
<tr>
<td>CN2</td>
<td>-0.339</td>
<td>-0.406</td>
<td>0.012</td>
<td>0.951</td>
<td>-0.259</td>
<td>-0.514</td>
<td>-0.330</td>
<td>-0.588</td>
</tr>
<tr>
<td>AS1</td>
<td>0.600</td>
<td>0.520</td>
<td>0.591</td>
<td>-0.312</td>
<td>0.921</td>
<td>0.614</td>
<td>0.788</td>
<td>0.692</td>
</tr>
<tr>
<td>AS2</td>
<td>0.444</td>
<td>0.419</td>
<td>0.631</td>
<td>-0.138</td>
<td>0.904</td>
<td>0.394</td>
<td>0.686</td>
<td>0.459</td>
</tr>
<tr>
<td>AS3</td>
<td>0.442</td>
<td>0.319</td>
<td>0.765</td>
<td>-0.094</td>
<td>0.908</td>
<td>0.324</td>
<td>0.715</td>
<td>0.426</td>
</tr>
<tr>
<td>CO1</td>
<td>0.775</td>
<td>0.712</td>
<td>0.162</td>
<td>-0.486</td>
<td>0.480</td>
<td>0.974</td>
<td>0.600</td>
<td>0.808</td>
</tr>
<tr>
<td>CO2</td>
<td>0.730</td>
<td>0.695</td>
<td>0.306</td>
<td>-0.440</td>
<td>0.498</td>
<td>0.971</td>
<td>0.665</td>
<td>0.764</td>
</tr>
<tr>
<td>PR1</td>
<td>0.625</td>
<td>0.600</td>
<td>0.735</td>
<td>-0.280</td>
<td>0.775</td>
<td>0.657</td>
<td>0.987</td>
<td>0.657</td>
</tr>
<tr>
<td>PR2</td>
<td>0.635</td>
<td>0.538</td>
<td>0.737</td>
<td>-0.325</td>
<td>0.816</td>
<td>0.626</td>
<td>0.988</td>
<td>0.667</td>
</tr>
<tr>
<td>VAL1</td>
<td>0.646</td>
<td>0.660</td>
<td>0.220</td>
<td>-0.545</td>
<td>0.574</td>
<td>0.715</td>
<td>0.588</td>
<td>0.912</td>
</tr>
<tr>
<td>VAL2</td>
<td>0.710</td>
<td>0.704</td>
<td>0.274</td>
<td>-0.388</td>
<td>0.523</td>
<td>0.776</td>
<td>0.639</td>
<td>0.941</td>
</tr>
<tr>
<td>VAL3</td>
<td>0.689</td>
<td>0.739</td>
<td>0.311</td>
<td>-0.431</td>
<td>0.578</td>
<td>0.752</td>
<td>0.639</td>
<td>0.938</td>
</tr>
<tr>
<td>VAL4</td>
<td>0.663</td>
<td>0.670</td>
<td>0.284</td>
<td>-0.561</td>
<td>0.527</td>
<td>0.763</td>
<td>0.624</td>
<td>0.928</td>
</tr>
<tr>
<td>CSR</td>
<td>0.428</td>
<td>0.521</td>
<td>0.473</td>
<td>0.492</td>
<td>0.382</td>
<td>0.320</td>
<td>0.480</td>
<td>0.337</td>
</tr>
</tbody>
</table>

*Table 10: Cross loadings*
### VII Appendix D: Differences in parameters between PLSc and PLS

<table>
<thead>
<tr>
<th>Path</th>
<th>PLSc coefficient</th>
<th>PLS coefficient</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liquid open data -&gt; Shared content</td>
<td>0.525</td>
<td>0.485</td>
<td>0.04</td>
</tr>
<tr>
<td>Liquid open data -&gt; Digital products</td>
<td>0.294</td>
<td>0.282</td>
<td>0.012</td>
</tr>
<tr>
<td>Regulatory protection -&gt; Shared content</td>
<td>0.315</td>
<td>0.331</td>
<td>-0.016</td>
</tr>
<tr>
<td>Regulatory protection -&gt; Digital products</td>
<td>0.073</td>
<td>0.094</td>
<td>-0.021</td>
</tr>
<tr>
<td>Gov't IT leadership -&gt; Shared content</td>
<td>-0.049</td>
<td>-0.047</td>
<td>-0.002</td>
</tr>
<tr>
<td>Gov't IT leadership -&gt; Digital products</td>
<td>0.482</td>
<td>0.465</td>
<td>0.017</td>
</tr>
<tr>
<td>Cost of network -&gt; Shared content</td>
<td>-0.196</td>
<td>-0.187</td>
<td>-0.009</td>
</tr>
<tr>
<td>Cost of network -&gt; Digital products</td>
<td>-0.139</td>
<td>-0.131</td>
<td>-0.008</td>
</tr>
<tr>
<td>Availability of skills -&gt; Shared digital content</td>
<td>0.068</td>
<td>0.074</td>
<td>-0.006</td>
</tr>
<tr>
<td>Availability of skills -&gt; Digital product innovation</td>
<td>0.241</td>
<td>0.243</td>
<td>-0.002</td>
</tr>
<tr>
<td>Shared content -&gt; Sustainable value</td>
<td>0.48</td>
<td>0.412</td>
<td>0.068</td>
</tr>
<tr>
<td>Digital products -&gt; Sustainable value</td>
<td>0.202</td>
<td>0.211</td>
<td>-0.009</td>
</tr>
<tr>
<td>Interaction: accountability content</td>
<td>-0.353</td>
<td>-0.344</td>
<td>-0.009</td>
</tr>
<tr>
<td>Interaction: accountability product</td>
<td>0.256</td>
<td>0.256</td>
<td>0</td>
</tr>
<tr>
<td>Voice -&gt; Sustainable value</td>
<td>0.258</td>
<td>0.29</td>
<td>-0.032</td>
</tr>
</tbody>
</table>

*Table 11: Comparison between parameter estimation from PLSc and PLS*
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Abstract
While open data as a phenomenon is rapidly growing up, innovation through open data is still less than expected. Research has shown that in spite of emerging new businesses models, private sector stakeholders are struggling to generate monetary income from open data. This is worrying as open data initiatives might not be sustained if there no evidence of value generation through external use of the data. We suggest that insights from two established theories, real options theory and theory of two-sided markets might help us create a more coherent picture of the complex relationships between innovation and value generation in the open data ecosystem, and even resolve what we call the open data value paradox. We propose that governments which openly publish data are providing private sector stakeholders with the equivalent of a real option. By conceptualizing the uncertain or serendipitous value of open government data as option value we might be able to stimulate activity and investment in the open data ecosystem. Moreover, we propose that by utilizing two-sided markets type of business models, private companies can use the data as a resource to provide free information and by capitalizing on the resulting positive network externalities, generate monetary income as well. Finally, we propose that governments should provide the necessary nourishment to this ecosystem in order to stimulate the generation of sustainable value.

Keywords: Open data ecosystem, Open data value paradox, Sustainable value, Real options value, Two-sided markets, Multi-sided platforms
VIII.1 Introduction

“The miracle is this: The more we share the more we have.”
Leonard Nimoy 1931-2015

Our world is at an inflection point where technological advances and boundary-crossing social challenges have come together to create a paradigm shift. Our societies are facing multiple and urgent social challenges, ranging from economic inequality, unemployment, and poor social conditions to chronic diseases and climate change. Given the complexity and cross-boundary nature of these challenges, a new approach where social and technological progress co-evolves in order to generate sustainable value is necessary (OECD 2011). While there are multiple potential paths that lead to the creation of sustainable value, we believe that innovation through open data is one path that is currently showing high promise for future value generation.

All scientists understand the importance of new insights for scientific advances. These insights have in the past been based on careful analysis of data collected by researchers that subsequently have disseminated their findings through the education system and scientific publications. These insights have changed our view of the world, our attitudes, beliefs, and behavior, finally impacting everyday actions to generate value for individuals and society. However, due to scientific and technological advances, we are currently on the brink of a new era where we have started to see a significant change in the pace of these processes. The digital revolution, including the digitization of nearly all media, the ubiquity of Internet access, the proliferation of mobile phones, and the growth of the Internet of Things have led to exponentially increasing amounts of data that offer a world of new information and insights. The current trend towards open access to these data has furthermore allowed stakeholders to cross borders and sector-based boundaries, and has completely revolutionized how public and private stakeholders are collectively addressing some of our most difficult social challenges (Bakici et al. 2013). Moreover, personalized insights and awareness can now be available to individuals in near real time, continuously impacting the way we act and interact. All of these changes require new theoretical lenses for analyzing value maximizing behavior in order for us to better understand and support the continuing evolution towards openness, sharing, and new insights that create value for all.

One of the important issues for safeguarding the ongoing supply of open data from government is the ability to make the value of open data explicit and visible to policy makers and open data users in the private sector. This is, however, not a trivial task, as open data are generally a free resource, exhibiting the features of a public good (Jetzek
et al. 2013). The openness of data guarantees that everyone can use the data for whatever purposes, and is an important feature when it comes to stimulate use that might lead to sustainable value generation (Jetzek et al. 2014b). However, the same features make it extremely difficult to trace where open data are used and for what purposes, primarily for two reasons: 1) A significant share of the value generation from data happens through information generation and network effects, so-called non-market production (Brynjolfsson and Oh 2012). 2) As open data might be used for future innovations, another important element of the value of open data is the fact that the data are available for unforeseen or “serendipitous” use in the future. While current methods of measuring market activity capture only materialized market-based transactions, these two important aspects remain unidentified.

The provision of high-quality data can require significant up-front investments (OECD 2014). In the case of governments these investment costs usually exceed the expected “private” benefits of data sharing to the organizations that collect the data. Governments must therefore look for evidence of societal level value generation from open data. Accordingly, if open data initiatives are not perceived to contribute much to value generation, we could potentially enter a downward facing spiral instead of benefitting from the synergistic relationship between information production and dissemination and entrepreneurial activity that is expected to result from innovation through open data. This could lead to a paradoxical situation that we call the open data value paradox. This paradox describes a situation where entrepreneurs do not use the data because the data are not usable enough, there is too much uncertainty over the sustainability of initiatives, and therefore little or no value is generated. However, the data providers are not willing to invest in the people and technology necessary to make the data more usable and sustainable unless they observe some evidence of value generation. We suggest that in order to maintain and stimulate use of open data, we need more open data platforms or data intermediaries. To justify the investment in such platforms, we propose a model that can make the sustainable value of open data more explicit to governments, businesses, and individuals, and thereby act to resolve the open data value paradox.

In this paper we propose the use of two established theories that might help make the contribution of openness of data towards the generation of sustainable value for society more explicit. The first theory we borrow from is the theory of two-sided markets. The business models that have been developed in these types of markets (now most commonly called Multi Sided Platforms or MSPs) are generally based on two or more sides of affiliated customers that interact via digital platforms. The intangible value
that market participants can gain from network externalities is not internalized and will drive the subsequent generation of economic value that can be used to justify the investment necessary to attract the required number of participants.

The second theory we suggest to borrow from is real option theory. Innovation researchers posit that an option value approach can influence the motivations of early adopters. While most company managers know they must innovate to thrive, technical innovation – for instance data analytics – is accompanied with uncertainty about the benefits of using the innovation and the irreversibility that arises from high learning and adaptation costs during deployment, as well as high switching costs after deployment (Fichman 2004). In the case of high uncertainty and irreversibility, it is fruitful to view such investments through a real options lens (ibid). Both approaches will alleviate the open data value paradox by emphasizing the factors that make value generation from open data unique, while using methods and theories that are already well established in industry and economics.

VIII.2 The Sustainable Value of Open Data

Openness as an overarching philosophy or concept implies that those who embrace openness are willing to share not only raw data but also their problems, experiences, and questions. This sharing leads to the generation and dissemination of shared information, which in turn can influence how individuals view the world, make their decisions, and go about their business. Unfortunately, while the value generation that might arise from sharing data and information might seem plausible and intuitive to modern citizens, we are still struggling when we try to link these intuitive notions to the “business” world of measures, where thousands of initiatives must fight for the same funds. This struggle is relevant to governments and businesses: investment in a particular initiative must be justified as something that is inherently valuable to the owners of funds - eventually the taxpayers in the case of government. In order to sustain open data initiatives, governments (or businesses) must somehow quantify the potential social and environmental value that might very well exceed the economic potential offered by open data (McKinsey 2013).

Hundreds of national and local governments have already opened public access to various data-sources, making them available for use and re-use for commercial or other purposes. Moreover, these initiatives have been followed by international institutions, civil society organizations and even businesses, although still to a limited degree. There is certainly mounting evidence showing how innovative use of open data is contributing to sustainable value generation. However, this evidence is mostly in the
form of anecdotes and use cases and is therefore not yet cogent or rigorous enough to put a solid foundation under open government data initiatives. The recent Open Data Barometer report highlights that strong empirical evidence on the impacts of open government data initiatives is almost universally lacking (Davies 2013). This creates a risk that these initiatives will not be sustained, for example, when new governments take power or when world-wide attention to the phenomenon diminishes. Open data, as a concept within the big data technology arena, are still on their way to the top in Gartner’s Hype Cycle for Big data 2014. This also indicates that within a few years, interest in the concept of open data might start declining into the trough of disillusionment (Buytendijk 2014). When that happens, the uncertainty on the extent and nature of the return on investment in open data represents a clear risk for the sustainability of these initiatives (Martin et al. 2014).

If commercial firms do not realize a return on their innovative activities, they will tend to under-invest in those activities that are either highly risky or that are easily imitated by free-riding competitors (West and Gallagher 2006). Using the same kind of logic, governments will not continue to invest in infrastructure projects such as open data platforms if they do not perceive public value from their efforts and good use being put to the infrastructure in question. In the case of open data, the main barrier to ongoing investment is the nature of value that is generated. The value of open data is to a large degree mediated through network effects without any market transactions taking place. Network effects exist when the value of a good or a service increases as more consumers use them or as more supply-side partners augment the service (Bharadwaj et al. 2013). Open data are a good example of how network effects bring superior value, as digital data are a resource, the value of which will increase the more it is used (Nilsen 2010). However, most of our predominantly used valuation methods still rely heavily on market activity and the generation of economic profits, and do not explicitly recognize the intangible value of information sharing.

For instance, the resource-based view (Barney, 1991; Wade and Hulland, 2004, Wernerfelt, 1984) predicts that firms can only sustain their competitive advantage through use of valuable resources that are neither perfectly imitable nor substitutable without great effort. Their definition clearly excludes open data as a resource upon which firms can build competitive advantage. The value chain approach (Porter, 1985) looks at how each “step” in a chain of activities within a single firm generates economic value. However, this approach misses both the value generated from network externalities as well as the intangible or social and environmental dimensions of value. Modern portfolio theory predicts that the riskier the asset, the higher return on
investment is demanded by the investor, but the return on investment is generally calculated by dividing net profit by the company’s total assets, thereby excluding both the generation of intangible value and use of external resources. All of these theories will therefore drive the firm’s focus towards internal assets and the generation of economic value from those assets. The resulting approach will in some cases result in products and services that contribute to solving social challenges, but unfortunately, there are also many cases where social wellbeing and economic profits will end up as opposing interests, resulting in so-called market failures.

In order to fully embrace the value of open data, we need to include value that is created through better decision making and network effects that might eventually lead to reduced CO₂ emissions, increased availability of clean water in areas where water is contaminated, better and more equitable use of resources or healthier citizens, to name a few. This type of value is not easily captured by looking only at current revenue streams of companies. Porter and Kramer (2011, 3) state that companies: “…continue to view value creation narrowly, optimizing short-term financial performance in a bubble while missing the most important customer needs and ignoring the broader influences that determine their longer-term success.” The authors suggest a new approach, utilizing the principle of shared value, which prescribes that companies should continue to create economic value, but in a way that simultaneously creates value for society by addressing its needs and challenges (ibid). To extend the concept of shared value to include generation of value by not only businesses but also governments and individuals, we introduce the concept of sustainable value. The definition of sustainable value focuses on the proactive, concerted efforts of businesses, government institutions, and the overall community to address social challenges in innovative ways, thereby generating social, environmental, and economic value for all stakeholders and future generations (van Osch and Avital, 2010).

If private and public stakeholders wish to formally or informally collaborate on generating sustainable value, they must move beyond the market mechanism, a term that is borrowed from economics, referring to the use of monetary exchange between buyers and sellers within an open and understood system of value and time trade-offs to produce the best distribution of goods and services. While the market mechanism still functions well for distribution of goods and services, the shifts toward an economy centered on information and the move to a networked Internet-based environment have caused significant attenuation of the limitations that market-based production places on the pursuit of value (Benkler 2006). We must examine different types of mechanisms that facilitate shared or sustainable value generation, and then subsequently highlight
not only economic implications of innovation but the social and environmental implications as well.

Another mechanism has already become a foundation for generating value from open data, i.e., the network mechanism, which we define as a *mechanism that generates value from actionable insights gained through information sharing and reuse over networks*. The network mechanism refers to the actions of what we can call information creators and information consumers, but in fact it is not simple to distinguish between who creates and who consumes information. In many current business models the information consumers are also generating valuable data for platforms owners that are “crowd-sourced” to create new or improved information. However the main distinction between the market and the network mechanisms is that in the latter there is no monetary exchange and the relationships are many-to-many, instead of the traditional one-to-one relationship between buyers and sellers. We propose that intermediaries can play a valuable role in leading the market and network mechanisms together, thus creating a structure around these complex relationships that allows for synergistic value generation.

VIII.3 The Role of Intermediaries in Open Data Ecosystems

Intermediaries are important in markets because of five limitations of direct transactions that can be better managed by intermediaries: Search costs, lack of privacy, incomplete information, contracting risk and pricing (Resnick, Zeckhauser, and Avery 1995; Janssen and Zuiderwijk 2014). Accordingly, intermediaries have basically four roles: a) information aggregation, 2) providing trust, 3) facilitating, and 4) matching (Bailey and Bakos 1997). The intermediary can be an agent of any kind, a government organization, an individual or a private company. Recently, the democratization of content as well as the subsequent sharing, remixing, redistribution, and re-syndication of content in newer and more useful forms has caused dramatic power shifts in the intermediary market (Bharadwaj et al. 2013). These trends have disrupted the traditional value chain of economic profits while creating new sources of value. For instance, so-called peer-to-peer internet based business models (sometimes aggregated under the heading *Sharing Economy*) have challenged various traditional intermediaries, such as taxi services, and a new type of platform intermediary has moved in to take their place (Cannon and Summers 2014). These new types of intermediaries are creating an important layer that matches demand and supply for services, utilizing economies of scale and digital technologies as well as the business models of two-sided markets.
While we suggest that data intermediaries are important for open data, we must address the question of why intermediaries are needed in this open and networked world that promises to facilitate peer-to-peer relationships. The answer lies in the still relevant transaction and search costs, as well as in the fact that datasets are getting increasingly bigger, introducing a barrier for users that cannot easily download or move these datasets. Moreover, raw data are in many cases of little or no use to end-users who do not have the capabilities or time to manipulate and process these data (Janssen and Zuiderwijk 2014). While leading countries are implementing National Data Infrastructures, including platforms where users can directly access open data, the openness of many available government data is still surprisingly low (Davies 2013). Openness of data is not a binary construct but has many dimensions, ranging from licenses to prices to usability and technical accessibility. Making data available in current form is therefore by far not the only milestone to cross when it comes to enabling use of open data (Conradie and Choenni 2014, Janssen et al. 2012, Martin et al. 2013, Zuiderwijk and Janssen 2014a; 2014b, van Veenstra and van den Broek 2013, Zuiderwijk et al., 2012; 2014).

A recent review of the open datasets provided in Berlin, Germany showed that approximately 90% of the data provided were published in a PDF format (Martin et al. 2013). The Open Data Barometer reveals that of the 821 datasets surveyed in 2013, less than 7% of the datasets were published both in bulk machine-readable forms, and under open licenses. Only 1.2% of open data were published as linked data (Davies 2013). Moreover, there are multiple open data initiatives in most countries, where different private and civil society organizations, local governments, and state government each have their own policies and standards for open data. During these early days of open data, open data initiatives are heterogeneous in nature, licenses differ between initiatives, open data standards are still underdeveloped and underused, and there are heterogeneous formats and a lack of metadata, as well as limited network activity (Mayer-Schönberger and Zappia 2011, Martin et al. 2013). For most individuals and smaller developers, these issues come together to create a substantial barrier to entry, as the efforts involved in acquiring, manipulating, and analyzing these disparate data are simply too extensive, in comparison to an uncertain and potentially non-economic gain.

In most of the world, governments are already struggling with budgetary restraints and increased demand for services. Making data open is never an effortless task, and these constraints limit government’s aspirations for open data, even if the potential for value generation may be clear to them. As governments may not be able to do everything on
their own, data intermediaries could play a crucial role in the open data ecosystem by facilitating data and information access for smaller organizations that may not have the capacity and capabilities to store, integrate, and analyze large and heterogeneous datasets. Intermediaries might also contribute directly to value generation by augmenting and amplifying the circulation of open data by sanitizing and curating data coming from both public and private sources. By making data easier to access, manipulate, and use, intermediaries will drive information creation and product, service, or process innovation based on these data.

Having easy, one-stop access to data services offers a value proposition for companies striving to create a competitive advantage in an increasingly data-driven world (Lindman et al. 2014). However, a large share of data-driven services is provided for “free”, oftentimes in exchange for access to personal data (OECD 2014). Data intermediaries need to adapt to market conditions where users are accustomed to having free access to data, information, and information services. To enable the ongoing generation of valuable but free information, the data intermediaries must implement business models that allow them to generate economic profit by capitalizing on the positive network externalities that arise from the interactions of multiple stakeholders using the provided platforms to gain access to the services provided by these intermediaries and their affiliates.

VIII.4 The Economics of Two Sided Markets

The theory of two-sided markets – more recently referred to as multi-sided platforms – has emerged over the past decade as one of the most active areas of research in information systems, economics, and strategy. It has also drawn considerable interest from practitioners. Two-sided markets are defined as “markets in which one or several platforms enable interactions between end-users, and try to get the two (or multiple) sides “on board” by appropriately charging each side” (Rochet and Tirole 2006, 2). The importance of this approach for the analysis on how open data are used to generate sustainable value is that, unlike classical economic theory, it explicitly recognizes the value of network externalities (Katz and Shapiro 1985, 1986). The theory of two-sided markets builds on the notion that there are non-internalized externalities among end-users: “The starting point for the theory of two-sided markets by contrast is that an end-user does not internalize the welfare impact of his use of the platform on other end-users” (Rochet and Tirole 2006, 3). Two-sided markets, by playing an intermediary role, will facilitate an interaction that would not occur without them and
therefore create value for both sides through direct and indirect interactions and network effects.

A more recent definition views multi-sided platforms or MSPs as technologies, products, or services that create value primarily by enabling direct interactions between two or more customer or participant groups (Hagiu et al. 2011, Hagiu 2014). Hagiu et al. (2011, 2) define MSP as “...an organization that creates value primarily by enabling direct interactions between two (or more) distinct types of affiliated customers.” It is important to note that the term “organization” is used in order to make it clear that the notion of MSP is not restricted to regular businesses, but also encompasses groups of firms, not-for-profit organizations, or even public sector entities that create a valuable interaction service (Hagiu et al. 2011). In spite of the theoretical diversity of potential MSPs, there is a certain “winner takes all” element to MSPs, resulting from the economies of scale introduced by network effects. Therefore, through fierce competition, the trend is for a relatively low number of MSPs to “own” certain domain areas. Moreover, there is an inherent chicken-and-egg problem commonly present in multi-sided marketplaces; each side depends on the other, which makes it a challenge to build up the required critical mass needed to attract the other side (Caillaud and Jullien 2003, Hagiu 2014). These elements introduce a considerable risk to any investment in a MSP.

Hagiu et al. (2011) make a clear differentiation between a MSP and a reseller: Requiring MSPs to enable direct interactions is crucial in ruling out a broad category of intermediaries that buy goods or services from suppliers and sell them to buyers. The relevant direct interactions for a given organization are only those that the MSP specifically enables, i.e., the interactions happen on or through the platform (ibid). Successful MSPs have been shown to create enormous value by reducing search costs or transaction costs (or both) for participants (Hagiu, 2014). MSPs have also been shown to provide an efficient means of information sharing. In the context of open data, the MSP is essentially a data intermediary that provides a platform where the synergy between network externalities and the profitable business opportunities can be exploited. Data MSPs can aggregate the demand of several information requestors and standardize the flow of information from large numbers of information providers from public and private sectors (Bharosa et al. 2013).

An open data MSP would enable interactions between the main groups of stakeholders, i.e., Data producers/data owners, producers of information, products and services (developers, scientists, analysts, or journalists) and information consumers. There can be different ways in which these groups can interact over a MSP, and each group can
be a mix of public and private stakeholders. Government agencies have already started to utilize the concept of multi-sided platforms in their information infrastructure ventures. Building on the notion of collaborative value generation, rather than developing an information infrastructure and demanding that businesses use it, government agencies have started to move away from the classical approach towards actively tempting businesses to partner in achieving long-term goals, thereby contributing to sustainable value generation (Bharosa et al. 2013). In the following section we present three examples of MSPs that have transformed open data to information that is openly shared, creating value for information users and simultaneously attracting paying customers. More importantly, all of these MSPs have addressed a certain societal problem, thereby benefitting the public sector as a third side of the platform.

Example one: Opower

Climate change has emerged as one of the most important economic policy issues of the early 21st century. The pollutants that contribute to global warming are commonly known as greenhouse gas emissions. Carbon dioxide (CO₂) is probably the best known greenhouse gas, representing 85% of all greenhouse gases in the U.S. Electricity production is the largest single source of global warming pollution in the U.S., responsible for nearly 40% of greenhouse gas emissions¹⁹. After contemplating on how to address this problem, two college friends, Alex Laskey and Daniel Yates founded the company Opower (then Positive Energy) in 2007. Opower is an energy tech company with a mission to help everyone, everywhere save energy. The company has now grown to over 500 employees and operates in three continents. By the end of 2014, Opower worked with over 95 energy utilities servicing more than 50 million homes²⁰. In February 2015, the Opower home energy reports had helped people around the world save over six terawatt hours of energy and more than $700 million on their energy bills. Opower successfully went through an IPO in April 2014 and continues to contribute to decreased CO₂ emissions worldwide.

As utilities deploy smart grid technologies, the volume of data they produce each day increases more than 3,000-fold. Furthermore, as customers begin to interact more with their utilities online, these interactions create even more data.²¹ Opower’s MSP can store and process 15-minute interval data from smart meters from millions of in-home devices at large scale and high speed, currently spanning more than 52 million

---

¹⁹ http://www.epa.gov/ghgreporting/ghgdata/reported/index.html
²⁰ http://opower.com/
²¹ http://opower.com/platform/data-science
households and businesses, and growing at a rate of more than 100 billion meter reads per year. Opower’s data analytics engine sits on top of this huge repository of data. The engine runs hundreds of algorithms that process utility data, third-party data, and customer behavioral data to power millions of personalized communications with utility customers on the platform.22

Opower merges the data streams from utilities with open data from the government to create personalized energy-use profiles. In the U.S. they use data from the Residential Energy Consumption Survey (RECS) to understand how households are using energy. The survey provides region-specific data on end-use energy consumption patterns, such as the type and efficiency of appliances used by the consumers and the systems and energy sources they use to heat and cool homes, among other topics. Opower also uses data from the U.S. Census Bureau on the mix of gas and electric heating sources in a given county in order to create location-specific profiles to use when analyzing an individual’s home energy consumption.

Opower’s products are designed to enhance the utility’s interactions with their customers in order to both reduce demand and improve relationships. When designing the way the utilities interact with energy users, Opower has utilized findings from behavioral science that have predicted how people react against information provided on their own use, as compared to the use of others (Cuddy et al. 2012). These results have highlighted the importance of a feedback mechanism to drive behavioral change, creating a subtle aspect of peer-pressure (Jetzek et al. 2014a). The energy reports that Opower creates for each energy user offer a component where this individual’s energy use is compared to the use of other similar households, complete with a smiley token to indicate approval of “good behavior” (Jetzek et al 2014a). When provided with better information and suggestions on how to decrease energy consumption, as well as a token of appreciation for their efforts, customers are empowered to take greater control of the way they use energy. On the other side of the platform, the utilities benefit through increased customer engagement and better targeting of specific customer segments for efficiency. Opower has also created an API to allow utility clients to run their own internal analytics programs using the data in their analytics engine. Government might be labelled as an indirect third party on the platform, as they provide open data and in return gain greater energy efficiency. Figure 1 shows the interactions, gains and costs of the three “sides” of the Opower MSP.

22 http://opower.com/platform/data-science
Example two: INRIX

According to the Texas Transportation Institute, the cost of congestion in the U.S. in 2012 was more than $120 billion, nearly $820 for every commuter that is said to spend over 60 hours per year on average stuck in traffic.\textsuperscript{23} Similar problems are endured by most of the world’s biggest cities. However, estimates suggest that since 2009, the global pool of personal geo-location data is growing yearly by 20% and by 2020 this data pool could provide USD 500 billion in value worldwide in the form of time and fuel savings, or 380 megatons (million tons) of CO\textsubscript{2} emissions saved (OECD 2014).

INRIX is a leading provider of traffic services worldwide, with the vision to solve traffic, empower drivers, inform planning, and enhance commerce\textsuperscript{24}. INRIX provides historical, real-time traffic information, traffic forecasts, travel times, and travel time polygons to businesses and individuals in 40 countries (as of September 2014)\textsuperscript{25}. INRIX also gathers, curates, and reports roadway incidents such as accidents, road closures, and road works. INRIX was founded by former Microsoft employees, Bryan Mistele and Craig Chapman, in July 2004. INRIX has not yet been through an IPO, but Porche recently invested $55 million in the company, which in July 2014 employed

\textsuperscript{23} http://d2dtl5onq6dr.cloudfront.net/tti.tamu.edu/documents/tti-umr.pdf
\textsuperscript{25} http://en.wikipedia.org/wiki/INRIX
around 350 people. Figure 2 shows the interactions, gains and costs of the three “sides” of the INRIX MSP.

![INRIX's MSP, connecting car producers and drivers](image)

*Figure 2: INRIX’s MSP, connecting car producers and drivers*

As of September 2014, INRIX collected data about roadway speeds from over 175 million real-time anonymous mobile phones, connected cars and other fleet vehicles equipped with GPS locator devices. They also get data from cameras and government road sensors. Moreover, INRIX keeps a database of variables that affect traffic, including open government data such as weather forecasts, special events, official accident and incident reports, school schedules, and information on road construction, which they combine with the crowd-sourced data. The data collected is processed in real-time, creating traffic speed information for major freeways, highways, and arterials across North America, as well as much of Europe, South America, and Africa. The company’s analysis of data analysis provides drivers with insights that help them choose the best way to go, minimizing the amount of time spent, saving them frustration and money on gasoline. As the app used to source traffic information from individuals is available for free, INRIX’s main source of income is from car-producers, GPS providers, and media companies who are interested in getting access to this type of information. Moreover, they have recently started to provide data and tools to public information services, so government also pay for access to this type of crowdsourced information. However, “in return” for providing INRIX with relevant data government gains from reduced traffic.
Example three: Zillow

The property market is an essential sector of the economy but also one that has been a recent source of vulnerabilities and crises. While the recent recovery in global housing markets is a welcome development, societies still need to guard against another unsustainable boom, caused by overvaluation of houses followed by unsustainable levels of private debt. A detailed analysis and judgment are needed to make a call about overvaluation of real estate property. Zillow is an online real estate database of homes across the United States. Zillow was founded in 2005 by Rich Barton and Lloyd Frink, former Microsoft executives and founders of Expedia. Zillow's mission is to empower consumers with information and tools to make smart decisions about homes, real estate, and mortgages. Currently, the company has over 30 million unique users per month scrolling through its database of more than 110 million US homes (Capgemini, 2013). Moreover, home shoppers spent more than 5 billion minutes just on Zillow apps in 2013, making 2013 a record year for mobile usage. Zillow successfully launched its IPO in July 2011. As of March 2014, the company employed 887 people, a number that is expected to double due to a merger with competitor Trulia.

Zillow provides increased transparency in the housing market, transforming the way consumers make home-related decisions and connect with professionals. In order to provide such transparency, Zillow has built a database from a range of linked data such as county records, tax data, listing of homes for sale or rental and mortgage information, as well as geographical data and information on local land value and house prices (Capgemini, 2013). Their website combines mapping data with information on local land value and house prices to create a service which accurately estimates the value of a house at a given address (ibid). In addition to giving value estimates of homes, Zillow offers several features, including value changes of each home in a given time frame, aerial views of homes, and prices of comparable homes in the area. Where they can access appropriate public data, they also provide basic information on a given home, such as square footage and the number of bedrooms and bathrooms. Users can even get current estimates of homes if there has been a significant change made, such as a recently remodeled kitchen. One of Zillow’s main offerings is Zestimates, which uses an advanced, statistical predictive tool to provide up-to-date information on home values and rental prices.

28 http://www.zillow.com/corp/About.htm
Zillow’s business model is straightforward: They connect people looking to buy houses with the real estate agents, mortgage lenders, and advertisers who want to reach them. In the third quarter of 2014, 74% of Zillow’s revenue came from fees that agents paid for customer leads and apartment leads, 8% came from fees that banks paid for mortgage leads, and 18% came from advertising. They have also recently started connecting renters with apartment listings, and homeowners with design ideas and contractors. In order to make their business model work, Zillow needs to attract visitors to their site who are interested in buying houses, as well as those that offer mortgages and sales assistance. To do so, the company has built a variety of products on top of their extensive database. Figure 3 shows the interactions, gains and costs of the three “sides” of the Zillow MSP. Government provides data but gains a more efficient property market instead. Service providers pay for leads and get information about interested buyers and interested buyers and renters get access to relevant information.

Figure 3: Zillow’s MSP, connecting home buyers/renters and service providers

http://priceonomics.com/the-seo-dominance-of-zillow/
VIII.5 Investing in Open Data MSPs: Insights from Real Options Theory

An open data ecosystem consists of many different participants: governments, academia, civil society organizations, businesses and citizens. This type of ecosystem is circular in nature, building upon a complicated network of value that is generated by different participants that are creating valuable information as well as products and services. The value appropriated is oftentimes intangible in nature and in many cases the currency is data, rather than money, as shown in the three examples above. Network externalities are created when information that is created in part based on open government data draws users to information platforms as the information is partly based on data provided by these users and becomes more valuable the more people participate. This information production and consumption activity can be utilized to create economic value which will attract even more players to the ecosystem. More use of data will also eventually benefit the data providers, even without them getting monetary reimbursements, as market participants collectively address various social challenges which can rarely be solved by governments alone. However, before this scenario can happen, the government data must be open enough and of high enough quality to be of use for entrepreneurs and the ecosystem must contribute other factors, like various important skills, technologies and low rate funds. It is important that both data providers on the supply side and prospective data users on the demand side have a relatively clear idea about potential gains from future use and what is needed in order for those benefits to be harvested.

Data providers must appropriately recognize two important elements of this ecosystem. 1) A significant share of the value generated is intangible, resulting from improved decision making and changed behavior which can impact society and the environment as a whole. 2) Those that finally appropriate the value might be far removed from those that provide the resources. Therefore, a public sector organization might invest in gathering data, ensuring the data quality and making the data open across different dimensions, but future use of these data will in a minority of cases directly benefit the organization itself. The organization depends on the yearly budget allocations from government to sustain their activities. If top-level decision makers do not sufficiently understand the complicated mechanisms that explain how much value is generated from the data, they might reduce this funding if the data are not being used, and the level of openness and quality of data might become compromised as a result. This is an open data value paradox, describing a situation where entrepreneurs do not use the data as the data are not usable enough and there is too much uncertainty over future
provision of open data. However, data providers are not willing to invest in the people and technology necessary to make the data more usable and sustainable unless they observe some evidence of value generation, which again depends on data being used.

In order to resolve this paradox which might lead to a downward spiraling cycle, as discussed in the introduction, we propose to use the valuation methods and ideas used in economics of real options. Uncertainty and the option holder’s ability to respond to it (flexibility) are the source of value for an option. When a firm buys a traditional resource, it has already made an investment decision. Alternatively, when a firm is provided with the opportunity to use open data it has gained an option to use a resource, but it does not have to exercise this option right away. As contemporary firms face intense rivalry, globalization, technological change and time-to-market pressures, it is agility, defined as the ability to detect and seize market opportunities with speed and surprise, that is considered to be an imperative for business success (Sambamurthy et al. 2003). Companies know that they need to be agile and able to react quickly to external changes. Therefore, an option to use a resource, without any current commitment, must be of some worth to companies and to society as a whole. The question remains, how much is it worth?

Financial options capture a specific investment opportunity to which the holder has preferential advantage (Sandberg et al. 2014). Options theory states that a financial option provides the option holder with the right to buy (call) or sell (put) a specified quantity of an underlying financial asset at a fixed price (called a strike price or an exercise price) at or before the expiration date of the option (Black and Scholes 1973). The payoff to the option holder is dependent on the price development of the underlying financial asset which will influence whether the user will exercise the option or not. Investing in financial options can be compared to buying insurance. The maximum loss is the payment for the right to exercise the option, while the upside potential is theoretically unlimited, but depends on the price development of the underlying financial asset. Therefore, the volatility of the underlying asset price will positively influence the worth of an option, as it creates a higher probability of considerable gain.

Real options theory further extends financial option theory by using the same kind of logic for valuing real investment opportunities, where, unlike many other investment valuation techniques, uncertainty over future outcomes is viewed as a positive factor (Bowman and Hurry 1993). The real options valuation approach in strategic management describes how organizations position themselves to seize emergent opportunities. The theory provides insight into how tangible as well as intangible
resources can act as options that enable strategic action (Adner and Levinthal 2004). Real options are generally described as rights to future investment choices without a current obligation for full investment (Sambamurthy et al. 2003). The activation of real options is often seen as a form of incremental decision-making on investments, originating with a so-called shadow option that is present but has not been realized to become real options when exercised (Bowman and Hurry 1993). After recognizing an option as such, the holder of an option typically makes a small initial investment, holds it open until an opportunity arrives, and then exercises a choice to strike the option and capture the value inherent in that opportunity (Bowman and Hurry 1993, Gosh and Li 2013). The identification of real options is, to a significant extent, subject to contingencies such as the firm’s technological capabilities, experience, and absorptive capacity, making the identification of real options virtually unique to every firm (Sarikko 2014). The value of holding an option becomes magnified especially when the options holder has preferential advantages in exploiting the opportunity provided by the option (Sambamurthy et al. 2003).

Within the Information Systems research field, real options have been used to offer a novel perspective called digital options. Digital options can be described as a set of IT-enabled capabilities in the form of digitized enterprise work processes and knowledge systems which create value through increased reach and richness of digitized processes and digitized knowledge (Sambamurthy et al. 2003, Overby et al. 2006). Digital options are at once a means of not only preserving the opportunity to capitalize on a new technology or practice but also of mitigating the risks induced by technological and market uncertainty (Woodard et al. 2013). While the concept of digital options has been applied in studies on ERP-systems investments, it has also received criticism for its apparent lack of detail in certain key aspects (Sarikko 2014). It has been argued that restricting digital options to process and knowledge reach and richness limits the concept’s generative potential as well as its relevance to IT capabilities (Sandberg et al. 2014).

Fichman (2004) compares and contrasts IT platform valuation through the lens of Discounted Cash Flow analysis (DCF), on the one hand, and through the lens of real options valuation, on the other, showing how real options thinking will capture mechanisms that are important to the firm’s competitive advantage, although the value might be intangible and neglected through methods such as DCF (Fichman 2004, 139). Two of the discussed real option value determinants in Fichman’s model have a special relevance to open data: susceptibility to network externalities (the extent to which a technology increases in value to individual adopters with the size of the adoption
network) and interpretive flexibility (the extent to which a technology permits multiple interpretations on the part of adopters about how it should be implemented and used).

VIII.6 Growing sustainable value from open data

While it is extremely difficult to predict how and for what purposes open data will be used, we propose that certain enabling factors will influence the opportunity, motivation, and ability of open data ecosystem participants to use open data for sustainable value generation (Jetzek et al. 2014b). These factors will influence how quickly data that have been opened up by the government will be put to good use, creating a bigger set of possibilities for value generation (variability) and therefore influencing the perceived option value of data. Drawing from real options theory, the option value of data is not equal to the current value of data, but rather an addition to it. The option value is based on the probability of open data being used to generate value in the future. More use creates more variability in the ways through which value will be generated and increases the network effects, thereby positively influencing the option value. As for any other risky investment, the higher the perceived future value or profitability, the more easily this opportunity will attract money and investors. To raise the option value of data, governments can thus focus on improving the opportunity, ability, and motivation of public and private stakeholders to use these data for value generation. Higher option value will motivate stakeholders to use the data, which will consequently underpin future growth of information, products and services based on these data and subsequent generation of sustainable value, thus creating a virtuous cycle of value generation and use of the data.

Drawing from the economics of two-sided markets, supported by three use cases of open data MSPs, we propose that open data intermediaries or MSPs will use data to generate information that is freely disseminated to users, and the users themselves become an additional source of data, thus creating positive network externalities that will be used to attract the “other side” to the platform. These business models will contribute to the generation of sustainable value through use of data, as the MSP business model supports the generation of intangible value that is usually not rewarded by economic profits. In the case of MSPs, this type of value generation is utilized as a tool to attract paying customers, and the two sides will continue to feed upon each other.

By extending real options thinking to the societal level, we propose that government is, by disseminating open data, essentially writing an option (or a bundle of options in the case of multiple open datasets) where more open distribution of more types of data will
increase the variability in potential outcomes and therefore raise the upside potential, while the maximum loss for the government is the investment made in making data fit for re-use (given that these data have already been collected) and the eventual loss of income from data. Of course, the decision to invest in open data in the first place also depends on the perceived option value of data. We argue that if governments recognize the option value of open data for potential users, they will be more willing to continue to provide high-quality open data to users, even if doing so does demand some further investments in people and technology.

As the value of data is dependent on network externalities, we propose that the open data real option value increases with more use of the data, but with diminishing marginal returns due to the market being at some point saturated. This effect is not directly reflected in the model below, but for those that would like to calculate the potential impact, we suggest using growth formulas, such as that of von Bertalanffy (von Bertalanffy 1938). In that case, the growth factor (K) would be dependent on the enabling factors we present below and, as suggested above, governments could influence the option value of data by focusing on these factors, as they have been found to increase use of the data (Jetzek et al. 2013). Different growth factors will lead to different outcomes, which can be assigned probabilities for a more accurate estimation of the “distribution” of possible outcomes. Of course, this valuation is based on an estimation of the “base value” (or use) of the data (as the underlying asset). The option holders (i.e., all those that can access and use the data) are influenced by these same factors, but also by their relative abilities as compared to others. Hence, the value of the option is unique to them, reflecting their own capabilities. We do not model the organizational level factors here, in order to preserve clarity of representation. We propose only that the eventual users will be influenced by the perceived value of the option they hold, and leave more detailed organizational level modelling to future research.

To identify potential determinants of sustainable value of open data, we have looked to previous research, where the most important enablers and barriers of open data have been analyzed, as well as relying on interviews and participation in an open data initiative in Denmark. The underlying assumption we make is that people are generally willing (intrinsic motivation) to use data for sustainable value generation if they are given the opportunity and they have the ability to do so. Additionally, certain structures in the economy can influence extrinsic motivation, both negatively and positively. Governments can influence extrinsic motivation of firms by reducing risk and
uncertainty, by creating an environment that encourages investors and entrepreneurs and by highlighting the opportunities present.

We have developed the following propositions around these relationships:

**P1: IT infrastructure positively influences perceived option value of open data (ability)**

Here we propose that use of data is dependent on the level of technical infrastructure in a country. Technical infrastructure facilitates data exchange between government agencies and the public and influences the ability of stakeholders to use the data. Concerning individual organizations that would like to use data, the perceived option value to them is dependent on the level of how their own IT infrastructure compares to that of other ecosystem participants.

**P2: Data-related skills positively influence perceived option value of open data (ability)**

The growth of data-related skills within a society increases the ability of stakeholders to generate value from data, and thus the probability that the data will be used for value generation. For individual organizations that would like to use data, the perceived option value to them is dependent on the skills they have as relative to those of other ecosystem participants.

**P3: Data governance positively influences perceived option value of open data (opportunity)**

Better data governance will improve data quality, so that data are accurate, complete, updated and reliable. Moreover, if governance is good, it is more likely that the open data initiative that provides the data will be sustainable. Improved data quality will, in turn, enable better and more trustworthy information to be generated from the data and therefore influencing the opportunity for value generation. The option value of data for the potential user should be higher as a result of this opportunity.

**P4: Openness of data positively influences perceived option value of open data (opportunity)**

As the openness of a set of data increases, it becomes easier to external stakeholders to access and re-use the data. Accordingly, openness creates an opportunity for value generation. The option value of data for the potential user should be higher as a result of this opportunity.

**P5: Uncertainty about data protection negatively influences perceived option value of open data (motivation)**
We propose that data are used more if there is confidence and trust in the legal infrastructure that guards individual privacy and guides those that want to use data to generate value. Less risk of data fraud will motivate data users to actively participate in responsible data use and re-use, therefore positively influencing use of data. Accordingly, uncertainty over rights and responsibilities and data ownership are likely to negatively influence the motivation to use data therefore negatively impacting the perceived option value.

**P6: Collaboration positively influences perceived option value of open data (motivation)**

We propose that data are used more if government actively engages and collaborates with external stakeholders in order to motivate private and public stakeholders to use data for various use and subsequent value generation. This collaboration can happen via public-private partnerships, hackathons or living labs or other types of formal and informal interactions between different stakeholders in the open data ecosystem.

**P7: The risk-free rate will negatively influence perceived option value of open data (motivation)**

The higher the risk-free rate, the more likely it is that money will be used for risk-less investment, rather than high risk investment. Therefore, high risk-free rate negatively influences the probability of investment and use and thereby the perceived option value of data.

**P8: Perceived option value of open data positively influences investment in MSPs.**

The higher the perceived option value of data, the more likely it is that intermediaries will invest in MSPs.

**P9: Investment in MSPs supports the generation of information, products and services based on data and therefore positively influences sustainable value**

Various stakeholders can provide information; products and services based on the data through these platforms and use the network and market mechanisms to generate valuable synergies. The more the data are used and the more synergy is created between the network mechanisms and market mechanisms that facilitate dissemination of information on the one hand, and data-driven products and services on the other, the more sustainable value will be generated and appropriated.

The model itself is presented in Figure 4.
Figure 4: Model of sustainable value generation in the open data ecosystem

The various enabling factors are like the “roots” of the open data ecosystem “plant” and their main role is to provide nourishment so that the seed-like data can grow into something of value. Each of these factors will influence the opportunity, ability, or motivation of stakeholders in the ecosystem to use data for value generation, thereby contributing to a larger set of potential outcomes and increasing variability, which will positively influence the perceived option value of data. If the perceived option value is high, stakeholders will be more willing to make the investments necessary to establish MSPs as data intermediaries, despite the inherent risks. The establishment of MSPs will furthermore contribute to the generation of sustainable value, as they allow for an interaction between diverse types of affiliated stakeholders and play the network and market mechanisms against each other to create synergies that contribute to the generation of social, environmental, and economic types of value.

VIII.7 Discussion

Our societies are changing fast, faster than many of us realize in the midst of things. The interaction between technological and social elements is a big driver in these changes, influencing not only our ability to generate value but also the way people perceive and think about value (which might at the individual level be more accurately described as *values*). We have not discussed these individual trends in depth here, but
suffice it to say that technology and network capabilities have come together to create vast amounts of data that are currently being transformed into information and used as a resource in new products and services by a multiplicity of stakeholders. This new data-driven ecosystem is highly dependent on unstructured many-to-many relationships where data and information are flowing through networks without any monetary transactions taking places, as opposed to the structured value chains of the industrial economy. Network capabilities have allowed for much more complex interactions between stakeholders, and old intermediaries have been cut out while new ones have been created. The new intermediaries are effectively playing the network mechanisms and market mechanisms against each other – using network externalities as a tool to generate the income which is necessary to sustain investments in people and technology, while simultaneously contributing to sustainable value.

In the context of this paper, we have used the term open data mostly for data generated and disseminated by governments, as they are currently the biggest distributors of open data in the world. We have proposed that openness is in itself an important enabler to the creation of sustainable value from data. Openness enables both generation and appropriation of value, not only by the organization that owns the data but also by external stakeholders. However, while openness of data might be a necessary condition for external stakeholders that want to effectively utilize the vast amounts of government data, it is insufficient on its own. Just as governments aim to provide the necessary infrastructure for efficient markets, they should be aware of the factors that are needed for a thriving data ecosystem. Such an ecosystem relies to a large degree on the generation of relevant information, which is further disseminated through network based mechanisms to generate value around society. The network mechanisms do facilitate the appropriation of value by society’s stakeholders but operate under different rules than the traditional market mechanisms.

We have made a few propositions about how sustainable value can be created and how multi-sided platforms are enabling such value generation, as they are not completely bound by rent-seeking; rather, they gain from stakeholders that together are addressing complicated societal challenges, previously the responsibility of governments alone. Governments have started to realize the power of these models which thrive on sharing and interactions, and are even creating their own platforms where public sector, businesses and citizens can meet and interact to create superior sustainable value (Janssen and Estevez, 2013). However, as in any complicated market, there are various challenges present. One barrier that has been identified in prior work on MSPs is the chicken-and-egg problem, describing the need to build up a sufficient number of
participants on one side of the platform in order to attract the other side, which, in the case of open data, is usually the paying side. In the case of government provision of open data, this translates to government attracting enough users to justify the investments required for making data open. When the users come, value will be generated – but the users will not participate unless they have a current perception of the future value to be gained.

The economics of real options help us conceptualize the worth of perceived future value by building on the same ideas that underpin the financial options markets: The limited risk and the unlimited upside as well as the ability to wait and see before striking the option. Using this type of thinking might help resolve the open data value paradox. If supplying open data is conceptualized as the act of writing an option that is handed out to all market participants, we gain a tool that can help us evaluate the potential gain, viewing unpredictability and variability as a positive factor rather than as a negative one and focusing on the flexibility provided as the data are out there when the company in question needs them. Trusting that the companies will value the option they are giving, governments can focus on making data more open and create a nurturing environment for interested stakeholders, which might in turn raise the option value even further. The potential users will eventually pay back, not only by creating jobs and paying taxes but by finding innovative solutions to some of our most pressing societal problems.

VIII.8 Limitations, Implications and Conclusion

The model presented in Figure 4 was created as a part of exploratory research focusing on the emerging phenomenon of open data. The goal is to uncover and visualize the complex relationship between open data, the enabling factors and barriers that can impact how much data are used and the resulting generation of sustainable value. The model has a number of limitations as such. The most obvious limitation is that a simple model will not do justice to the level of complexity in such a system. However, for conceptual clarity, we highlight only the societal level factors that are, based on our research and state of the art literature on open data, most important for our argument. Many of the constructs presented are highly dimensional, and these dimensions are also important for creating more depth in our understanding of the underlying relationships. It is important to delve deeper into the lower level mechanisms that can explain these high-level relationships, and we hope that this will be done in future research. A related limitation is that this model presents only the societal level relationships, while there are, of course, many factors at the organizational (or even
individual) level that will decide if, and what, companies decide to “strike the option” – for instance, their ability to make the necessary investments in technology and knowledge and their absorptive capacity (Jetzek et al. 2014a).

There are several implications for theory and practice. The first practical implication is for public organizations that are disseminating open data. In many cases, the necessary investments in people and technology have been based on the faith and belief that when open data as a valuable resource are made available, value generation will happen (the “if you build it they will come” argument). In other cases, such initiatives have been based on careful planning and business case evaluation, where the resulting (foreseen) value is transformed to a monetary equivalent and used to calculate Net Present Value (NPV). In both cases, the unforeseen or serendipitous future value generation that makes the act of open access so alluring is not explicitly evaluated, although this type of value is in many cases what drives these initiatives.

We suggest that it might prove helpful to governments to view the act of publishing open data as writing an option. Real options evaluation methods put value on flexibility and governments provide businesses with flexibility when they disseminate high quality data that the businesses can use whenever convenient. However, the company needs to wait for the right circumstances in their environment and in their organization. One easy way to visualize the potential future gains at the societal level is to create different configurations of the enabling factors that will result in low to high use of open data, resulting in a distribution of the value growth factors, from which the predicted future value of data can be calculated (a type of fuzzy set approach, see Lee and Lee 2011). This approach can make it easier to make the future value of open data more explicit, recognizing the potential without trying to foresee every possible use case that might result in tangible or intangible value generation in the future.

The second practical implication is for private firms that would like to utilize the torrents of available data to build a successful business. Not only is the business model of multi-sided platforms well suited to support free dissemination of information, it also creates an attractive marketplace for smaller companies that would like to use data to create data-driven products and services in order to make these products and services available to multiple users, without having the means to establish a platform of their own. While current MSPs range from relatively closed to relatively open, there is usually a degree of openness, as these platforms’ main function is to lead together a large number of users on both sides of the platform, benefitting both the information consumers and the information producers. The more open the platform, the more of the
value generated will benefit society - since, other things being equal, there will be more participants and more network externalities (Parker and Van Alstyne 2014).

We have contributed to knowledge about how use of open data can result in the generation of sustainable value by further extending the theory of multi-sided platforms to open data intermediaries. The use of this theory helps explain how multiple stakeholders can, through their dissemination and use of open data, create synergies that result in the simultaneous generation of social, environmental, and economic value – or what we conceptualize as sustainable value. Moreover, we suggest that by extending the simple logic that is used in economics of real options, we have theoretically supported the argument that the openness of data creates an opportunity for value generation and will accordingly positively influence perceived option value, as more variability of outcomes increases the likelihood of a favorable result. Drawing from the inherent chicken-and-egg problem that often inhibits investment in MSPs, we have looked at the open data value paradox, where the lack of use of data results in insufficient levels of openness and data governance, which then leads to less use. We propose that our model might help resolve this paradox.

In conclusion, we believe that the unique features of open data offer the potential for unprecedented generation of sustainable value. This turn of events, however, is not inevitable, and there are a number of different factors that governments and other participants in the open data ecosystem have to consider. These factors will contribute to the motivation, opportunity, and ability of individuals to use data for sustainable value generation. Our proposition is that when these factors are in place, both governments and other possible platform owners will start to perceive that the option value of data – reflecting the potential for future gain – is high enough for them to start investing in MSPs. These platforms will enable individuals to appropriate value from open data through consumption of information and information services. Smaller entrepreneurs will moreover gain the ability to create and market products and services to those individuals via these platforms. The two-sided markets business model will offer the ability to create a “Win-Win-Win” situation where governments, businesses and individuals all gain through a complex network of sharing and co-creating data, information, and information services for sustainable value. If the synergies between public/private and social/economic domains can be exploited in this way, we believe we have the potential for a quantum leap in increased productivity and social progress in the near future.
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