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Chapter 1

Introduction to the Thesis

S

1 . Introduction
The purpose of this introductory chapter is to discuss the relation between the

literature on exchange rate exposure - broadly defined as the relation between
exchange rates and the value of firms - and pricing of exchange rate risk, and the
chapters contained in this thesis, that is, to discuss where and how the chapters fit
in. In this context, this chapter contains a summary of the literature focussing
mainly on the empirical methods and results, since these are the common
denominator of the chapters. Naturally, surveys of the literature already exist, see
e.g. Talasmaki (1999). However, I feel that a survey will serve to clarify where and
how the chapters fit in and enhance the readabiﬁty of the thesis. The chapters are
written fairly independently and can by large be read as such, but the ordering of
the chapters to some extent reflects the evolution of the literature and hopefully
document the skills acquired during the enrollment in the Ph.D.- program at the
Copenhagen Business School.

This introductory chapter is organized as follows: Section 2 contains a
review of somerecent theoretical contributions, that have investigated how various
factors affect exchange rate exposure for firms operating in different markets.

Subsequently, section 3 reviews the foundations for the regression approach to

exchange rate exposure, which constitutes the common framework applied by a :




‘,‘

large number of contributions to the empirical research and“;\which is the point of .

departure for the second chapter of the thesis. Previous empirical research based
on the regression approach as well as on different augmentati;ons of this approach
is then reviewed in section 4 and 5, and section 6 summe'pizes chapter 2 and

chapter 3. Finally, section 7 contains a summary of chapter4 and chapter 5.

\

2 Various determinants of exchange rate exposure

The literature on exchange rate exposure is a branch of ﬁnancial economics
concerned with the sensitivity of the value of firms to excha!llge rate movements.
In the light of the increased volatility of exchange ra{tes since’ the beginning of the
seventies and the rapid globalization of the business environment over the past
decades, this issue has attracted substantial attentiop in acadkemic research and is
olatility of exchange

4

rates as compared with other macroeconofhic variables such as inflation and

a source of concern for corporations. In partic1411ar, the high

interest rates, implies that exchange rate movement can b‘e a major source of
uncertainty for firms, that can affect the value of firms and tﬂe cost of capital and
can have implications for the actions taken by firms, such ag hedging decisions.
Inthe literature a distinction is often made between accé)unting exposure and
economic exposure. Accounting exposure is the extent to \gwhich exchange rate
movements cause gains or losses on the accounting sltatementfs andis often divided
into translation exposure and transaction exposure. Translailtion exposure is the
effect of exchange rate movements on the home cuﬁency value of foreign assets
and liabilities, and transaction exposure generally denotes the balance of known
payments and receivables in foreign currency. However, the éoncept ofaccounting
exposure does not include effects of exchange rate movements on firm value that

are not directly recorded on the accounting statements. For example, exchange rate

movements may affect expected profits and hence the value of firms through

derivative

changes in expected demand for the product of the firm, through changes in the
actions of the firm because of movements in exchange rates etc., so that even firms
with no accounting based exchange rate exposure may be affected by exchange
rate fluctuations.

On a theoretical level several contributions have examined how various
factors affect economic exchangeféfé éxposure, often and hence also in this thesis
simply referred to as exchange rate exposure, for firms operating in different
markets. More recent models include Levi (1994), Marston (1996), Bodnar et al.
(1998) and Allayannis and Thrig (2000), among others. Although these
conﬁ‘ibutions apply somewhat different frameworks, the point of departure is
generally some form of present value model in which the value of the firm is
related to exchange rates. Following Marston (1996) and Bodnar et al. (1998), this

can be illustrated by expressing the value of a firm or a portfolio of firms, V, in

terms of a stream of present and infinite future cash flows, i.e. as v = ii

A+p)

,.where CF, is the cash flow of the firm, equal to after-tax profits plus net
investment and p is the discount rate. Assuming for simplicity that net investment

is equal to zero and that cash flows are constant from period to period, the present

, where Tt is after-tax profits. With

value can be expressed as vV =

constant discount rate, exchange rate exposure can then be expressed as the

, where S is the exchange rate. In this context exchange

rate exposure is proportional to the derivative of current profits with respect to the
exchange rate.
While the different models generally are based on some form of present

value framework like the above, the contributions differ along a number of
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dimensions, both with respect to the assumptions regarding on which markets the. "

firms operate, the competitive setting, the focus on different féctors that influence
exposure and the solution techniques applied. With respectzto the assumptions
regarding on which markets the firms operate, several authors have considered the
case of an exporting firm, that either produces all of its produfcts at home without
imported inputs, cf. for example Levi (1994), or that iirnportS s?ome ofits inputs for
production, cf. for example Marstqn (1996) and Bodnaretal. ( 1 998). Furthermore,
Levi (1994) also considers the case of an importing ﬁrm which buys a
homogeneous product in different foreign markets énd sellsl the product in the
home country, and Marston (1996) and Bodnar ct al. (1998) inc!zorporate an import-
competing firm with cost based in the home currency%in their zfinalysis. Allayannis
and Thrig (2000) focus on neither exporting nor importing firms, but rather
consider a firm that uses imported intermediate inputs and§ capital to produce
output for sale both domestically and abroad.l | As for the com;pe/titive setting and
the focus on different factors that influence exposure, Levi (ﬁ994) considers an
exporting and an importing firm separately, allowiﬁg the demand elasticity and
other variables to vary in each case. Marston (i996) and Bjodnar et al. (1998)
primarily focus on a duopoly setting, where the expoﬁing ﬁ@ competes with the
local firm on the foreign export market and whete there is some degree of
subsfitution between the products of the two firms. While Mar‘éton (1996) stresses
the importance of the competitive structure of the industry in. which the firm
operates and derives the effect of exchange rate movements on the value of firms
under different forms of competition, such as Cournot competition, Stackelberg
leadership either by the exporting firm or by the local firm and in the situation,
where each firm takes the output response of the other firms into account when

formulating its own output decisions, i.e. the case of consistent conjectures,

" Bodnar et al. (1998) primarily focus on the relation between exchange rate

exposure and pass-through, linked through the degree of product substitutability.

Allayannis and Ihfig (2000) treat the firm as a monopolist and highlight three
channels of exposure, i.c. through the competitive structure of the markets where
final output is sold, through the interaction of the competitive structure of the
export market and the share of production that is exported and through the
interaction of the competitive structiite of the imported input market and the share
of production that is imported. Finally, with respect to the solution techniques
applied, Marston (1996) and Bodnar et al. (1998) use specific functional forms for
the demand or utility functions, which are applied to reduce the exposure, profit
and pass—through equations to exogenous parameters, and Allayannis and Thrig
(2000) encompass the output of other firms’ in the values of markups, revenues
etc. ‘

The different assumptions invoked in the various theoretical models imply
that the exact relation between exchange rates and firm value naturally varies with
the assumptions made regarding on which markets the firms operate, the
competitive setting, the focus on different factors that influence exposure as well
as the solution techniques applied. Since the relation between firm value and
exchange rates is quite complex and potentially influenced by numerous factors,
I have chosen to conduct the discussion of variables-that inﬂuencé exchange rate
exposure in the context of exporters, importers and import-competing firms,
respectively.

As for the case of an exporter, consider - as a point of departure - a
monopolistic firm which exports its product and imports some of its inputs‘ for
production. In this case,r a depreciation (appreciation) of the home currency
increases (decreases) the value of the firm, and exchange rate exposure is

proportional to the level of the net revenue based on foreign currency, cf. Marston

(1996). More generally however, the extent to which the value of an export firm
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increases (decreases) with a depreciation (appreciation) of the home currengy
depends on a number of factors, such as the elasticiity of deland, possibly related
to the degree of competition, cf. for example Le\;i (1994), Marston (1996) and
Bodnar et al. (1998). With some degree of competition with local firms in the
foreign export market, the extent to which the exporter is exposed to exchange
rates depends on the degree to which the exporter is able to c]ﬂange prices when the
exchange rate changes. If the demand elasticity %is high, the exporter will be

relatively unable to counteract the effect of exchange rate changes on firm value

through a change in the price on the foreign export market,3 and the exporter will

be more exposed to changes in exchange rates, as compared with a situation where
demand is less elastic. That the degree of exchange rate explosure for an exporter
is related to the elasticity of demand and the price response of the firm, is also
highlighted by Bodnar et al. (1998). In particular, the model {n Bodnaret al. (1998)
captures two different impacts of an excﬁange rate char{ge on the exporter’s

profits, namely the impact on profits on the original profit mlargin, which includes

both the effect on the domestic currency value of total exper;iditures and the effect

. R .
on the exporter’s market share, and the impact on the domestic profit margin,

partly induced by a less than proportionate effect of exchanée rate changes on the

" exporter’s price in foreign currency, i.e. by less than full ﬁ)ass—through, cf. also

Knetter (1994). In this framework, there is an inverse relation between pass-

through and exchange rate exposure measured as a percéntage of firm value, -

linkéd through the degree of product substitutability. Specifically, a higher degree
of substitutability of the product between the exporting and the import-competing

- firms’ products raises the elasticity of demand faced by the: exporter, resulting in

a lower degree of pass-through of exchange rate changes into foreign currency
prices. On the other hand, since an increase in the demand elasticity results in

lower markups and smaller profits, a higher degree of product substitutability

6

increases exchange rate exposure measured as the percentage of firm value,
resulting in an inverse relation between exposure and pass-through. Somewhat

similar results are derived by Allayannis and Ihrig (2000), who show that

industries characterized by a higher degree of competition on the foreign export ‘

market, corresponding to industries with low markups on the export market, are

more exposed to exchange ratefgiﬁafzements. Apart from the above mentioned
channels, factors such as the cost structure of the firms, the location of production
facilities and more generally the amount of foreign currency denominated
liabilities etc. also influence the extent to which exporters are exposed to exchange
raté movements. In particular, an exporter can dampen exchange rate exposure by
having cost denominated in the foreign currency. In the case where the exporter’s
foreign currency-denominated liabilities are equal to the present value of the after-
tax foreign currency profit in the particular export market, times the demand
elasticity on that market, exchange rate movements do not impact on the value of
the firm, cf. Levi (1994).

Considering the case of an importing firm which buys a homogeneous
product on different foreign markets and sells the product in the home country,
Levi (1994) shows that a depreciation (appreciation) of the home currency
decreases (increases) the value of the firm, provided that the firm operates where
demand is sufflciently elastic. Furthermore, parallel to the case of an exporting
firm, the more elastic the demand is, the larger is the extent to which the value of
the importing firm decreases (increases) with a depreciation (appreciation) of the

home currency. Although -Allayannis and Ihrig (2000) do not focus on pure

importers, they relate exchange rate exposure to the interaction between the

competitive structure of the imported input market and the share of production that

is imported. Specifically, Allayannis-and Ihrig (2000) argue that, other things

being equal, firms with a higher share of imported inputs and a larger elasticity of




demand for imported inputs are affected more negatively by a depreciation of the,

home currency. As for the case of an import-competing ﬁrrﬁ, with both revenues
and costs based in its own currency, Marston (1996) shows t’hat when the demand
curve is downward sloping, a depreciation (appreciation) 0&’ the home currency

increases (decreases) the value of the firm.

|
|
|

3 Measuring exchange rate exposure
In the empirical literature exchange rate exposure is cor+monly estimated by

applying various specifications of the regression approach sdggested by Adlerand
Dumas (1984), ¢f. Jorion (1990), Bodnar and Gentr;ir (1993), L&mihud (1994), Levi
(1994), Khoo (1994), Choi and Prasad (1995), Allayanms (1996) Donnelly and
Sheehy (1996), Chamberlain et al. (1997), Chow et al (1997) Allayannis (1997),
Miller and Reuer (1998), He and Ng (1998), Talasmak1 1(1999), Friberg and
Nydahl (1999), Allayannis and Ofek (2001), Williamson (%001), among others.

Since expected exchange rate movements presumably already are incorporated into

present values, the regression approach captures the contemporaneous correlation

between market values and unexpected exchange rate changes illustrated by the
followm gexample'. Assume for simplicity a world with two eunencxes US dollars

and French francs. Furthermore, assume that the exchange rate vis-a-vis France is

random, and that a representative US investor expects with certainty to receive -

1.000 franc in three months from today. Since 1.000 franc represent the sensitivity

of the future dollar value of the franc balance to variations in the exchange rate,

the investors exposure to exchange rate variations on the tafget data three months
away is 1.000 franc. This corresponds to the regression coefficient on the future

dollar value of the franc position in a regression of that positien on the exchange

1 Cf. Adler and Dumas (1984), p. 44- 45.
8

rate. To see this, assume for simplicity, that there are three possible future states

of nature. From the view point of time t=0 to the future target date, the dollar value

of the French asset is uncertain and uncertainty is captured by the fact that one out -

of three possible states of nature, subscribed by s, will occur. In each state the
French asset will have a franc price denoted by P,*, in this example 1.000 franc in
each state. The exchange rate, S,»fs:"'ifneeﬁain and will take on different values in
each future state of nature. Therefore, the dollar value of the French asset, P=S.P",

is random. In particular, assume that each state is equally likely to prevail, i.e. that

the state probability is 1/3, and that S; = 0.25, S, = 0.225 and S, = 0.20. The

exafnple is illustrated in Figure 1.

Figure 1: The Dollar Price of a Risky Foreign Asset in Three States of Nature

French Exchange US Dollar
Franc Rate: S, Price: S,P*=P,
Price: P *
/ P,*=1.000 FF ---- S,= (1Y X J— S,P*=250$
Time 0—————— P,*=1.000 FF ---- S,= 0.225 ------- S,P,*=225§%
P,*=1.000 FF ---- S;=0.20 ------- S;P,* =200 §

Source: Adler and Dumas (1984).




Consider the linear regression of P on S, i.e. P = a i bS + e, where b=
Cov(P,S)/Var(S). Cov(P,S) =X p,(P,- P )(S,- S), where p,is the probability of state
s, P, is the dollar price in state s, P =Y p.S. P,  and S= Y.p,S{. Applying the figures
from above, S = 0.225 and P =225 = 10008, so that Cov(I%’,S) =0.416. Var(S) =
Xp.(S; - Sy = (2/3)(0.000625), so that b = Cov(P,S)/Var(S) = 1.000, which is the
representative investor’s exposure to exchange ra‘;e variatﬂ‘ons at the target date.

More generally, consider arandom dollar price, P, of arisky asset on a given
future date’. The number of states of nature, k, is finite wit}:h kﬁown probabilities.
In a given state, k, the outcome P, is associated with a vector of state variables, S,
= {S,,--..S, },- Exposure of P to S; is then defined els E(GP/(?S;), i.e. as the current
expectation, across future states of nature, of the ﬁartial ser';lsitivity of Pto S, the

effects of all other variables held constant. Assuming that P and S are jointly

normal, E{GE[g(P)[S1/0S} = cov[g(P),S]/vax(S) = E[g'(P)jb

pls >

where g(P) is a
contingent claim on P, S is the single sté;;e variable and bys

coefficient of P on S, cf. Rubinstein (1976) and Adler and‘} Dumas (1980). Since
g’(P) =1, E(oP/3S;) = E{GE[(P)|S)/6S;} = cov[Si,P|§]/var(Si)= b

is the regression

bstils » Where b
is the partial regression coefficient on S; iri a regression of Pon S. In other words,
exchange rate exposure can be measured as the coefficient of the purchasing power

variable in a linear regression of an asset’s future domestic-currency market price

- on the contemporaneous foreign exchange rate’. The approach decomposes the
probability distribution of a risky asset’s domestic currency price at a future instant

_ into two parts: one part that is correlated with the exchange rate and another part

2 This paragraph follows the appendix in Adler and Dumas (1984).

3 Extending the regression approach suggested by Adler and Dumas (1984) to a set-
ting with many currencies, Schnabel (1989) subsequently proves that exchange rate exposure
can be measured within a multiple regression model.
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that is independent of the exchange rate. As noted by Adler and Dumas (1984),
this decomposition does not imply any causal relation, since market values and
exchange rates are endogenously determined.

According to the regression framework proposed by Adler and Dumas
(1984), exchange rate exposure is estimated by the slope coefficient in a linear
regression of the value of a firm.oria portfolio of firms on exchange rates, and the
various empirical applications of the approach include changes in stock values as
a measure of changes in the value of firms as well as changes in exchange rates.
In the majority of empirical studies, exchange rate exposure is estimated on
moni:hly data, cf, among others Jorion (1990), Bodnar and Gentry (1993), Khoo
(1994), Choi and Prasad (1995), Donnelly and Sheehy (1996), Allayannis (1997),
Miller and Reuer (199é), He and Ng (1998), Friberg and Nydahl (1999),
Allayannis and Ofek (2001) and Williamson (2001), applying either nominal
variables, cf. for example Bodnar and Gentry (1993), Khoo (1994), Chamberlain
et al. (1997), Friberg and Nydahl (1999) and Allayannis and Ofek (2001) or real
variables, cf. Levi (1994), Allayannis (1997), Miller and Reuer (1998) and
Williamson (2001). A rationale for using real variables is that both changes in
nominal exchange rates as well as movements in prices may affect exchange rate
exposure. Furthermore, if the law of one price-holds, then exchange rate
fluctuations are exactly offset by price movements, and exchange rate risk
vanishes, cf. for example Shapiro (1975). On the othef hand, an argument. for
applying nominal variables is, that since nominal exchange rates are readily
observable, it is less demanding to assume that the financial markets correctly
observe nominal exchange ratés, as compared with real exchange rates, cf. Bodnar
and Gentry (1993). However, while the distinction between real and nominal

variables may matter in principle, the high monthly volatility in exchange rates as

11
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compared with the monthly variability in inflation rates, implies that most of the
monthly movements in exchange rates cannot be accounted for by inflation rates,

cf. also Mark (1990). As a result, similar results are typically obtained using

nominal or real variables, cf. Aﬁlihud (1994), Choi and Praéad (1995) and Friberg .
and Nydahl (1999), and the discussion contained in Jorion (1990), Chamberlain

et al. (1997) and Allayannis and Ofek (2001), among others

: |
4 Exchange rate exposure in the United?States ;
For firms on the stock market in the United States, previous rgsearch have applied
various specifications of the regression framework to invesftigate the significance
of exposure and various factors that influence ekposure, ion market-index data
(Adler and Simon (1986) and Ma and Kao (1990)) or for:‘ particular samples of
industries or firms, including multinationals (Jonon (1990) and Choi and Prasad

(1995)), large exporters (Amihud (1994)), ﬁrms in the 1ndustry with the highest

: net-export to sales ratio (Allayannis (1996)), non-financial firms (Allayannis and

Ofek (2001)), firms in the automotive industry (Williamson (2001) and Allayannis
(1996)), manufacturing firms (Miller and Reuer (1998) aﬁd Allayannis (1997)),
banking institutions (Chamberlain et al. (1997)) and broadér sample of industries
(Bodnar and Gentry (1993)). ‘

However, these studies have met limited success in documenting significant,

cdntemporaneous exchange rate exposure. Specifically, Jorion (1990) finds that.

‘only about 5 percent of a sample of 287 multinational firms are significantly

éxposed, Amihud (1994) finds no significant exposure for a sample of the largest
exporters and Allayannis (1996) only finds limited evidence of significant,
contemporaneous exposure for the industry with the highest net-export to sales
ratio, i.e the electronic computers industry. Somewhat stfonger evidence of

significant exposure for the stock market in the United States is provided by Choi

and Prasad (1995), who find that about 15 percent of their sample of multinationals
are significantly exposed. Furthermore, Bodnar and Gentry (1993) show that'll
out of a sample of 39 industfies in the United States have exposures that are
statistically significant, Miller and Reuer (1998) find that 13-17 percent of their
sample of manufacturing firms are significantly exposed, Chamberlain et al. (1997)
document significant exposure foff‘"‘11'47‘-30 percent of firms in a sample of bank
holding companies and Williamson (2001) finds significant exposure for a sample
of automotive firms in the United States. With respect to factors that influence
exchange rate exposurle, several studies have found that a higher ratio of foreign
sales; to total sales implies a stronger, contemporaneous correlation between a
depreciation (appreciation) of the dollar and an increase (decrease) in stock market
values, cf. among others Jorion (1990), Bodnar and Gentry (1993), Amihud
(1994), Allayannis (1997), Williamson (2001) and Allayannis and Ofek (2001).
Bodnar and Gentry (1993) and Allayannis (1997) show that a higher import ratio
implies a more pronounced correlation between an appreciation of the dollar and
an increase in stock market values. In addition, Williamhson (2001) finds that
foreign production decreases exposure, consistent with the idea that an exporter
can counteract the sensitivity of the cash flow to exchange rate movements by
having costs denominated in the local currency, cf. also Miller and Reuer (1998),
and that the nature of éompetition is an important determinant of exchange rate
exposure, as pointed out on a theoretical level by Marston (1996). Allayannis and
Ofek (2001) show that the use of derivatives signiﬁc;mtly reduces exposure and
find evidence in support of the hypothesis that firms use derivatives and foreign
debt as 'a hedge against exchange rate movements, providing one possible

explanation for the limited success of the previous research in finding significant,

contemporaneous exposure for firms on the stock market in the United States.




4.1 Time-varying exchange rate exposure ; '
Since the numerous factors that may influence exchange rate exposure are no

constant through time, several authors have cor?xjectured that exchange rate
exposure may be time-varying, cf. Jorion (1990), Levi (1994), Amihud (1994),
Allayannis (1997) and Williamson (2001), among others. Ir!i particular, based on
an ex-ante division of the sample period into different sub:periods, both Jorion
(1990) and Amihud (1994) find that the sign as well ag the significance of
exposure are different in the various sub-periods, aﬁd Williamson (2001) relates
evidence of time-varying exposure in the automotive indus}try to changes in the
competitive structure of this industry. Furthermore; Allayatimis (1997) is able to

reject the hypothesis that exchange rate exposure is constant/over time and argues

that the time-varying exposure is driven by the shares of imports and exports in

total production, cf. also the considerations cgntain‘ed in Lefvi (1994).

i
i

4,2 Augmentations of the regression approach :

In addition to investigating diffcrent aspects of contemporaneous exchange rate

. . . e ] ‘
exposure, such as various determinants and the time-variation of exposure, several

authors have augmented the regression approach; either :by including lagged
exchange rate changes, cf. for example Amihud (19§4), Bartov and Bodnar (1993)

and Allayannis (1996), or by accounting for the cbrrelatioh between exchange
|

rates and interest rates over different horizons, that may influence the relation

between stock market values and exchange rates, cf. Chow et al. (1997).
‘Whereas Amihud (1994) only finds weak evidence of a relation between
exchange rate movements at time t-1 and stock market values at time t, Bartov and
Bodnar (1993) and Allayannis (1996) find that lagged exchange rate chang.es are
a significant, explanatory variable. According to these authors, this suggests that
investors make systematic errors when characterizing the relation between firm

value and exchange rates, possibly due to the complex set of issues involved in

14

evaluating this relation. It is only when information about the past performance of
the firm is made available, that investors learn the full impact of exchange rate
movements on firm value, suggesting another possible explanation for why
previous research has meet limited success in finding significant, contemporaneous
exchange rate exposure for the stock market in the United States.

Applying the regression ﬁamef\a;grk on various horizons, Chow etal. (1997)
find no significant exchange rate exposure on short horizons, but find that a
depreciation of the exchange rate is significantly correlated with an increase in
stock market values on longer horizons. In order to explain these findings, Chow
et al. (i 997) argue that the relation between stock market values and éxchangg
rates may be influenced by the correlation between exchange rates and interest
rates. If exchange rate movements are correlated with changes in interest rates, it
is important to account for the associated change in interest rates, in order to
separate the relation between stock market values and exchange rates from the
associated interest rate induced changes. Accounting for the correlation between
exchange rates and interest rates, Chow et al. (1997) find that a current
depreciation of the exchange rate is accompanied by a decrease in current and
future interest rates. In isolation, the decrease in cﬁrrent and future interest rates
should tend to increase stock ‘market values on short and on longer horizons.
However, Chow et al. (1997) find that a depreciation is correlated with a decrease
in cash flows on short horizons and with an increase in cash flows on longer
horizons. Therefore, the interest rate and cash flow effects are offsetting on short
horizons and complementary over long horizons, explaining the observed pattern

of exchange rate exposure over different horizons.




5 Exchange rate exposure in other countries than the United States
Although exchange rate exposure has been most extensively investigated for firms

on the stock market in the United States, an increasing arr]‘lount of research has
been conducted for stock markets in other countries, including Japan (Bodnar and
Gentry (1993), Chamberlain et al. (1997), Williamson (2001) and He and Ng
(1998)), Canada (Bodnar and Gentry (1993)), All\stfalia (th!)o (1994)), the United
Kingdom (Donnelly and Sheehy (1996)), Finland j(Talasmzi‘iki (1999)) and broad
samples of countries, cf. Friberg and Nydahl (1999), among others.

Overall, these studies have had somewhat r@ore succ%ess in documenting a
significant, contemporaneous relation between stock market values and exchange
rates, compared to the research conducted for firms in the i’nited States. He and
Ng (1998) find strong evidence of contemporaneoils exchapge rate exposure for
multinationals in Japan, and Williamson (2001) finds tha% automotive firms in
Japan are contemporaneously exposed to exchan ge rate movements Furthermore,
Bodnar and Gentry (1993) find that 35 percent of the J. apaneTcze industries included
in their sample are significantly affected by exchange rate‘movements, whereas
Chamberlain et al. (1997) only find weak evidence of sign]jiﬁcant exchange rate

exposure for Japanese banking institutions. EVideIilCC of significant,
contemporanecous exchange rate exposure has also been doéumented for firms on
the stock market in the United Kingdom, cf. Donnely anél Sheehy (1996), for
companies in Finland, cf. Talasmaki (1999) and for firms ol‘n the stock market in
Canada, cf. Bodnar and Gentry (1993). Khoo (1994), however, only finds weak
evidence of exchange rate exposure for a sample of mining cémpanies in Australia.

In line with the findings for firms in the United States, some of these studies
have found that a higher ratio of foreign sales to total sales implies a stronger,

contemporaneous correlation between a depreciation (appreciation) of the home

" currency and an increase in stock market values, cf. Bodnar and Gentry (1993),

Williamson (2001) and He and Ng (1998), and that a higher import ratio implies
amore pronounced cotrelation between an appreciation of the home currency and
an increase in stock market values, cf. Bodnar and Gentry (1993). Also in line with
the findings for firms on the stock market in the United States, Williamson (2001)
finds that foreign production decreases exposure and that the nature of competition
is an important determinant of expéé’ifré for the sample of automotive firms in
Japan. Furthermore, He and Ng (1998) find that the extent to which their sample
of Japanese firms are exposed to currency fluctuations can be explained by factors
that proxy for firms hedging incentives.

Also extending the evidence of time-varying exposure to stock markets in
other countries than the United States, both Donnelly and Sheehy (1996) and
Talasmaki (1999) find that eprsure is different in various sub-periods, and relate
the time-varying exchénge rate exposure to changes in exchange rate regime.
Finally, in the light of the findings for firms in the United States, several studies
augment the regression approach by including lagged exchange rate movements,

and find some evidence ofa relation between exchange rate movements at time t-1

and stock market values at time t, cf. for example Donnelly and Sheehy (1996),
He and Ng (1998) and Talasmaki (1999).




6 Chapter 2 and Chapter 3 \

The topics of chapter 2 and chapter 3 of the thesis are closely related to the |

empirical research reviewed in the previous sections. Therefore, it seems natur

to summarize these chapters here.

6.1 Chapter2: Exchange Rate Exposure in a Regime-Switching Model:
This chapter contributes to the literature by incorporating the regression approach |

suggested by Adler and Dumas (1984) in a regime-switching model developed by?%

contemporaneous relation between exchange rates and stock market values in

Denmark. Incorporating the regression approach in a regime-switching model is |
motivated by preliminary evidence, indicating that the conte‘i:mporaneous relation |

between stock market values and exchange ratés in Denmark:?is unstable over time. §

1

However, rather than ex-ante dividing the sample into différent sub-periods and
|

applying the regression approach to these different sub-peﬁods, cf. for example

, Williamson (2001), Donnelly and Sheehy (1996), :Talasma;ki (1999) and Jorion | -
(1990), the view of this paper is that in the light of the numerous factors that £
potentially might influence exchange rate exposure and hence also induce
exchange rate exposure to change over time, it is not poss‘ible ex-ante to know g
when the relation between stock market values and exchanég rates might change. ' o
Therefore, instead of ex-ante dividing the sample period into ‘different sub-periods

and apply the regression approach to these different sub-periods, the approach

followed in this paper is to let the data determine if and when possible changes in
the contemporaneous relation between stock market values and exchange rates
occur. By incorporating the regression approach, that has been widely applied in
the empirical research on exchange rate exposure, in a two-state regime- switching

model developed by Hamilton (1989,1990), this approach allows for the existence

18

Hamilton (1989,1990) and by applying this fpameworl‘< to investigate the |

'ifferentregimes governing the contemporaneous relation between stock market ‘
ues and exchange rates, without imposing any supposed a priori knowledge

ut the timing of possible changes in regime. Within this framework, the

stant, the regression coefficient as well as the residual variance are allowed to ‘
end on the regime, and what regime applies at any given point in time is

erned by a stochastic state variable: ‘

In the paper the approach is applied to monthly observations on the Danish !
ock market index and the trade-weighted exchange rate in the period from 1979
51999, The findings are, that there exist two persistent regimes governing the
comemﬁoraneous relation between stock prices and exchange rates. In fhe first
short lived regime, there is no significant, contemporaneous relation between
exchange rates and stock prices, whereas the relation is highly significant in the
second and longer lasting regime, where a depreciation (appreciation) of the trade-

" weighted exchange rate is significantly correlated with a contemporaneous

iz

increase (decrease) in the stock market index.

6.2 Chapter 3: On the Dynamic Interaction‘Between Exchange Rates,
Interest Rates and Stock Market Values
. While chapter 2 in the thesis stays close to the tradition in the- literature on

exchange rate exposure by including exchange rates as the only independent i
variable, this chapter adds interest rates to data on exchange rates and stock market l
values and empirically investigates the dynamic interrelation between these

variables by means of innovation accounting in a vector autoregressive model. The !
purpose of including interest rates alongside with exchange rates and stock market
values is to account for the correlation between interest rates and e?(change rates,
that may influence the observed correlation between exchange rates and stock

market values, cf. also Chow et al. (1997), and thereby provide a first step in the
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N . , [
direction of a more comprehensive picture of the relation between exchange ratgs,| - . .
‘ MY hether or not the direct exchange rate effect dominates the exchange rate

and stock market values. : . . )
ciated interest rate effect. If the direct exchange rate effect dominates the

In particular, with some degree of correlation between exchange rates and,
ange rate associated interest rate effect,

L av
interest rates, an observed relation between stock market values and exchange rate | s <0.However, when the exchange

movements may either be induced by a change in exchange rates or by a change ‘
associated interest rate effect dominates t irect
ininterest rates. In the first case, an observed relation between stock market values.: g a he direct exchange rate

and exchange rates may both reflect a direct exchange rate effect and an exchange: ect,‘%/ >0. Differentiating partially with respect to the interest rate

rate associated interest rate effect, and in the second case, the direct interest rate;

1 ldrdS . Sy .
o dg yrl where the first term on the right hand side is the direct

effect may be accompanied by an interest rate associated excﬁange rate effect. In;

the context of a present value framework, allowing exchange rates and interest |

rates to be correlated and applying the interest rate as a proxy for the discount rate, erest rate effect and the second term is the interest rate associated exchange rate

, 1 X ot Consider the case wh i i i i i
the value of a firm or a portfolio of firms, V, can be expressed as V = —(—57:( () where an increase in the interest rate is correlated with

E

-

. dS . VI
, preciation, i.e. ar <0. Then, ifan appreciation is correlated with a decrease
, where r denotes the interest rate and m is profits net of taxes. The exchange rat

S, is defined so that an increase (decrease) is a depreciation (appreciation av
] ’ ﬁts ir —< 0. If, on the other hand, an appreciation is correlated with an

v | 1dar  ldm
Differentiating partially with respect to the exchangerate, 55 7~ 7 as ™ T+ s, whe

. . av )
! ase in profits, the sign of I depends on whether or not the direct interest
. _ . . r
the first term on the right hand side is the exchange rate associated interest ra

effect and the second term is the direct exchange rate effect. Consider the cas effect dominates the interest rate associated exchaﬂge rate effect. When the

o ) Lo . dr ect interest rate effect dominates the interest rate associated exchange rate
where a depreciation is correlated with a fall in interest rates, 1.e. s <0.Inth £

4y
t, o < 0. However, when the interest rate associated exchange rate effect

case, the exchange rate associated interest rate effect isj positive. Then, if

o v
minates the direct interest rate effect, o >0.

e . . . dv .
depreciation is correlated with an increase in profits, 71—S~> 0. However, if.
r

av
depreciation is correlated with a decrease in profits, the sign of s depends 6
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In the literature on exchange rate exposure only aifew contributions,

including Friberg and Nydahl (1999) and Chow et al. (19197), account for a

potential correlation between interest rates and exchange rates% that may influence

‘Chow et al. (1997), who find that exchange rate movements have long run caslh ‘

}ﬂow effects. However, since data on cash flows are not available and since
|

industrial production should proxy for cash flows in a discounted cash flow

the observed correlation between exchange rates and stock market values. In the Ck . . .
‘ i amework, industrial production is applied as a proxy for aggregate cash flow, cf.

context of contemporaneous exchange rate exposure of nationa! stock markets, -l .
a .S(.)’Ch01 et al. (1999). Including monthly observations on interest rates and the

Friberg and Nydahl (1999) find that inclusion of the interest rate as an explanatory 4 bila . -
’ ilateral exchange rate vis-a-vis the United States alongside data on stock market

variable in the regression framework suggested by Adler and Dumas (1984) tends :‘» i . .
: values the main findings of the paper are, that an increase in the interest ratte

to decrease the significance of the coefficient on the exchange rate, and argue that ’ : .
1 induces an appreciation of the exchange rate and that the correlation between

this probably reflects that the exchange rate and the 1nterest rate are affected by the § i
! interest rates and exchange rates results in a prolonged fall in the return on tle N -

same domestic shocks, implying multicollinarity. Also w1th1n the framework of a - ok )
0c market, approximated by the percentage, monthly change in the stock market ;

regression model, Chow et al. (1997) find no significant exchange rate exposure § ;
Furthermore a depreciation of the exchange rate does not induce ja |

on short horizons, but find that a depreciation of the exchange rate is 51gn1ﬁcant1y :
» consrstent change in the interest rate, but results in an increase in the return on the

correlated with an increase in stock market valyes on longer honzons Chow etal. |

(1997) argue, that these results are due to the offéettmg respectively §
complementary effect of the correlation between exchange rates and interest rates |

on stock market values on different horizons, cf. also the discussion contained in i
section 4. (

As opposed to the previous literature, however, this paper investigates the
dynamic interactions between interest rates, exchange rates and stock market '
values by means of innovation accounting in a vector autoregresswe model, rather §
than including the interest rate in a regression framework This approach makes
it possible to explicitly trace out the dynamic effect on stock market values §
induced by changes in exchange rates and interest rates,‘;[respectively, and to
decompose the forecast error variance explained by innovat‘ions in each variable.

As for data on stock market values the paper applies monthly observations 4
on both the stock market index and 1ndustr1al production. Inclusion of industrial |

production in addition to the stock market index is motlvated by the results in 3
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in interest rates, allowing exchange rate movements to constitute an independent

i

source of risk in relation to interest rates.

7 Pricing of exchange rate risk
While chapter 2 and chapter 3 in the thesis 1nvest1gate dlfferent aspects of

exchange rate exposure for the sample of firms Jisted on the Danish stock

exchange, chapter 4 and chapter 5 investigate whether exchange rate movements

are a priced factor on the Danish stock market, on an sector level and on a firm
|

level, respectively. ‘ [

In a frictionless world with complete markets, the Modigliani-Miller |

Theorem suggests that investors do not necessarily need to be ‘compensated for the

risk of exchange rate changes, if this source of risk can be diversified away. In 1‘

|

such a frictionless world, shareholders can choose their own preferred risk profil

given differences in exchange rate exposure of various sectorg in the economy. On

|

the other hand, the arbitrage pricing theory suggests that in atl economy described
by a number of pervasive factors, these factors might be pri({;ed in the sense that §
firms are required to pay investors for the risk of exchange rate changes, or - 2

equally - investors will be willing to pay a price to avoid the risk associated with ,

1

movements in exchange rates. Whether or not exchange rate r;isk is a priced factor :
is an important question, since it might have implicetions foir the cost of capital. B
In particular, if exchange rate risk is priced, investors mightE be willing to pay a
price to avoid the risk associated with movements in exchange rates, and firms 1

might be able to decrease the cost of capital by hedging agamst exchange rate

fluctuations.

In the literature several contributions have investigated whether or not '
exchange rate risk is priced on national stock markets, cf. among others Jorion §

(1991), Brown and Otsuki (1990) and Choi, Hiraki and Takezawa (1998). Jorion |

24
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|

\
”lf1991) finds that while the relation between stock returns and the value of th'e

dollar differs systematically across industries in the United States, the empirice{il
evidence does not suggest that exchange rate risk is priced on the stock market 1n
fhe United States. Investigating the effect of macro-economic factorsin the pricing
of apanese securities, Brown and Otsuki (1990) find that exchange rate risk is not
priced in Japan, whereas Ch01 leakl and Takezawa (1998) more recently have
provided evidence that exchange rate risk is priced on the Japanese stock market.
In chapter 4, the pricing of exchange rate risk in Denmark is investigated on

|
ector level. In order to investigate whether exchange rate risk commands a I‘ISk

"prermum on the Danish stock market, two factors are employed in the chapter, i. e

the market and innovations in the exchange rate orthogonal to the market. Within

_ this framework, the issue is whether the premium on exchange rate changes i is

gmﬁcant i.e. whether changes in exchange rates are priced in a manner
nslstent with the APT-model. In the paper, time-series on excess returns are
nstructed by subtracting the risk-free rate of return f‘rem the monthly rate Qf
ar é, in the stock market index and from the monthly rate of change in the stoei<
for six different sectors, respectlvely, cf. also McElroy and Burmelster
988) ’and Jorion (1991). With respect to innovations in the exchange rate, the

per apphes two different measures, namely the monthly rate of change in thﬁe

elghted exchange rate and in the bilateral exchange rate vis-a-vis th‘e

ed States. To avoid spurious pricing of the exchange rate factor because of
ssible correlation with a priced market, the exchange rate exposure orthogonal
he (market is estimated for six different sectors in the economy. When
tions in the trade-weighted exchange rate orthogonal to the market are
ied; the sign of exchange rate exposure varies across sectors but.the exchang?e
ta is not significant on a conventional level for any of'the sectors. Applyin&g

Xchange rate vis-a-vis the United States, however, the exchange rate beta is
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i
significant for shipping, where a depreciation (appreciation) of the exchange rate »»,

vis-a-vis the United States is correlated with an increase (déecrease) in excess
returns. Since the exchange rate beta is only significant on a sector level when the
exchange rate vis-a-vis the United States is applied, the model is implemented with

the market as the first factor and the exchange rate vis-a-vis the United States -

purged of the influence of the market - as the second factor. Estimating the system

as an iterated nonlinear seemingly unrelated regression model, the unconditional
risk premium attached to exchange rate exposure is found to be positive and
significant at a ten percent level. The positive and significant exchange rate price
coefficient indicates that firms with a positive exchange rate exposure - i.e. firms
for which a depreciation of Dkr. vis-a-vis the United States is correlated with an
increase in returns - are expected to have a higher rate of return relative to firms
that are not exposed to fluctuations in the exghange rate vis-a-vis the United
States. In other words, a positive exchange rate éxposure is a source of higher risk
and higher expected return. These resﬁlts are in contrast to the findings for the
stock market in the United States, cf. Jorion (1991). Since the pricing of exchange
rate risk on the Danish stock market implies that firms are required to pay
investors for the risk of exchange rate changes, then - by the same token - investors
will be willing to pay a price to avoid the risk associated with movements in
exchange rates. Therefore, the results indicate that firms on the Danish stock
market might be able to decrease the cost of capital by hedging against exchange
rate movements.

Motivated by some evidence of significant exchange rate exposure for the
shipping sector in Denmark, chapter 5 conducts a more comprehensive
investigation of exchange rate exposure for firms within this sector and applies
the same two factors as in chapter 4 in order to examine the pricing of exchange

rate risk for firms in this sector of the economy. In the chapter exchange rate

26
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| |
exposure is found to be positive and significant for four of the firms in thé sample.
|

For these firms, a depreciation (appreciation) of the exchange rate vis-!a-vis the

i
i

United States is correlated with an increase (decrease) in excess returns. In this

context it should be noted, that besides shipping, these firms are also involved in
oil production and both ﬁgight rates and oil prices are usually set in US ‘fdollar. If
the firms face prices that are exogenously determined in US dollar on tixe world
market, then the firms cannot deliberately change their prices when the exchange
rate fluctuates. Furthermore, if costs are relatiVely fixed in domestic currency, then
exchange rate changes may have strong effects on the profitability of the l;ﬁrm and
thereby on excess returns. However, it has not been possible to obtain any! specific
information on income and costs in US dollar for these firms. With réspect to
pricing of exchange rate risk, the exchange rate price coefficient is not significant
when the framework contains nine firms within the sector, but the exchange rate
price coefficient is significant at the ten percent level when the system contains

five sectors angl one of the firms which are found to be significantly exposed to

exchange rate movements.

27




References

Adler, M. and B. Dumas (1980): The Exposure of Léng-Terr{l Foreign Currency

Bonds. Journal of Financial and Quantitative Analysis", p. 973-995.

I
: |
'Banov E.and G.M. Bodnar (1994): Firm valuation, Earnings Expectatlons? and
|
OE the Exchange-Rate Exposure Effect. Journal of Finance, vol. 49, no.'5, p.

Adler, M. and B. Dumas (1983): International Portfolio Choice and Corporation 1755-1785.

Finance: A Synthesis. Journal of Finance 38, p. 925-984. Bartov E., G. M. Bodnar and A. Kaul (1996): Exchange rate variability and the

Adler, M. and B. Dumas (1984): Exposure to Currency Risk: Definition and riskiness of U'S. multlnatlonal firms: Evidence from the breakdown ofthe

Measurement. Financial Management, vol. 13, p. 41-30. Bretton Woods system. Journal of Financial Economics, vol. 42, p. 105-

132, :
Bodnar, G. M. and W. M. Gentry (1993): Exchange Rate Exposure and Indﬁstry

(o

Kiny
hEy

Adler, M. and P. Jorion (1992): Exchange Rate Exposure. The New Palgrave
Dictionary of Money and Finance 1, p. 817-819.
Adler, M. And D. Simon (1986): Exchange Risk Surprises in international

Portfolios: Some Equity Markets are Super-n?minal. JPurnal of Portfolio
|

International Money and Finance, vol. 12, p. 29-45,

Management.

, '5:1§;fjdnar, G., Dumas, B. and Marston, R. (1998): Pass-through and- exposure.
Allayannis, G. and E. Ofek (2001): Exchange yate eXposure, hedging and the use fo

Working paper, University of Pennsylvania, Philadelphia.
of foreign currency derivatives. Journal of International Money and
Finance, vol. 20, p. 273-296.

Allayannis, G. and J. Ihrig (2000): Exposure and Markups. Working Paper,

' Brown S.J. and T. Otsuki (1990): “Macroeconomic Factors and the Japanese
. Equity Markets: The CAPMD Project”. In Japanese Capital Markets, E.J .
Elton and M.J. Gruber, eds. New York, NY: Harper & Row.

Darden School of Business, University of Virginia.
Allayannis, G. (1997): The Time Variation of the Exchang'eﬁRate Exposure: An

bz:%'Ca"mpa, J. and L. Goldberg (1995): Investment, Pass-Through and Exchange

‘ Rates: A Cross-Country Comparison. NBER Working Paper, no 5139.
v <Chamberlain, S., J.S. Howe and H. Popper (1997): The exchange rate exposure of

i

Industry Analysis. Working Paper, Darden School of $usiness, University

of Virginia.
Allayannis, G. (1996): Exchange Rate Exposure Rev1s1ted Workzng Paper,

U.S. and Japanese banking institutions. Journal of Banking and Finance;
Vol. 21, p. 871-892. '

0i,J. 1, E. Elysiani and K. J. Kopecky (1992): The Sensitivity of Bank Stbck

§

Darden Graduate School of Business, University of Virginia.
Amihud, Y. (1994): Exchange Rates and the Valuation of Equity Shares. In Y. Returns to Market, Interest and Exchange Rate Risks. Journal of Money,
Banking and Finance, vol. 16, p. 983-1004, »
Chot, JJ., AM. Prasad (1995): A Firm and Industry Analysis of U.S,

Multinationals. Financial Management, vol. 24, no. 3,p.77-88.

Amihud and RM. Levich, Eds.: Exchange Rates and Corporate

Performance. Irwin: New York.

28 -

Characteristics: Evidence from Canada, Japan and the USA. Journdl of '




|

Choi, J.J., T. Hiraki and N. Takezawa (1998): Is Foreign ExchLlnge Risk Priced in
the Japanese Stock Market? Journal of Fi inancidl and Quantitative Analysis,
vol. 33, no. 3, p. 361-382.

Choi et al. (1999): Does the stock market predict real acﬁivity? Time series
evidence from the G-7 countries. Journal of Banking and Finance, vol. 23,
p. 1771-1792.

Chow, E.H., W. Y. Lee and M. E. Solt (1997): The Exchange-Rate Risk Exposute
of Asset Returns. Journal of Business, vol. 70, no. 1., P 105-123.

Comnell, B. and A.C. Shapiro (1983): Managingf Foreigtéi Exchange Risks.
Midland Corporate Finance Journal, p. 16-3 1 |

Donnelly, R. and E. Sheehy (1996): The Share Price;Reactio n of U.K. Exporters
to Exchange Rate Movements: An, Emf)irical Study. Journal of
International Business Studies, vol. 27?, p. 157-165.

Dumas, B. (1978): The Theory of the Trading Flrm Revisited. The Journal of
Finance, vol XXXIII, no. 3. |

Friberg, R. and S. Nydahl (1999): Openness and the Exchange Rate Exposure of

National Stock Markets. International Journal of F ina:nce and Economics,

t

vol. 4, issue 1, p. 55-62. |
Friberg, R. and A. Vredin (1997): Exchange-rate uncertainty Eand microeconomic
benefits from the EMU. Swedish Economic Pblicy Re\!}iew 4,p. 547-5%4.
Hamilton, J.D. (1989): A New Approach to the Economié: Analysis of Non-
stationary Time Series and the Business Cycle. Econom"etrica, vol. 57:357-
384.
Hamilton, J.D. (1990): Analysis of Time Series Subject to Changes in Regime.

Journal of Econometrics, vol. 45: 39-70.

30

- Jorion, P. (1990): The Exchange-Rate Exposure of U.S. Multinationals. Journal

S arion, P.(1991): The Pricing of Exchange Rate Risk in the Stock Market. Journal

it

’He, J. and L. K. Ng (1998): The Foreign Exchange Exposure of Japa}neée

Multinational Corporations. Journal of Finance, vol. 53, no. 2; p. 733i753.

Hodder, J. E. (1982): Exposure to exchange rate movements. Journal of
International Economics, 13, p. 375-386. ;

Ibrahimi, F. Oxelheim, L. and C. Wihlborg (1995): International stock markets

and fluctuations in exchange rates on other macroeconomic variables.
Global Portfolio Diversification: Risk Management, Market Microstructure
and Implementation Issues, eds. R. Aggarwal and D Schirm, Academic

Press, Boston.
of Business, vol. 63, no. 3, p. 331-345.

of Financial and Quantitative Analysis, vol. 26, no 3, p. 363-376.

“Khoo, A. (1994): Estimation of foreign exchange exposure: an application to

mining companies in Australia. Journal of International Money and
Finance, 13(3), 342-363.

étter, M. (1994): Exchange Rates and Corporate Pricing Strategies. Ih Y.

Amihud and R. Levich, Eds: Exchange Rates and Cbrporate Performa‘:nce.

Vi, M. (1983): International Finance: Financial Management and, the

International Economy. New York, McGraw-Hill. i

.evi, M. (1994): Exchange Rates and the Valuation of Firms. In Yakov Amihud

” and Richard M. Levich, Eds: Exchange Rates and Corporate Performance.

Irwin: New York. f

2, CK. and G.W. Kao (1990): On Exchange Rate Changes and Stock Price

Reactions. Journal of Business Finance and Accounting, p. 441-449. |

31




|

Mark, N.C. (1990): Real and Nominal Exchange Rates in ]the Long Run: An
Empirical Investigation. Journal of Internatiénal EcoLomics, vol. 28, p.
115-136.

Marston, R.C. (1996): The effects of industry structure on economic exposure.
NBER Working Paper 5518. ]

Miller, K.DI. and J.J. Reuer (1998): Firm Strategy and Econ’omic Exposure To
Foreign Exchange Rate Movements. Journal of International Business
Studies, vol. 29, no. 3, p. 493-513. ‘

Rubinstein, M.E. (1976): The valuation of Uncettain Income Streams and the
Pricing of Options. Bell Journal of Economics, p. 407-425.

Schnabel, J. A.(1989): Exposure to Foreign Exchange Risk: a Multi-currency
Extension. Managerial and Decision Ec_ygnomi?cs, vol.l 10, p. 331-333.

Shapiro, A. (1975): Exchange rate changes, inflation an(ii the value of the
multinational corporation. Journal of Finance 30, p. 48[5—502.

Talasmaki, V. (1999): Exchange Rate Risk in a Small Open Economy: The case
of Finland. Publications of the Turku School of Economics and Business
Administration. Sarja / Series C-3.

Williamson, R. (2001): Exchange rate exposure and éompetit;ion: evidence from

the automotive industry. Journal of Financial Economi‘cs 59, p. 441-475.
|

32

Chapter 2

Exchange Rate Exposure in a
Regime-Switching Model

/BO DANG'
Abstract

B

This paper contributes to the literature on exchange rate exposure by incorpor. 1tiﬁg

- the regression approach suggested by Adler and Dumas (1984) in a two 'state

Ag@gime-switching model developed by Hamilton (1989,1990) and by applying’ this
framework to investigate the contemporaneous relation between stock market
+values and exchange rates in Denmark. Incorporating the regression approach in
éﬁiegime-switching model is motivated by preliminary evidence of an unstable

- telation between stock market values and exchange rates, and the approacﬂ lets

data and not supposed a priori knowledge determine when a possible change in
Iegime takes place. The findings are that there exist two highly persistent regimes.
In the first short lived regime, there is no significant, contemporaneous relation

tween exchange rates and stock market values, but in the second and loixger

r:;lgisnting regime, the relation is highly significant. In particular, in the second
“-regime, a depreciation (appreciation) of the trade-weighted exchange rate is

‘significantly correlated with a contemporaneous increase (decrease) in the sfcock

tharket index.
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1 Introduction
The high volatility of exchange rates as compared with other macroeconomic

variables such as inflation and interest rates implies that exchange rate movements

can be a major source of uncertainty for firms. Therefore, it is not surprising that -

the relation between exchange rates and the value of firms has attracted substantial
attention in the academic literature. In the previous research,/it has been common
ground to estimate exchange rate exposure, broadly d¢ﬁned astherelation between
exchange rates and the value of firms, by applying the regression approach
suggested by Adler and Dumas (1984), cf. J orion (1990), Bodnar and Gentry
(1993), Amihud (1994), Levi (1994), Khoo (199111), Choi|and Prasad (1995),
Allayannis (1996), Donnelly and Sheehy (1996), Chamberlain et al. (1997), Chow
et al. (1997), Allayannis (1997), Miller ang”’gReuer (1998),! He and Ng (1998),
Talasmaki (1999), Friberg and Nydahl (1999), A;llayanniF and Ofek (2001),

Williamson (2001), among others. This paper coptﬁbutesi to the literature by
incorporating the regression approach in a regime-sWitching!model developed by
Hamilton (1989,1990), and the framework is subséquently applied to investigate
exchange rate exposure in Denmark. : !

Incorporating the regression approach in a regime{switching model is
motivated by preliminary evidence, indicating that l;he contemporaneous relation
between stock market values and exchange rates in ﬂenmmk is unstable over time.
However, rather than ex-ante dividing the sample into diffefrent sub-periods and
apply the regression framework to these different sub-periods, as it is done in
Williamson (2001), Donnelly and Sheehy (1996), Talasm@ki (1999) and Jorion
(1990), the view of this paper is, that in light of the numerous factors that

potentially might influence exchange rate exposure and hence also induce

exchange rate exposure to change over time, it is not possible ex-ante to know
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iéxactly when the relation might change. Therefore, instead of ex-ante dividing the
‘sample into different sub-periods and apply the regression analysis to. these
different periods, the approach followed in this paper is to let the data determine

and when possible changes in the relation occur. By incorporating the regression
: yproach, that has been widely applied in the research on exchange rate exposure,

in a two-state markov regime-switching model developed by Hamilton

ontemporaneous relation, without imposing any supposed a priori knowledge
about the timing of possible changes in regime. Within this framework‘{, the
stant, the regression coefficient as well as the residual variance, are allowied to
pend on the regime, and what regime applies at any given point in time is
overned by a stochastic state variable. ‘
W The paper is organized as follows: Section 2 contains a short review of the
g%qndaﬁon for measuring exposure as aregression coefficient, developed by I}dler
d Dumas (1984), and recent applications. In section 3 the method is incorpoirated
. the regime-switching model, and the contemporaneous relation between the
ock market index and the trade-weighted exchange rate in Denmark is
\

estigated within this framework. Section 4 contains the concluding remarks.

1

The Regression Approach to Exchange Rate Exposure

|
1
!
f
|

Lt eir landmark paper, Adler and Dumas (1984) define exchange rate expésure

ithe sensitivity of the value of firms to exchange rate movements and shov&fr that

éi(posurle can be measured as the regression coefficient of the value of the ﬁrm on
it

cchange rates across different states of nature. To illustrate this, consider the
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random dollar price, P, of a risky asset on a given' future d“‘atez. The number of
states of nature, K, is finite with known probabilities and inJ a given state, k, the
outcome P, is associated with a vector of state variables, S, = { Si5e-»Su} including
exchange rates. Exposure is then defined as the current expe‘ctation across future
states of nature, of the partial sensitivity of P to the i’th state v1ariab1e, S, , when the
effects of all other variables are held constant, i.e. as E(GP/aSib. E{JE[g(P)|S}/0S)}
= Cov[g(P),S]/Var(S)=E[g'(P)]b,,=b,;, where b, is the regr!ession coefficient of
P on S in the bivariate case and g(P)=P. This deﬁnigion of e)l‘(posure amounts to a
decomposition of the probability distribution of a rijsky assebi’s domestic currency
price at a future instance into two parts: One that is jcorrélateid with the exchange
rate, and a second that is independent of the exchange rate! Since stock market
values and exchange rates are determined“:;j ointly, it is | simply a statistical
decomposition and does not imply a causal ?élatioriship bet%;veen exchange rates
and stock markets. 1

For firms on the stock market in the United States, prﬁ‘evious research have
applied the regression framework to investigate the significance of exposure and
various factors that influence the extent to which firms are cizxposed to exchange
rate movements. In general, this research has met liﬂﬁted suojcess in documenting
significant, contemporaneous exchange rate exposure, cf. J oirion (1990), Amihud
(1994), Allayannis (1996), Choi and Prasad (1995), Bodnafr and Gentry (1993),
Miller and Reuer (1998), Chamberlain etal (1997) and Willia"‘mson (2001), among

others. As for the factors that influence exchange rate exposure, several studies

‘have found that a higher ratio of foreign sales to total sales implies a stronger,

contemporaneous correlation between a depreciation (appreciation) of the dollar

and an increase (decrease) in stock market values, cf. among others Jorion (1990),

This paragraph follows the appendix in Adler and Dumas (1984).
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Bodnarand Gentry (1993), Amihud (1994), Allayannis (1997), Williamson '(200 1)
and Allayannis and Ofek (2001). Bodnar and Gentry (1993) and Allayannis él 997)
show that a higher import ratio implies a more pronounced correlation betwiéen an
appreciation of the dollar and an increase in stock market values. In addition,
Williamson (2001) finds that foreign production decreases exposure, consistent
with the idea that an epr}ter can decrease the sensitivity of its cash flow to
exchange rate movements by having cost denominated in the local currenl;cy,‘ cf.
also Miller and Reuer (1998). Furthermore, Williamson (2001) shows tﬁat the
nature of competition is an important determinant of exchange rate exposﬁre, as
pointed out on a theoretical level by Marston (1996). Allayannis and Ofek (2001)
find that the use of derivatives significantly reduces exposure and their evidence
also supports the hypothesis that firms use derivatives and foreign debt as alhedge
against exchange rate movements, providing one possible explanation for the
previous research’s limited success in documenting significant, contemporallnebus
exposure for firms on the stock market in the United States. : |
For firms on stock markets in other countries than the United States,
previous research have met somewhat more success in finding sign‘i’ﬁcant
exposure, cf. Bodnar and Gentry (1995), Chamberlain et al. (1997), Williamson
(2001), He and Ng (1998), Khoo (1994), Donnelly and Sheehy (1996), Talasmaki
(1999) and Friberg and Nydahl (1999), among others. In line with the ﬁndi':ngs for
firms in the United States, Bodnar and Gentry (1993), Williamson (2001) ian(‘i He

and Ng (1998) find that a higher ratio of foreign sales to total sales irﬂplies a
stronger, contemporaneous correlation between a depreciation (appreciatimi{) ofthe
home currency and an increase in stock market values, and Bodnar an(f 'Gentry
(1993) also show that a higher import ratio implies a more pronounced correlation

. . . |
between an appreciation of the home currendy and an increase in stock market
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values. Also in line with the findings for firms on the stock market in the United

States, Williamson (2001) finds that foreign production dlecreases exposure and

that the nature of competition is an important determinai;t of exposure for the
sample of automotive firms in Japan. He and Ng (1998) show that the extent to
which their sample of Japanese firms are exposed to currerflcy fluctuations can be
explained by factors that proxy for firms hedging incentives.

Within the literature, several contributions have conjectured that since the

|
|

exchange rate exposure may be time-varying, cf. among others Jorion (1990), Levi
|
(1994), Amihud (1994), Allayannis (1997), Williamson (2001), Donnelly and

Sheehy (1996) and Talasmaki (1999). In particular, based on an ex-ante division
of the sample period into different sub-periods, both Jorion (1990) and Amibud

numerous factors that affect exchange rate exposure are not constant through time,

(1994) find that the sign as well as the signifigance of exposure are different in the f

various sub-periods, and Williamson (2001) relates evidence of time-varying:

exposure in the automotive industry to changes in the competitive structure of this

industry. Allayannis (1997) is able to reject the hypothesis that exchange rate
exposure is constant over time and argue that the time-varying exposure is driven ;
by the shares of imports and exports in total production, cf. also the considerations

contained in Levi (1994). Extending the evidence of time-varying exposure to:

stock markets in other countries than the United States, both Donnelly and Sheehy

(1996) and Talasmaki (1999) find that exposure is different i 1n various sub-periods,

and relate the evidence of time-varying exchange rate exposure to changes in?

|
i

In the next section, the possibility of time-varying exposure is investigate

exchange rate regime.

for Denmark. However, rather than ex-ante dividing the sample into different sub-

periods, the possibility of different regimes governing the contemporaneous
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corporatlng the regression framework in a two state regime-switching model.

. Exchange Rate Exposure in a Regime-Switching Model i
he data applied in the regime-switching model consist of monthly observa:tions
sthe stock market index and the trade-weighted exchange rate, both measured
ominal terms. The choice of monthly frequency is in line with a large pa{irt of
previous, empirical research conducted for other countries, cf. for exarsnple
(1990), Bodnar and Gentry (1993), Khoo (1 994), Choi and Prasad (19:95),
: Ily and Sheehy (1996), Allayannis (1997), Miller and Reuer (1998), Hev and
£(1998), Friberg and Nydahl (1999), Allayannis and Ofek (2001) |and
iamson (2001), and nominal variables are used in Bodnar and Gentry (1993),
0:(1994), Chamberlain et al. (1997), Friberg and Nydahl (1999) and

nnis and Ofek (2001), among others. The stock market index is measured

imo month and includes all firms listed on the Danish stock exchange®. The

‘;market index does not include dividends, so changes in the index reflect

al gains or losses. This is in line with Bodnar and Gentry (1993) who

ar 7}(1 994), Ibrahimi et al. (1995), Donnelly and Sheehy ( 1996) and Chow et

997), among others, the trade-weighted exchange rate index is applied, zilso

ﬂned such that an increase (decrease) is a depreciation (apprec1at10n)

he Weights in the stock market index are altered continuously, when firms enter or
¢ stock market or when new emissions occur.
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4 The variables inlevels, covering the period from prir#‘no 1979 to ultimo 1999, Counstant and trend Constant
. . . i 5% critical value: -3.45 5% critical value: -2.89
are shown in Figure 1*: ' 10% critical value: -3.15 10% critical value:-2.58 |

Stock index -0.89 [0] 0.98 [0]

Figure 1: Variables in levels 1

Percentage change in stock -5.58% [13] -5.45* [13]
index :

Stock Index

‘Trade-w eig?‘ned exchange rate

Trade-weighted exchange 273 [0] 133 [0]
rate

Percentage change in trade- ) -14.45* [0] ' -14.46* [0]
weighted exchange rate

A - I g oo KN @ o e - Note: The columns contain the test statistics from a regression with a constant plus a trend and with a constant. The
E 8338883 8 8 E & 8 8 52388452 gressions include 13 lags to begin with, and the lag Jength is chosen by sequentially applying an F-test until the
- - 9 - - - 0 - - At S A At = ifit hypothesis B, , = ...= P, = 0 is rejected for some L. Numbers in square brackets denote the number of lags in

-thie final regression and the critical values are from Hamilton (1994). * denotes rejection of the null hypothesis of
non-stationarity at a 5 percent level. |

Since B(9E[g(P)IS}/3S)} = Covig(P),SIVar(S) = Efg(P)lbys= by, where b

the regression coefficient of P on S in the bivariate case, exchange rate exposure

| Note: Data on the stock index and the trade-weighted exchange rate are provided by the National
| Bank of Denmark.
is
. . A . }
According to an Augmented Dicky-Fuller.fest, the percentage, monthly change in ’

the stock index and the percentage, monthly change |in the trade-weighted . . . |
\ can be measured as the regression coefficient of stock market values on the
exchange rate are both stationary variables, cf. Table 1. 1

contemporancous value of exchange rates, cf. Adler and Dumas ( 1?84’).
- Preliminary evidence on the stability of the relation between stock market vz‘illues
and exchange rates can be obtained by estimating the coefficients of the ord{nary
 least squares recursively, i.e. by recursivq least squares. Figure 2 showé the

recursive point estimates of the constant term and of the coefficient on the trade-

weighted exchange rate, including 95 percent confidence intervals, in a si!mple
|
regression of the percentage, monthly change in the stock market index on the

. .|
* ¢ontemporaneous value of the percentage, monthly change in the trade-weighted
. . 1

exchange rate.

“The choice of period is based on availabilify of data: Time series on the trade-
weighted exchange rate measured ultimo month do not exist before 1979.
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Figure 2: Recursive Parameter Estimates in One-Regimel model
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Note: The figure shows B, +/- 28E(B,,) for each coefficient (= 0,1). In the recursive least squares estimation, the
equation is fitted to an initial sample of M-1 points, then tg samples of M, M+1,... up to T observations so the
statistics are recalculated adding observations one at a_ t1me cf. Hendry (1995). The recursive least squares
estimation has been implemented in PcGive.

1
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Asitappears from Figure 2, both coefficients are unstable over time. Furthermore,
based on the break-point Chow test, the null of stability pf the model is rejected

at a five percent level, cf. Figure 3. |

Figure 3: Break-point Chow test for stability

i—— Ndn CHOWs — 5%

1 L L ) )
1980 1985 1990 1995 2000

Note: Break-point Chow test for stability of the simple Adler and Dumas (1984) regression approach to the
contemporaneous relation between stock markets and exchange rates. In the graph, each point gives the value of the
Chow F-test for that date against the final period scaled by its critical value, so the forecast horizon is decreasing
from left to right. Vatues above the vertical line indicate rejection of the null of stability at a five percent leyel. The
test has been implemented in PcGive. i

In light of the apparent instability of the parameters, a model that allows for more

than one regime is estimated. To this end, the Markov-switching model developed

by Hamilton (1989,1990) is used. This model has been applied in many different
contexts, cf. Engel and Hamilton (1990), Hamilton and Lin (1996), Whitelaw
(2000) and Campbell, Lo and Mackinlay (1997) among others, and has several

appealing features. First and foremost, possible changes in regime afe not

determined by a priori inspection but rather by the interaction between data.

Therefore, the approach has the advantage of letting data and not supposed apriori

knowledge determine when a possible change in regime takes place. Sf:cond1 what

reg1me applies at a given point in time is governed by a stochastic state vahable

i
if

that is assumed to be independent of the residual term across all periods of time.

In other words, the state-process is assumed to evolve purely exogenouslyi to the

dynamics of the variables. Third, since the state variable can be estima{ed:by



S @P{s, = jls.=1) =[

Hamilton’s (1989) filtering process, we can identify ’ﬁhe regime in whick:the

process was in at any given point in time with some degree of confidence.

In order to incorporate the Adler and Dumas (1984) approach in

Markov-switching framework, it is necessary to introduce some notation’. Let i - —(81,~By())-By(HER)) }
8 i - i
denote the percentage, monthly change in the stock index at time t and ER, t » . o, 20)
. . : 0 [-SL=BW)-BMERY| 11, [~(S1~By(2)-Bi(2)ER)’
percentage, monthly change in the trade-weighted exchange rate, also at tim g g T 20

Furthermore, let s, denote the regime at date t, s, =1,2 and « the vector
parameters characterizing the conditional density, which is assumed to be norm
he (2x t o . ]
The (2x1) vector of the conditional density of the percentage monthly change fos the vector of population parameters and II,, j=(1,2), is the
he stock b .. .
the stock index, 7, is given by: il probability that s, takes on the value j. |

egime is defined as a sub-period in which the coefficient on the

ISLls =)= CXP{—(S?—ﬁo(;;—zﬁl(l)ER,)

Mn = ! 1 2

" ST s, = 20) = ——= ~(81,-P 0(2)~ ﬁ(Z)ER,)
1y ! \/ZHO'Z 20_2

e not explained by the model. The regime-switching model can

*Maximum Likelihood, cf. Hamilton (1994). The Maximu

The state-variable, s, follows a first-order Markov process with trans

probabilities expressed as:

p, 1-p 22:|
=P, Py .
| B ), of Hamilton (1994). |
where p;is the probability of being in regime j in period t, conditional on havi 124 mputatlons are done using the BFSG-algorithm in GAUSS. Usﬁlg
been in regime i in period t-1. The probability that the unobserved regime jw

responsible for producing the observation at date t is given by:

|
t

3A general version of the model can be found in Hamilton (1994).
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a bounded local maximum of the likelihood function that{has the usual maximym

|

likelihood properties, i.e. consistency and asymptoticallyi efficiency.

Table 2:  Maximum Likelihood Estimates of the Regh!ne—Switching Model

Regime 1 Regime 2
Constant term. Bo -1.1486 (-1.7166) 1.2503* (4.1978)
Exchange rate B, -0.1186 (-0.2861) 1.2337* (3.8319)
Variance a’ 4.1916 (2.5934) 20.6789 (10.7945)
Transition probability p; 0.9790 (23.5916) 0.9958 (210.2388)
Ergodic probability 0.1644 : 0.8356
Log-likelihood -728.7936

Note: Asymptotic t-ratios are shown in parentheses. * denotes significance at thé 5 percent level.

| J
In Table 2, the coefficient on the percentag%monthly chanée in the trade-weighted
exchange rate (B,) is negative in regime 1 and positive in;{regime 2. This implies,
that a depreciation of the trade-weighted exchange réle is correlated with a
contemporaneous fall in stock market values in regime 1 but.with an increase in

stock market values in regime 2. However, theirelation between stock market

values and exchange rates is only significant in fegime 2. These results suggest
that there are two regime-dependent underlying models fdr the contemporaneous
relation: One in which the contemporaneous relation is irasigniﬁcant and one in
which there is a significant, contemporaneous relation.

According to the estimated transition probabilities 1;1 Table 2, both regimes
are rather persistent, with the probability of continuing 1‘;1 a given regime being
97.90 to 99.58 percent. The state variable s, is unobéervable, but from the
estimated transition probabilities, it is possible to draw: probabilistic inference

about the regime at any given point in time. This inference is expressed by the

filtered state probability, defined as the probability of being in, say, state 1 at any
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given point in time, conditional on all information on observables, i.{e. stock
market values and exchange rates, up to and including time t. The estimated
filtered state probabilities, expressed as the probability of being in regirfxe 1, are

shown in figure 4. j

Figure 4: Filtered pgpbabilitieé for regime 1

}
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Figure 4 gives a rather clear inference about the state variable. Using 50 percent
as the dividing line, the results suggest that the sample period can be divgided into
two distinct sub-periods: The short period from 1979:4 to 1980:6, vs;rhere the
contemporaneous relation between stock market values and exchange rates is
governed by regime 1 and the much longer period from 1980:7 and onwafd, where ‘
the relation is governed by regime 2. ! |
Compared with previous research for other countries, the ﬁndihg that a
depreciation (appreciation) of the trade-weighted exchange rate is sigrjliﬁcantly
cortelated with a contemporaneous increase (decrease) in the stock ma{':ket index
for the majority of the period under consideration is in contrast with tﬁe limited
success in doc;umenting significant, contemporaneous exchange rate e);‘posure in

the United States, cf. Jorion (1990), Amihud (1994), Allayannis (1 996),‘Choi and
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Prasad (1995), Bodnar and Gentry (1993), Miller and Refuer (1998), Chambérlain
et al. (1997) and Williamson (2001). However, the resuli is more in line with the
significant exposure found in other countries than the United States, cf. Bodnar
and Gentry (1993), Chamberlain et al. (1997), Wllham'son (2001), He and Ng
(1998), Khoo (1994), Donnelly and Sheehy (1 996), Talasmak1 (1999) and Fnberg
and Nydahl (1999), among others,

Some insight into the possible determinants of the significant correlation
between a depreciation (appreciation) of the trade-weighted exchange rate and an
incredse (dectease) in the stock market index for the majority of the period can be
obtained by investigating the contemporaneous relation bl‘etween stock prices and
the most important, bilateral exchange rates in the trade:[\nfeighted exchange rate.

|

Dumas (1984) to the case with many currencies, the stock market index is

Following Schnabel (1989), who extends the approach suggested by Adler and
regressed on the four most important, bilateral exchange rates in the trade-
weighted exchange rate, i.e. the exchange rate vis-a-vis Germany, the United
Kingdom, Sweden and the United States®. The bilateral exchange rates are also
defined such that an increase (decrease) is a depreciation (appreciation). According

to an Augmented Dicky-Fuller test, all four bilateral exchange rates are stationary

in the percentage, monthly change, cf. Table 1A in the appendix. In the period
governed by regime 2, the exchange rate vis- a-v1s the Uqlted Kingdom and vis-a-
vis the United States, respectively, are both 31gn1ﬁcant1y correlated with the stock
market index on a conventional level, whereas the other‘ bilateral exchange rates

are insignificant. [

SEach of these bilateral exchange rates enters into the weight of the trade-weighted
exchange rate with a share on or above 10 percent: The exchange rate vis-a-vis Germany with
a share of around 25 percent, the exchange rate vis-a-vis Sweden with a share of about 12
percent and the exchange rate vis-a-vis the United Kingdom and the United States each with a
share of around 10 percent. So taken together, these bilateral exchange rates account for about
60 percent of the weights in the trade-weighted exchange rate.
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In particular, conducting a general-to-specific approach in the period goxiitarnéd by
regime 2, i.e. starting with a regression including all four bilateral exchange rates
and successively removing the insignificant exchange rates, the result is: SI =
1.2** +0.2USD* +0.3GBP*, where SI, USD and GBP is the percentage, {monthly
change in the stock index, the exchange rate vis-a-vis the United States a‘hd vis-a~
vis the United Kingdo%i;ﬁréspectively, and * (**) denotes significance at a 5 (1)
percent level. These results imply that a one percent depreciation of the el'xchange
rate vis-a-vis the United States is correlated with a contemporaneous infcreése in
the stock index of 0.2 percentage points, and a depreciation of the exchélnge rate
vis-a-vis the United Kingdom is correlated with an increase in the stockiindex of
0.3 percentage points. Since a depreciation of the home currency benefits the
export-sector and hurts the import-sector, cf. also the models containe(li 1n Levi
(1994), Marston (1996), Bodnar et al. (1998) and Allayannis and Thrig (2000), one
possible explanation for the significant regime prevailing in the majothy of the
period under consideration might be linked to the net trade balance vissa-vis the
United States and the United Kingdom. Specifically, taken together, Den;mark has
had a rather consistent trade surplus vis-a-vis the United Kingdom and the United
States since the middle of 1983, which might contribute to explain thc“a relation
found in regime 2. In order to obtain seme information about the exchfange rate
exposure of individual firms listed on the Danish stock exchange, the pe’rcentage, '
monthly change in stock prices for a number of the larger firms is regress;ed on the
percentage, monthly change in the trade-weighted exchange rate, the exchange rate
vis-a-vis the United States and the exchange rate vis-a-vis the United Klngdom,

respectively. The regression results are shown in Table 3.
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PR 1
Table 3: Exchange rate exposure for individual stocks
Trade-weighted Exchangg rate vis-a-+vis Exchange rate vis-a-
exchange rate the United States vis the United
(percentage change) (percentage change) Kingdom
(percentage change)
Bo B, Bo By Bo By
Firm .
Carlsberg 1.5%(3.0) {09(1.7) 1.5%(2.9) 0.1 (0.9 1.5%(3.0) 1 0.2(1.1)
Top Danmark 0.7(1.1) 1.1(1.6) 06(1.0) 1 j03(1.7) 0.6 (1.0) {0.1(0.5)
Danisco 1.5*(3.4) {0.5(1.0) 1.6*(3.4) 0.0 (0.0) 1.6%(3.4) | 0.4%(2.3)
Den Danske Bank | 1.4%(2.8) | 0.5(1.0) 1.4*(28) |02 (1.2b 1.4%(2.9) 0.1 (0.4)
ISS 2.0*3.1) |[1.001.49) 1.9%(3.1) 0.3 (1.65 2.0%(3.1) 103(1.2)
Novo 1.9%(3.4) |2.7%@.5) |1.8%3.2) 0.9*(5.(15) 2.0%(3.5) | 1.0*(4.3)
D/S 1912 1.8*(3.3) |1.8*3.0) |1.7*(3.2) 0.6%(3. Q‘) 1.9%(3.3) 1 0.2 (0.9)

Note: The table shows the estimated coefficients from the linear regression in wh1ch the percentage, monthly change
in stock prices for the particular firm is regressed on a constant (B) and on the! percentage monthly change in the

trade-weighted exchange rate, the exchange rate vis-a-vis'the United States and the exchange rafe vis-a-vis the

United Kingdom, resPectively. B, is the estimated coefficient on the percentag%:, monthly change in the exchange
rate under consideration and hence corresponds to the exchange rate exposute coefficient. The regressions are

estimated on data covering the period governed by regime 2, i.e. from 1980:7 t0 1999:12, except for Top Danmark
and ISS, where the first available data on stock prices are in 1985:11 and 1982:1} respectively. Data on all variables
are in nominal terms and are measured ultimo month. Stock prices for the individual firms are obtained from
Datastream. t-values are shown in parenthesis and * denotes significance at th% 5 percent level.

\
As it appears from Table 3, all exchange rate exposure coefficients (B,) are
positive, which implies that a depreciation of each of the three exchange rates is
correlated with an increase in stock market' values ior all the firms under
consideration. The exchange rate exposure coefficient is significant for Novo and
D/S 1912, when the trade-weighted exchange rate is ap%plied, significant for the
same two firms when the exchange rate vis-a-vis the United States is applied and
significant for Danisco and Novo, when the exchange rate vis-a-vis the United
Kingdom is applied. Since the results presented in ‘Table 3 only covers a
proportion of the firms entering in the stock market index, care should be taken

in trying to draw general conclusions on the basis of these results. However, it
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should be noted that the sign of the exchange rate exposure coefficient ;for the
firms included in the sample is in line with the result obtained in the regime-
switching model for the majority of the period under consideration.

Conducting a similar general-to-specific approach in the period governed

by regime 1 shows that non of the four bilateral exchange rates are significant on

a conventional level: In this period, Denmark has had a rather consistent trade

deficit vis-a-vis the United Kingdom and the United States, taken tpgether.
However, on average, the trade deficit in the period governed by regime 1 has not
been as large as the trade surplus in the period governed by regime 2, which might
contribute to explain the difference in significance between the two regimes.
Finally, although the sum of the net export to the United Statesiand the
United Kingdom has been rather consistently negative in the period govemed by
regime 1 and rather consistently positive from the middle of 1983 and onv1vard, the
regime-shift takes place before the sum of the net export becomes con‘,sist:ently
positive, indicating that while the trade balance vis-a-vis the United State% and the
United Kingdom might contribute to explain the results, the trade balance cannot
fully account for the exact timing of the change in regime. As documented by
previous research conducted for other countries, a number of other factors such
as the use of derivatives or the existence of foreign production mlght also
influence exposure, cf. Williamson (2001), Allayannis and Ofek (2001)1 and He
and Ng (1998). Therefore, the extent to which these factors change over time could
also influence the exact timing of the regime-shift’. In addition, as noted by Friberg

and Nydahl (1999), limited exchange rate pass-through would imply that t:he effect

v

7t would have been interesting to explore these possibilities further, by examlmng
how the use of derivatives or the existence of foreign production affect the extent to; which
firms are exposed to exchange rate movements. However, since data on imports and exports
for particular firms and the use of hedging devices are not available, it has not been p0331ble
to conduct such an analysis.
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of a depreciation will tend to be stronger for exporting firms than for impotting or

import-competing firms. Hence, the existence of lin{ﬁited exchange rate pass-
through could potentially also contribute to explain that t\he change in regime takes
place before net export becomes consistently positive. |

' [
. )

4  Concluding remarks ‘
This paper has investigated the contemporaneous exc%hange rate exposure for
firms listed on the Danish stock exchange by means of récursive least squares and
by incorporating the regression approach suggested by;nAdler and Dumas (1984)
in a regime-switching model developed by Hamiltmt (1989,1990). Applying
monthly data on the stock market index and on the trade-weighted eXchange rate,
the recursive parameter estimates indicate that the ql'ontemporaneous relation
between exchange rates and stock marketvalues is unstetlble over time. Rather than
dividing the sample period into different sub-periods and applying the regression
approach to these different sub-periods, cf. for example Williamson (2001),
Donnelly and Sheehy (1996), Talasmaki (1999) and J orlon (1990), the regression
approach to exchange rate exposure suggested by Adler and Dumas (1984) is
subsequently incorporated in a regime-switching mode‘l developed by Hamilton
(1989,1990), allowing the data to determine if and whein possible changes in the
contemporaneous relation between stock market values %md exchange rates occur.
Within this framework, the regime applying at ahy give | point in time is governed
by a stochastic state variable, that is assumed to be independent of the residual
term across all periods of time. Since the state variat)le can be estimated by
Hamilton’s filtering process, it is possible to identify the regime in which the
process was in at any given point in time with some degree of confidence. A
regime is defined as a sub-period in which the coefficient on the explanatory

variables - including the constant term - is constant, and a regime-shift takes place,
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when the regression framework for exchange rate exposure changes, either because
of a change in the explanatory power of the exchange rate or the constanlt term or

because of a change in the part of the volatility in stock market values that is not

|
explained by the model. |

 The model is estimated by Maximum Likelihood, implemented Wlth the
state probabilities of thé initial observation given by the ergodic probablhtles, and
the local maximum with the highest likelihood gives rise to one short lived regime,

where the contemporaneous relation between exchange rates and stock market

!

values is insignificant and a second much longer lasting regime, where the relation

is significant. In the significant regime, a depreciation (appreciation) of the trade-
weighted exchange rate is correlated with a contemporaneous increase (decrease)
in the stock market index. Furthermore, probabilistic inference base(ii on the

estimated transition probabilities shows that the contemporaneous relation Ibetween ‘
stock market values and the trade-weighted éxchange rate is governed by the
significant regime from the beginning of the eighties and onward. Compa’red with
previous research for other countries, this finding is in contrast with the limited
success in documentmg significant, contemporaneous exposure in the United
States, and more in line with the 51gn1ﬁcant exposure documented 1n other
countries. One possible explanation for.the significant regime prevalhr!ig in the
majority of the period under consideration might be related to the fact tha’% the sum
of the net export vis-a-vis the United States and the United Kingdom tlas been
rather consistently positive since the middle of the eighties. In the period éovemed

by regime 1, however, Denmark has had a fairly consistent trade deficit yis-a-vis

these two countries.
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Appendix
Table 1A: Stationarity test (ADF)
Variable Constant and trend Constant
5% critical value: -3.45 5% critical value: -2.89
10% critical value: -3.15 10% critical value:-2.58
Exchange rate vis-a-vis Germany -1.63 [13] -2.96* [13]
Percentage change in exchange -13.75% [0] \ -13.38*%[0] -
rate vis-a-vis Germany ! .
Exchange rate vis-a-vis the United -1.78 [0] i -1.40 [0]
Kingdom ' 1 '
Perlcentage change in exchange -14.00* [0] ‘ -14.01* [0]
rate vis-a-vis the United Kingdom
Exchange rate vis-a-vis Sweden -3.21[13] -1.27[13]
\ .
Percentage change in exchange -13.46* [0] i -13.48* [0]
rate vis-a-vis Sweden ‘ .
Exchange rate vis-a-vis the United -2.86 [13] { -2.40[13]
States o E .
Percentage change in exchange J4.63* [d] -14.66* [0]
rate vis-a-vis the United States .

Note: The columns contain the test statistics from a regression with a constant plus a trend and with a constant. The

{e.gressions incflude 13 Jags to beg.in w.ith, and the lag length is chosen by sequentially applying an F-test until the
joint hypothesns.[}s_, =.=0 .='0 is rejected for some L. Numbers in square brackets denote the number of lags in
the final regression and the critical values are from Hamilton (1994). * denotes rejection of the null hypothesis of

non-stationarity at a 5 percent level.
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Chapter 3

On the Dynamic Interaction Between Exchange szttes,
Interest Rates and Stock Market Values

'BO DAN@'

Abstract %
This paper investigates the dynamic interaction between exchange rates, interest
rates and stock market values in Denmark, by means of innovation accounting in
a vector autoregressive (VAR) model. By applying this approach, it is pogsible to
trace out the dynamic effect on stock market values induced by cha'pges in
exchange rates and interest rates, respectively, and to decompose the forecast error
variance explained by innovations in each variable. The main findings are, that an
increase in interest rates induce an appreciation of the exchange rate, and that the
correlation between interest rates and exchange rates result in a fall in the return
on the stock market, approximated by the percentage, monthly change in the stock
market index, for a lengthy period of time. A depreciation does not induce a
consistent change in the interest rate but results in an increase in the returrl on the
stock market, also for a prolonged period. 1
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1 Introduction \ :
In this paper, the dynamic interaction between exchaﬁge rates, interest rates and

stock market values in Denmark is investigated by means of innovation
accounting in a VAR model. The purpose of including interest rates alongside
with exchange rates and stock market values is to account for the correlation
between interest rates and exchange rates that may influence the observed
correlatlon between exchange rates and stock market values cf. also Chow et al.
(1997), and thereby provide a first step in the dlrectloT of a more comprehensive
picture of the relation between exchange rates and stock market values.

In particular, with some degree of correlation between exchange rates and
interestrates, an observed relation between stock mark et values and exchange rate
movements may either be induced by a change in exchange rates or by a change

in interestrates. In the first case, an obsegved relation between stock market values

and exchange rates may both reflect a direct exchange rate effect and an exchange

rate associated interest rate effect, and in the second case, the direct interest rate
effect may be accompanied by an interest rate associated exchange rate effect. In
the context of a present value framework, allowmg exchange rates and interest

rates to be correlated and applying the interest rate asa f)roxy for the discount rate,

the value of a firm or a portfolio of firms, V, can be e)épressed asV =

|

, where r denotes the interest rate and 7 is profits net Oit‘ taxes. The exchange rate,

S )E(S(l))

S, is defined so that an increase (decrcase) is a dépreciation (appreciation).

. . . ldv ldr ldm
Differentiating partially with respect to the exchange rate, 75 =~ s’ +.ds , where

the first term on the right hand side is the exchange rate associated interest rate

effect and the second term is the direct exchange rate effect. Consider the case
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. . dr .
where a depreciation is correlated with a fall in interest rates, 1.¢. Tl <0. In this
case, the exchange rate associated interest rate effect is positive. Then,! if a

. ., dy .
depreciation is correlated with an increase in profits, =5 > 0. However, if a

RS

e

. . . dv ﬁ
depreciation is correlated with a decrease In profits, the sign of IS depe 1ds on
l

) . |
whether or not the direct exchange rate effect dominates the exchange rate

associated interest rate effect. If the direct exchange rate effect dominates the

dv
exchange rate associated interest rate effect, s < 0. However, when the

exchange rate associated interest rate effect dominates the direct exchange rate

effect,% >0. Differentiating partially with respect to the interest rate,

v _ T E + Ldm d§ , where the first term on the right hand side is the direct

dr U rds dr

interest rate effect and the second term s the interest rate associated exchar}lge‘rate

effect. Consider the case where an increase in the interest rate is correlated with

an appreciation, i.e. i—S <0. Then, if an appreciation is correlated with a (tecrease
r i
. av e lated Wwith an
in proﬁts,7< 0. If, on the other hand, an appreciation is correlated with a
ro. |

|

‘ dv ’ e
increase in profits, the sign of I depends on whether or not the directiinterest
r

i
|

rate effect dominates the interest rate associated exchange rate effect. When the

divect interest rate effect dominates the interest rate associated exchange rate
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‘ ,
effect, % < 0. However, when the interest rate ass001ated exchange rate\effect

dominates the direct interest rate effect, %‘i > 0. )

In the literature on exchange rate exposure, only a few contributions,
including Friberg and Nydahl (1999) and Chow et al. (1997), account for a
potential correlation between interest rates and exchange rates that may influence
the observed correlation between exchange rates and g;tock market values. In the
context of contemporaneous exchange rate exposure i)f national stock markets,
Friberg and Nydahl (1999) find that inclusion of the interest rate as an explanatory
variable in the regression framework suggested by Adler and Dumas (1984) tends
to decrease the significance of the coefficient on the exfcgzhange rate, and argue that
this probably reflects that the exchange rate and the inlterest rate are affected by
the same domestic shocks , implying mul}mollmanty Also within the framework
of a regression model, Chow et al. (1997) find no s1gmﬁcant exchange rate
exposure on short horizons, but find that a depreelatlon of the exchange rate is
significantly correlated with an increase in stock rnarket. values on longer
horizons. Chow et al. (1997) argue, that these resultsf are due to the offsetting
respectively complementary effect of the correlation be‘tween exchange rates and
interest rates on stock market values on different horizons

Compared with the previous literature, th1s papeﬁ investigates the dynamic
interaction between interest rates, exchange rates an({ stock market values by
means of innovation accounting ina VAR model, rather!than by including interest
rates ina regression framework. This approach rnakes it f)ossible to explicitly trace
out the dynamic effect on stock market values induced by changes in exchange
rates and interest rates, respectively, and to decompose the forecast error variance

explained by innovations in each variable.

The paper is organized as follows: Section 2 reviews innovation accounting
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in a VAR model and the data are described in section 3. Section 4 presents the

results from innovation accounting in the VAR framework, and section 5 contains

the concluding remarks. !
2 Innovation accounting in a VAR model
Innovation accountlng in,a VAR model works with unrestricted, reduced forms,

treating all variables as endogenous and imposing no restrictions based on a
rigorous theoretical framework®. Let Z, denote an (mx1) vector of endogenous
variables in period t. Z, is a zero-mean covariance stationary process having the
vector moving average (VMA) representation ‘

(1) Z,=B(L)e, =Y, B(s)e,

5=0

The (mx1) vector e, is the innovation in Z,, and it is a vector generalizafion of
white noise. It is a one-step-ahead least squares forecasting error in predicting Z,
as a function of past values of Z,, i.c. ¢,= Z,- E[Z| Z,,, s>1). The (i,j)th component
of B(s), by(s), is the dynamic response of each endogenous variable to a shock,

after s periods.

In order to decompose the forecast error variances in the variables into
components attributable to each innovation, a transformation of e, is preformed.
Let var(e,)=% and let G be a matrix such that &' = G"G. Now define a transformed

‘ r__. , -1 v
innovation, u,, where u, = Ge, . Then var(u) = var(Ge, )= GEG'= G(G'G) | G
GG'(G"Y'G’=1,,,where 1, isan identity matrix of rank m, The innovations:, €, are
transformed by applying the Choleski Decomposition, imposing (n;lz—m)/Z
restrictions. This decomposition places a triangular structure on the G~ma‘jt‘rix and

implies that innovations in some variables do not have a contemporaneous itmpact

i

*The discussion of innovation accounting in a VAR framework contained in tli,lis : )
section is very similar to the discussion in Lee (1992). A textbook exposition is contained in
for example Enders (1995).
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on some of the other variables. Depending on the codtemporaneous correlation

between the innovations, the results might be sensitive to the ordering of the
) !

variables®. Z, can be expressed as : E

oo

o) Z, =Y B(s)e,, = 2 B(5)Gu,_, = Y, Cls)u,.,

5=0 5=0 N s=0 i
where C(s) = B(s)G™. The coefficients of C(s) represent responses to innovations
in particular variables. In order to derive the forecast err[‘or variance, note that from
the view-point of time 0, the expected value of all ﬁltu[re innovations is equal to

|
zero. Hence, the t-step-ahead forecast of Z, based on Z, Z,, Z,,, ..., is given by

oo H J
()  ElZ,02,,2,,Z,,..]= 3,C(s)u,, ‘

cf. also Lee (1992)*. The t-step ahead fo,mecast‘error, w,, is given by

1—

1
4w, =2, -E[Z]2,,2,,Z,,.]1= 3,C(s)u,,

s=0

where u, is the innovation in period 1°. The t-step ahead forecast error variance

|

can then be expressed as

*The sensitivity of the results to different orderings is in\J,estigated in the appendix.

*For example, for t=1, B[Z,|Z,, Z.,,Z.,.] = E[C(O)u, + C(!l)u°+ CRu,+.|Zy, Z,,.)=
C(Duy+ C2)u,, +..., which is the right hand side of equation (3), for t=1. C(0) is the response .
to innovations in the same petiod as the innovation occurred, C(K}) is the response to innova-
tions one period after the innovation occurred, etc. In other words, C(1)u, is the effect in
period 1 of the innovation in period 0 (u,), C(2)u,, is the effect iﬂ period 1 of the innovation in
period -1 (u,) , ete. Since the expected value of u, is equal to zefo as of time 0, C(0)u, does
not enter on the right-hand side of equation (3). To summarize, for t=1, C(t+1) in equation (3)
represents the response in period 1 to an innovation in period -1. For t=2, C(t+1) in equation
(3) represents the response in period 2 to an innovation in period -1, etc.

*For example, with t=1, the right hand side of equation (4) is C(O)u,, where u, is the
innovation in period 1. With t=2, the right hand side of equation (4) is C(O)u, + C(Du, where
u, is the innovation in period 2 and u is the innovation in period 1. As of time 0, both u, and
u, are expected to be equal to zero, and hence enter in the forecast error for period 2.
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[ -1
5) E[w,w’,1=E[(EC(s)u._:xz_‘;u._s’ff(s)’)l

When u,, and u’, have the same dates, E(u,u") = I, E(u,,u'y) = 0 V.s#j.

Therefore, the t-step ahead forecast error variance can be expressed as

© Eww,)= N cHCY

Based on shares of diagonal elements of E(w,w", ), the percentage of the t-step

ahead forecast error variance in z, accounted for by innovations in varlaLle Z;

(FEVD) is

t—1
Ecij(s)z

(7 FEVD,-j =2 x 100

mo (-1

ZZCU("‘)Z

j=t s=0

3 The Data . .
The data applied in the empirical analysis consist of monthly observations on the

stock market index, industrial production, the exchange rate vis-a-vis the lijnited
States and interest rates. The sample period is from January 1985 to Decc?mber
1998, and all variables are in nominal terms®. The stock market inde>§<, the
exchange rate and the interest rate is measured ultimo month. As for data oni stock
market values, industrial production is included alongside with the stock r%larket

index in order to allow for the existence of cash flow effects of exchange rate

The sample period starts in 1985 since this was the pe{iod in whic}'l it was poss}iblg to
obtain the most consistent time series data on industrial production. In partlgular, in 1986 the
Danish Statistical Bureau decided to alter the statistics on industrial pfoduc‘uon, ‘ff' the:
Monthly Review of Statistics (1990): Supplement. The revised index is only available from
January 1985.
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movements, cf. the results in Chow et al. (1997). The measure applied for .

industrial production is the monthly turnover in the indlustrial sector, in nominal
terms. The exchange rate is measured as the Danish (Dkr) price of US dollar. Thus
anincrease (decrease) in the exchange rate représents a qureciation (appreciation)
of the Dkr vis-a-vis the US dollar®, The interest rate is an average figure including
government bonds and a selection of property bonds, where the average is
obtained by weighting according to the market value of the circulated amount.

This interest rate is available ultimo month in the entire sample period. Figure 1

shows the variables in levels.

"There does not exist monthly data on cash flows for firms listed on the Danish stock
exchange. However, in a discounted cash flow framework, industrial production should proxy
for aggregate cash flows, cf. also Choi et al. (1999). Even though the empirical analysis
cannot separate directly between exchange rate effects through interest rates versus industrial
production, inclusion of industrial production allows for the existence of cash flow effects. Tt
should be noted, that when innovation accounting is conducted in a VAR model that only
includes exchange rates, interest rates and the stock market index, qualitative similar results
are obtained with respect to the dynamic interaction between these three variables.

¥One of the reasons why the exchange rate vis-a-vis the United States is applied, is
that Denmark has had a floating exchange rate regime vis-a-vis the United States. In the
context of this chapter, this allows for a more clear distinction between exchange rate and
interest rate induced effects, as compared with a situation where both floating and fixed
exchange rates are involved, as is the case with the trade-weighted exchange rate. Further-
more, the exchange rate vis-a-vis the United States is one of the more important exchange
rates in the trade-weighted exchange rate, in the sense that it enters into the weight of the
trade-weighted exchange rate with a share of around 10 percent.
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Figure 1: Variables in levels
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Note: Interest rates and exchange rates are provided by the National Bank qf Denn}arl;. The
stock market index and industrial production, i.e. the monthly turnover in the industrial sector,
are provided by the Danish Statistical Bureau.

In Figure 1, the sto;zk market index and industrial production trended upwarc}l, the
interest rate followed a downward-sloping trend, and the exchange \ rate
appreciated until 1995, depreciating slightly hereafter. Information on‘ the
properties of the variables is obtained by investigating the series statioqarity
properties. To test the stationarity of the series, the augmented Dickcy—P;uller
(ADF) test is applied, which tests the significance of the parameter 1 11;1 the'

regression

(8) AXt = T]X t-1 + BIAXH +F Bs AX t—s+ U, , ul - IN(O,()“Z)
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The null hypothesis is that X, is a random walk, and the alternative is that the .

series is stationary, which requires a significant, negative test statistics. Since the
underlyiﬁg time series data are in levels, the stationaﬁtyf?of the level of the interest
rate and of the log-level of industrial production, the stgck market index and the
exchange rate, respectively, are examined first. The fest statistics depend on
whether the null is a random walk with drift or a randbm walk with drift and a
deterministic trend, and the results are reported.in Table 1. The top rows of Table
1 show that the null hypothesis that each of the four vafl‘iables are non-stationary
in levels cannot be rejected at a 5 percent level. Howeyer, when the regression
includes a constant and a trend, industrial production mllght be considered trend-
stationary at a 10 percent level. Furthermore, when the !regression only includes
a constant, the null hypothesis of non-stationarity is rejected at a 10 percent level
for the exchange rate series. A ‘

Next, the stationarity of the difference of the interest rate and of the log-
difference of industrial production, the stock mérket index and the exchange rate,
respectively, are investigated. The results from the augmented Dickey Fuller test
are shown in the four bottom rows of Table 1. For the difference of the interest
rate and log-difference of the stock market ind;x and ir!xdustrial production, the

null hypothesis ofnon-stationarity is unambi guoﬁsly rej ec:ted. When the regression

only includes a constant, the null hypothesis of non-stati(})narity isrejected for the

| .
exchange rate. When the exchange rate equation includes a constant and a trend, .

the null hypothesis of non-stationarity cannot be rejected at a 5 percent level.
Based on the results in Table 1, the difference of the iﬁterest rate and the log-
difference of the exchange rate, industrial production and the stock market index

are considered to be stationary time series.
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Table 1: Stationarity Test (ADF)

iabl Constant and trend Constant
Variable 5% critical value:-3.45 5% critical value:-2.89
10% critical value:-3.15 10% critical value:-2.58 |

Stock index -1.72 [0] -0.14 [0]
(log-level) N

Interest rate o -3.12 [12] 0.35[12]

(level) |
Industrial production -3.15111] : -1.78 [11] |
(log-level)

Exchange rate -2.58 [0] -2.73 [0]
(log-level) :

Stock index -3.84* [13] -3.77* [13]
(log-difference) ’

Interest rate -4,99* [11] -4.73* [11]
(difference)

Industrial production -5.20* [9] -5.16* [9]
(log-difference)

Exchange rate -3.31[13] -3.25* [13] l
(log-difference) . L
Note: The columns contain the test statistics from a regression with a constant plusla trend anq witha constan:: I'It‘he
regressions include 13 lags to begin with, and the lag length is chosen by 'sequenhally applyu}g an F-l’tlest undl Iy Se
joint hypothesis B, =..=B,.= 0 is rejected for some L. There are 10 signs of a.u'tocorrelauon in the li:s. u;t .
Numbers in square brackets denote number of lags in the ﬁn'fll regression. The critical values are from Hamilton
(1994).* denotes rejection of the null hypothesis of non-stationarity at a 5 percent level.

4 Empirical results
A number of studies, cf. for example Jorion (1990) and Bartov and Bodnar (1994),

focus exclusively on the bilateral relation between exchange rates and stock
market values. Befc;re turning the attention to innovation accounting in a‘]k7AfR
model, :Lhe importance of monthly variations in the exchange rate - and each of the
other variables - for the monthly variations in the stock market rizatum,
approximated by the log-difference of the stock market index, are investigat}ed by

testing the joint significance of the parameters B, to B, in the regression
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The null hypothesis is that B;=...= B,,; = 0. Table 2 shows the results when the

9 z=o0ptaz, ot 02+ Brx, ot I3p+1xt-p

regressions include the contemporaneous value and three lags of the variable in

J :

question. |
‘ \

Table 2: Likelihood Ratio Test |

Exchange rate Interest rate ‘l‘ Industrial production

(log-difference) (difference) \ (log-difference)
Stock index x2(4) =9.2% X2 (4)=61.03** ‘ X (@)=1.92
(log-difference) | (p =0.06) (p=0.00) f (p=0.75)

Note: The null hypothesis is tested with the Likelihood Ratio test statistics (T-c)(logl%/ - logl=] ), where ¥ and 1% is the
determinant of the variance-covariance matrix of the restricted and unrestricted system‘ T is number of observations and ¢ is

number of parameters in the unrestricted system. The test statistic§ are asymptotic ¥ -dist‘ributed with degrees of freedom cqual
to the number of restrictions. With the contemporaneous value and three lags of the variable in question in each regression, the

number of restrictions is equal to 4. * (**) denote rejection of the null hypothesis at a 10 (5) percent level.

As it appears from Table 2, both the log-difference of the exchange rate and the
difference of the interest rate contribute significantly to explain the return on the
stock market, approximated by the log-difference of the stock market index. In
contrast, Jorion (1990) is unable to document a signi!ﬁcant, bilateral relation
between exchange rates and stock returns for a selectecjl sample of firms in the
United States. Hence, the finding is consistent vs%ith the a?ssumption that firms are
more exposed to exchange rates movements in more opegtx economies, cf. Bodnar
and Gentry (1993) and Friberg and Nydahl (1999). When the test is applied to the
relation between the log-difference of the stock market index and the log-
difference of industrial production, the null hypothesis cannot be rejected.
Information on the dynamic interactions between the four variables is

obtained by investigating how a variable responds to shocks in other variables and
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the extent to which a variable helps explain other variables. In order to determine
the appropriate lag length in the VAR model, a test of system reductionj,l 15
conducted and the Akaike, Schwartz and Hannan-Quinn criteria is implemerlted
in ar system containing the interest rate in levels and log-levels of industrial
production, the exchange rate and the stock market index. The results from thesg
different lag length test, irﬁfﬁérhented in a system containing from 5 to 1 lag of

each of these variables, together with the value of the log-likelihood function, are

shown in Table 3. . ‘

Table 3: Lag length test

VAR lag Test of system Log- Akaike | Schwartz Ham}ag—

length reduction likelihood Quinn

]

1 | F(16,461)=1.40 1846.9 -22.66 -22.04 -22.26

[0.13] .

2 F(16,449)=2.05* | 1858.77 -22.81 -21.68 —22.0?

[0.01] j

]

3 F(16,437)=1.27 | 1876.27 -23.02 -21.4 -21.98
[0.21]

4 F(16,425)=0.68 1887.6 --23.16 -21.04 -21.8

[0.81] |

5 X 1893.89 -22.24 |- -20.61 21.56

Note: A maximum lag length of 5 gives 74 degrees of freedom: With 168 observations, 4 variables and 5 lug§ ir} each cqu:ation,
94 degrees of freedom are lost, i.e. 80 variables contained in the system, 4 constants and 10 .para_meters w1tlu.n th.e varjancc-
covariance matrix, leaving 74 degrees of freedom. The test of system reduction i‘s an F-apprommatlor'l for the leellhood{Rutlo
test suggested by Rao (1973), cf. Doomik and Hendry (1996). * denotes rejection of system reduction. :

The results in Table 3 show that the test of system reduction accepts a reducitioﬁ
from 5 to 4 and from 4 to 3 lags, but the hypothesis of reducing the system fur?ther
is rejected. The Schwartz and Hannan-Quinn criteria suggests a system witﬁ; one
lag and the Akaike criteria is minimized in the system with four lags. The results
from multivariate and univariate diagnostic test show that the system including 4

lags of each of the variables in log levels is fairly well specified, cf. Table 4.
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Table 4: Multivariate and univariate diagnostic test
Multivariate ‘ Univariate
Industrial Interest Exchange rate Stock index
production rate

Vector error
autocorrelation of
order 2

F(32,499)=0.3
[0.29]

F(2,144)=0.5
[0.64]

F(2,144)=0.3
Ton

F(2,144)=1.98
T 0.14]

F(2,144)=0.08
[0.92]

Vector error
autocorrelation of
order 4

F(64,499)=1.2
[0.13]

F(4,142)=0.99
[0.42]

F(4,142)=1.1
[034]

F(4,142)=1.7
[0.16]

F(4,142)-0.1
[0.98]

Vector error

F(96,473)=1.2

F(6,140)=0.7

F(6,140)=1.2

F(6,140)=1.8

F(6,140)=0.4

autocorrelation of [0.15] [0.66] [0.31} [0.11] [0.50]

order 6 :

Vector F(320,1022)=1.1 F(32,113)=1.4 F(32,1 1‘3)=1.5 F(32,113)=0.8 F(32,113)=13

heteroscedasticity [0.25] [0.13] [0.07] [0.83] [0.15]*

(squares)

Vector normality %% (8)=26.31 x (2)=20.6 x2(2)j’=2.0 ¥(2)=1.5 Y(2)=1.2
[0.00]** [0.00]** [0.37] [0.47] [0.55]

ARCH(1) X F(1,144)=0.4 F(1,144]=1.2 F(1,1441=0.6 F(1,144]=0.6

[0.51] [0.27] | [0.43) [0.5]
Note: The table shows the results from multivariate and univariate'diagnostic tests in a system with a constant and four lags of
each of the variables in log levels. The multivariate test of vettor error autocorrelation is an F-approximation based on a
comparison of the likelihoods ofthe restricted and unrestricted system. The multivariate test of vector heteroscedasticity is based
on a regression of the endogenous variables on all squares of the regressors, The univariate test of error autocorrelation is the
Lagrange Multiplier test and the univariate test of ARCH is based on a regression of squared residuals on a constant and lagged,
squared residuals. * ( **) denote ification at a 5 percent (1 percent)'level, H
|

Based on the lag length test in combination with the mu}tivariate and univariate
diagnostics test, the system in the levels of the interest rate and the log-levels of
industrial production, the exchange rate and the stock market index is
implemented with a constant and 4 lags. |

In the light of the results obtained in the augmerllted Dickey-Fuller tes;c,
which shows that the null hypothesis of non—sta;tionary éannot be rejected at a 5
percent level for each of the variables in levels, the issué of cointegration needs
to be addressed. In this context, testing for cointegratibn using the procedure
suggested by Engel and Granger (1987) has several important limitations. First,
this approach is not necessarily invariant to the choice of variables selected for

normalization. Second, with four variables, there may be more than one
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cointegrating vector, and the method proposed by Engel and Granger (1987) ha:

no systematic procedure for the separate estimation of multiple cointegrating
vectors. Third, the two-step procedure implies that any errors introduced in t};le
first step is carried into the second step. In light of these limitations, the issue (f)f
cointegration is addressed by applying the Johansen (1988) maximum likelihood
estimators, which circumventithe use of two-step estimators and can estimate aqd
test for the presence of multiple cointegrating vectors. The statistics from the traée
test of the cointegrating rank in a system containing four lags of each of ’d{le

_
variables in levels and a constant, together with the eigenvalues and the 90 and 95

percent critical values, are shown in Table 5.

Table 5: Cointegrating Rank
Rank (1) ' 0 1 2 3
Eigenvalue 0.15 0.07 0.03 0.00
Trace test 44.28* 17.35 4.79 0.20
90 percent 43.84 26.70 v 13.31 2.71
critical value

95 percent 47.21
critical value ‘
Note: For each value of r, the Trace test tests the null hypothesis, H: rank < r against the alternative H,: rank > r.
The null hypothesis is rejected if the trace statistics are sufficiently large. Critical values are from Table 15.3 in
Johansen (1996). * denotes rejection of the null hypothesis at a 10 percent level. 1
!

29.38 - 1534 3.84

The results in Table 5 show that it is possible to reject the null hypothesis of no

cointegrating vectors (r<0) and accept the alternative of one or more cointegrati‘ng

vectors at a 10 percentlevel, but not at a 5 percent level of significance. Next, t‘he .

: !
{race statistics are used to test the null of r<1 against the alternative of two or more

cointegrating vectors. The results show that the null hypothesis cannot be rejected

on neither a 5 nor a 10 percent level of significance. Based on these results, it is |

concluded that there is at most one cointegrating vector in the system. Howe\fer,
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the results in favour of the existence of one cointégrating s“/ector are not strong, in
|

the sense that the null hypothesis of no cointegrating vectors is rejected in favour

of one or more cointegrating vectors on a 10 percent level, but not ona 5 percent

level of significance. |
The Maximum Likelihood estimates of the normaliz:ed cointegrating vector

|

are reported in Table 6.

. . .
¢ 18 a kx1 vector of unknown parameters. With no strong economic priors
concerning the kind of restriction to impose, different zero restrictions are triedl.
Table 7 shows the restrictions placed on the B-vector, the estimated B-vector, the

¥* test statistics and p values for each case.

Table 7: Test of restrictions on the cointegrating vector

Table 6: Estimated Cointegrating Vector (Normalized)

Industrial Interest rate Exchange rate | Stock index
production (IP) ® S) (SD
-7.32 -0.28 -4.52 1.00

The estimated cointegrating vector implies that SI = 7.32IP + 0.28r + 4.52S. To
the extent that industrial production is a proXy for aggregate cash flows, a relation

expressing that an increase in industrial production is related to an increase in the

stock index does not seem implausible, and this r?sult is not inconsistent with the
findings for other countries, cf. for example Ansétegui et Tal. (2002). An increase
in the interest rate is related to ai) increase in the stockiindcx, which is not in
accordance with its role as a discount rate. Fﬁrthermo;re, an increase in the
exchange rate (a depreciation) is related to an increase inj‘ the stock index. Since

a depreciation of the home currency beneﬁts the expo;’t ~sector and hurts the

import-sector, a relation between a depreciation and an mcrease in the stock mdex

should possibly be interpreted in the light of the rather pers“lstent trade surplus vis-

a-vis the United States in the period under consideration.{

In the light of the problems with the economié interpretation of the
unrestricted, cointegrating vector, in particular the sign of the coefficient for the
interest rate, various identifying, zero restrictions are imposed. Specifically, the

hypothesis } = H is tested, where B is a 4x1 vector, H is a known 4xk matrix and
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Industrial Interest rate | Exchange rate | Stock index 1v) p val. ;
production (9] ®) (SD
(P)
R, 0.00[-] | 0.13]0.15] | 9.98[2.05] LO0[-] | 4.08(1) | 0.04%'
‘ R, |-3.77[1.22] 0.00 [--] -6.17 [1.25] 1.00 [--] 3.45(1) 0.06
R; | -5.21[1.04] { -0.16 [0.08] 0.00 [--] 1.00 [--] 13.99 (1) 0.00%|
R, | 0.98[0.36] | 0.06[0.03] 1.00 [-] 0.00 [-] 1571y | 021
R, 0.00 [-] 0.00 [--] 23.81[4.641 [ 1.00[-] | 425 | 012
R; | -2.99[0.34] 0.00 [--] 0.00 [-] 1.00[-] 16.98 (2) | 0.00*
R, 1.00[~] | 0.07[0.01] 0.00 [--] 0000~ {1737 | 0.00*
R, 0.00[] {-0.004[0.01]| 1.00[-] 000[-] | 4462 | o1
R, 0.00[-] | 0.1910.05] 0.00 [] 100[-] | 22312 | 0.00%.
Ry, | 0.17[0.18] 0.00 [--] 1.00 {-] 0.00 [--] 3.94 (2) 0.14 |
R, | 0.00[ 0.00 [] 0.00 [--] 1.00[~] | 24.62(3) | 0.00%
R, | 1.00{-] [ 000[-] 0.00 [--] 0.00[~] | 2328@3) | 0.00%
R, | 0.00[-] 1.00 [--] 0.00 [-] 000[-] | 2473(3) | 0.00%
R, | 0.00[-] 0.00 [-] 1.00 -] 0.00[-] | 4543 | 021

Note: The asymptotic distribution of the maximum likelihood estimates for {3 is a mixed Gaussian distribution,

implying that the Likelihood Ratio tests for restrictions on P are asymptotically y?distributed, cf. Johansen (1996).

Numbers in square brackets denote standard errors and numbers in brackets denote degrees of freedom. The tests
are implemented in CATS. * denotes rejection of the null hypothesis.
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To determine whether or not each variable enters in the dointegrating space, the
insignificance of IP, r, S and SI within the equilibrium rethionship were tested in
R, to R,. To determine whether combinations of the Varﬁables are insignificant,
two zero restrictions were imposed in Rs to R, Finally, with three zero
restrictions placed on the cointegrating space; Rj; to R, ‘can be interpreted as a
multivariate test for stationarity of each of the variables, gi?ven the assumption that
the rank is equal to one. On the basis of the figures pr?sented in Table 7, the
restrictions imposed in R,, Ry, Rs, Rg, R); and R, cannot/be rejected. Therefore,
these cases are discussed in turn. i

The estimated relation in the case where the restjriction is placed on the
interest rate (R,) implies that SI = 3.77IP + 6.17S, an“d both coefficients are
significant. Hence, it indicates a significant relation detween an increase in
industrial production and an increase in the stock index. l‘\lso an increase in the
exchange rate (a depreciation) is 31gn1ﬁcantly related to l{m increase in the stock
index. This seems to be a plausible economic relation, cf. tilie discussion contained
above. However, the result is not robust to the choic‘e of normalization. In
particular, normalizing with respect to the exchange rate 1nstead ofthe stock index
implies that S = 0.16SI - 0.611P, where the standard error for the coefficient on SI
is 0.17, and the standard error for the coefficient on IP is 0.46, implying that both
coefficients are insignificant. |

InR, where the zero restriction is imposed onthe stdck index, the estimated
relation implies that S = -0.98IP - 0.06r. Hence, in this }case there is a relation
between an increase in industrial production and a decrease in the exchange rate
(an appreciation). Furthermore, an increase in the interest rate is related to a
decrease in the exchange rate (an appreciation). This does not seem to be

inconsistent with standard, open economy macroeconomic theory. However, while

the coefficient on industrial production is significant, the coefficient on the
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interest rate is only marginally significant. In addition, when the interest rate is
excluded from the equation, industrial production turns out to be insignificant illl
the relation, cf. Ry;. !
Restricting both industrial production and the interest rate (R,) implies a

significant relation between an increase in the exchange rate (a depreciation) and

a decrease in the stock index> i.e. SI = -23.818S. This result does not seem to be
coherent with the rather persistent trade surplus vis-a-vis the United States in tlie
period under consideration. Furthermore, the result is not robust to the choice iof
normalization. Normalizing with respect to the exchange rate instead of the stoéck

‘ index gives rise to the relation S = -0.04SI, where the standard error for the
coefficient on SI is 0.07, implying that the coefficient is insignificant.

When restrictions are placed on both industrial production and the stock
index (Ry), an increase in the interest rate is related to an increase in the exchange

rate (a depreciation), i.e. S = 0.004r. However, the coefficient on the interest rate

is not significant. In Ry, there is a relation between an increase in industrial

production and a decrease in the exchange rate (an appreciation) , i.e. S=-0.171P,
but the coefficient on industrial production is not significant. Finally, in the muiii—
variate test for stationarity of each of the variables, given the assumption that t]he
rank is equal to one, the exchange rate turns out to be stationary, cf. Ry,.

On an overall level, the test of restrictions conducted in the above shovils,
that while a number of zero restrictions can not be rejected, the resulting relatidns
are either not significant (R, and R,y), not robust to the choice of normalization (R,
and R,) or only marginally significant with respect to one of'the variables (R,), a?nd
when this variable is excluded from the relation, the other variable is insignificant.
Therefore, none of these relations are imposed on the system. On the basis of the
result in R,,, the model could possibly be specified in the level of the exchaijlge

rate alongside with the other variables in first differences. On the other hand, this'

77




] T B al . B
Figure 2: Impulsé response functions

J‘

result is obtained under the assumption that the cointegratihg rank is equal to one,

which can only be accepted on a 10 percent level and not on a 5 percent level, cf.

Table 5. Furthermore, the results obtained in the augmented Dickey-Fuller test

show that the exchange rate is non-stationary both on a 5 jpercent level and on a

10 percent level when the regression includes.a constant\ and a trend and non-

stationary on a 5 percent level, when the regression only includes a constant, cf.

Table 1. Therefore, innovation accounting is conductéd in a VAR model

containing the first differences of each of the four variables together with a

constant and without imposing any cointegrating relations. "I‘he impulse responses

generated from this system are traced out in Figure 2.

78

|
|

I

|

R onse of Response.of Response of Response of
roduction inestegestrate ge rate- stgi‘f( indes
- -
e at :
N |
acoe]
A
.
v § R ‘
-agos-| as )
3z 4 & 8 1 T 2 3 8 .4 10
axa] amed asa-]
B0 attel sl
ok ast-]
Shockto . I oo .
mterestrale"‘"'
eso0 AN
ant ¢
- v/t x
Frs -aoee 002
7% 3 8 & w 372 & 8 & 1 5 4 b 4 5 3141 & [§ h
2 ammd s amed - o
am
L - asied . acad
anke.
Shock to ass] o
exchange: acoe| asca
= e
P
.. ass+} L )
-aoe-} /\\
AVAV/ -a0s{ am:
st am. .\
R IR R ) 2 ¢ 4 & 8 B IR RE R R ] Tz 4 8 o
asmd] a] acatd’ an
. oz
= e ae =
ame: ~ o0
s+ . .
Shock to : ams; ; . . . acea] )
stack index: ! awq . ) A e :
e A and ) . m_%__v 1A=
' . N A R
. > . et I -]
a8 u-‘ A
3 % 4 8 & 3 2 4 6 8 W S 2 468 & 1 Tz 3 8 0
¢

79




N

Figure 2 shows the response of the difference of the inter?st rate and of the log
difference of the exchange rate, industrial production and t?le stock market index
to an impulse in each of these time series, with standard errép bands. This implies
that it is the response of the return on the stock market, app;oximated by the log-
difference of the stock market index, that is traced out in Figure 2. Since all the
time series are stationary, the variables do not have a long w‘memory, in the sense
that innovations in the series do not tend to persiét. This ls in accordance with

Figure 2, where all variables have returned to baseline after about one year
following the initial impulse.

In Figure 2, an increase in the interest rate induces an appreciation of the
exchangerate - i.c. a fall in the exchange rate - and a fall in t}he return on the stock
market. In other words, there are both a direct intérest ratej% effect and an interest
rate associated exchange rate effect. The r.espdnse of thé return on the stock

. .. \
market is strongly negative in the first couple of months, l‘mt the effect remains

negative for a more extended period of time. These ﬁrldinés also show, that it is

. L. . o o ..
~ important to account for an appreciation associated with an increase in interest,

rates. Only including interest rates will overestimate the prioportion of the fall in
stock returns that is caused by a rise in interest rates, since ‘part of this fall might
be explained by the associated appreciation of the exchanfge rate. Furthermore,

Figure 2 shows that a depreciation of the exchange rate - i.e. an increase in the

exchange rate - results in an increase in the return on the stock market. The

response of the return on the stock marketto a depréciation is strongest in the first
month and in the third and fourth month. In Figure 2, a depreciation does not
induce a consistent positive or negative response in the interest rate. This implies
that the prolonged increase in the return on the stock market is induced by the

depreciation and not by an induced change in the interest rate, i.e. there is no
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exchange rate associated interest rate effect’. |

Il

That an increase in the interest rate induce an appreciation of the exchange,
rate and that these interrelationships are correlated with an increase in the retumls
on the stock market are in Hne with findings on long horizons for stock returns in
the United States, cf. Chow, Lee and Solt (1997). However, as opposed to these
findings for the United States?ivéﬁ‘ increase in interest rates and the associatedi
appreciation of the exchange rate is correlated with a fall in the return on thei
Danish stock market on all horizons under consideration. Moreover, the absence
of an exchange rate associated interest rate effect shows that movements in thei
éxchange rate constitute an independent source of risk in relation to interest rates,‘;
and the results should be viewed in light of the exchange rate regime in the period
under consideration. With fixed exchange rates vis-a-vis Germany and ﬂoatingj
exchange rates vis-a-vis the United States, a change in the interest rate is1
correlated with a change in the exchange rate vis-a-vis the United States, but 2{
change in the exchange rate vis-a-vis the United States does not induce a change;
in interest rates, allowing exchange rate movements to constitute an independent:
source of risk in relation to interest rates. Furthermore, one possible explanation‘
for the finding that a depreciation induces ah increase in the return on the stocki
market is, that Denmark has had a positive net export vis-a-vis the United Statesj

in most of the period under consideration. However, the trade balance vis-a-vis the

United States has not been positive in the entire period under consideration, which

i
The ordering of the variables in Figure 2 implies that innovations in interest rates 5
simultaneously affect exchange rates but innovations in exchange rates do not simultaneously,
affect interest rates. However, reversing the ordering so that innovations in exchange rates
simultaneously affect interest rates but not vice-versa does not change the result, cf. the :
appendix. Furthermore, preliminary implementation of impulse response functions in a f
system containing the 3-month money market interest rate show that the impulse response
functions are qualitatively similar when this interest rate is included in the system instead of !
the long term interest rate. However, data on this short term rate is not available ultimo month
in the entire sample period.

81




suggests that other factors, possibly the use of der1vat1ves existence of foreign
production and limited exchange rate pass through also might play a role.
Unfortunately, data on these variables are not available,

The percentage of the 12-Month Forecast Error Variance explained by

innovations in each variable are shown in Table 8. ‘

Table 8: Percentage of 12-Month Forecast Error Variance Explained by
Innovations in Each Variable

Variable By innovations in
explained '
Industrial 1
ustria Interest rate Exchange rate Stock return
production
Industrial : 90.8 4.8 P10 3.4
production '
Interest rate 1.8 90.4 .19 59
Exchange rate 47 73 4 86.3 17
Stock return 0.9 49 23 919
Note;AThe forecast error vaxiance is «_ierived from the VAR model specified in the first difference of each of the four variables. The VAR model
contains thre_e lags of each variable in first differences and a constant. The table shows the percentage of the 12-month forecast error variance
in the first difference of variable i explained by innovations in variable j:
11
2
2 ¢;($)
s=0
FEVD, = 55— X100

2
2, 24(9)
j=1 5=0 i
‘The ordering of the variables are the same as in Figure 2 and all forecast emor variances has converge[j on a 12 months horizon.
! i

As it appears from Table 8, 4.9 percent of the 12- Month Forecast ErrorVariance
in the return on the stock market is explained by 1nnovatlons in the interest rate,

2.3 percent by innovations in the exchange rate and 0.9 percent by innovations in.

5 Concluding Remarks |
In this paper, the dynamic interaction between stock market values, exchange rates

and interest rates has been investigated by means of innovation accounting ina -

. |
VAR model, providing a first step in the direction of a more comprehensivje
t

picture of the relation between, exchange rates and stock market values. In
particular, the approach allos\;; for a distinction between a change in stock returns
induced by a change in exchange rates and by achange in interest rates. In the ﬁrst
case, an observed relation between stock returns and exchange rate movements
may both reflect a direct exchange rate effect and an exchange rate associated
interest rate effect, and in the second case, the direct interest rate effect may be
accompanied by an interest rate associated exchange rate effect. 1
Applying the framework to monthly data on stock market values, exchang:e
rates and interest rates in Denmark, the main findings of the paper are, that aln
increase in the interest rate induce an appreciation of the exchange rate and that
the correlatlon between interest rates and exchange rates results in a prolonged fail

in the return on the stock market, approximated by the percentage, monthly change

in the stock market index. Furthermore, a depreciation of the exchange rate does ’

not induce a consistent change in the interest rate, but results in an increase in th1e
refurn on the stock market, also for an extended period of time. Hence, b:y
differentiating between exchange rate exposure induced by a change inthe i,ntercs;t
rate and by a change in the exchange rate, respectively, the paper adds insight into

the channels through which firms on the Danish stock market are exposed to

industrial production. In this sense, innovations in the interest rate are the most exchange rate movements. The results show that firms on the Danish stock market

important of the three variables in explaining the return on the stock market and are exposed to exchange ratc movements, both through a direct exchange rate

innovations in exchange rates is the second most important variable. This is in effect and through an interest rate associated exchange rate effect and that there

accordance with the impression from Figure 2. appears to be no exchange rate associated interest rate effect. The absence of an

exchange rate associated interest rate effect shows that movements in the
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Figure Al: Impulse response functions
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Figure Al shows that the qualitative results are insensitivé to this change in the
ordering of the variables: An increase in the interest rate in%iilces an appreciation
of the exchange rate and a fall in the return on the stock market, and a depreciation
of the exchange rate increases stock market returns, bq‘t does not induce a
consistent change in the interest rate. N [i

Furthermore, Table Al shows the percentage of th!e 12-Month Forecast
Error Variance explained by innovations in each variablF based on the same

ordering as in Figure Al. | !
|

Table Al: Percentage of 12-Month Forecast Error VaNriance Explained by
Innovations in Each Variable

- T
By innovations in J
Variable ‘,
explained Industrial Exchange rate Interest rte Stock return
production
Industrial 90.8 o 2] as 34
production ' .
Exchange rate 4.7 86.3 73 1.7
Interest rate 1.8 1.9 ! 904 . 5.9
] R
Stock return 0.9 23 49 | 91.9

. |
As it appears from Table A2, the percentage of the 12-Month Forecast Error
Variance does not change as a result of the different orderihg of the variables.
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Chapter 4 |

On the Pricing of Exchange Rate Risk: |
An Industry Analysis |

Bo Dang'

|
Abstract ' l
Are firms on the Danish stock market required to compensate investors for the risk
associated with exchange rate changes? In the present paper, this question is
discussed in the context of an arbitrage pricing framework. In the empirica'l
analysis the market and innovations in the exchange rate orthogonal to the market
are applied as two factors, and the model is estimated as an iterated nonlinear
seemingly unrelated regression model. In contrast to related research for the stock
market in the United States, the results indicate that exchange rate risk is priced
on the Danish stock market. In particular, the unconditional risk premium attachec:l
to -exchange rate exposure is positive and significant on a ten percent level,
implying that positive exchange rate exposure is-a source of higher risk and higher
expected return. These results also indicate, that firms on the Danish stock market
might be able to decrease the cost of capital by means of hedging. |

!Copenhagen Business School, Department of Economics, 2000 Frederiksberg, Den-
mark. Without implications, useful comments and suggestions from Lisbeth Funding la Cour
are gratefully acknowledged. -
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i Introduction —
This paper investigates whether there is an ex-ante premlum to investors for the

risk of exchange rate changes. In particular, if some sectors on the Danish stock
market are sensitive to changes in exchange rates, are invest(j)rs then compensated
for the risk associated with exchange rate fluctuations? Ina ﬁ:‘ictionless world with
complete markets, the Modigliani-Miller Theorem suggests that investors do not
necessarily need to be compensated for the risk of exchange rate changes, if this
source of risk can be diversified away. In such a fnctlonlegs world shareholders
can choose their own preferred risk profile given dlfferen‘ces in exchange rate
exposure of various sectors in the economy. On the other hand, the arbitrage
pricing theory suggests that in an economy described by a“gnumber of pervasive
factors, these factors might be priced in the sense that ﬁmi{s are required to pay
investors for the risk of exchange rate changes, or - equallgr - investors will be
willing to pay a price to avoid the risk associated with movements in exchange

,1

rates. Therefore, whether or not exchange rate risk is pr?ced is an important

question, since it might have implications for the cost of capital, If exchange rate

risk is priced, investors might be willing to pay a price to avoid the risk associated
|

with movements in exchange rates, and firms might be abl¢ to decrease the cost

of capital by hedging against exchange rate fluctuations. 1

In the literature, several contributions have investigated whether or not

exchange rate risk is priced on national stock markets, cf. among others Jorion -

(1991), Brown and Otsuki (1990) and Choi, Hiraki'and Takézawa (1998). Jorion
(1991) finds that while the relation between stock returns‘iand the value of the

dollar differs systematically across industries in the United States, the empirical
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evidence does not suggest that exchange rate risk is priced on the stock market 1h
the United States. Investigating the effect of macro-economic factors in the pricing
of Japanese securities, Brown and Otsuki (1990) find that exchange rate risk isnot
priced in Japan, whereas Choi, Hiraki and Takezawa (1998) more recently have
provided evidence that exchange rate risk is priced on the Japanese stock market
In order to investigate whetherf'ék?:hange rate exposure comumands a risk premium
on the Danish stock market, this paper investigates pricing of exchange rate rislj(
within the context of the APT-model. In the empirical analysis, two factors ar<:a
employed, i.e. the market and innovations in the exchange rate orthogonal to thé
market. Within this framework, the issue is whether the premium on exchange rate
changes is significant, i.e.,whether changes in exchange rates are priced in ;
manner consistent with the APT-model.

The paper is organized as follows. Section 2 reviews the APT- model ancji
the assumptions to be tested, and section 3 describes the data employed in the
paper. In order to avoid spurious pricing of the exchange factor because 0
possible correlation with a priced market, the exchange rate exposure for six
different sectors in the economy purged for the influence of the market is
estimated in section 4. Section 5 estimates the parameters in the model, anc}l

i

section 6 contains the concluding remarks. - !

|

|

2 The Model 3
To test whether exchange rate risk is priced in the sense of APT, two factors are

applied, i.e. the market and the exchange rate and this can also be interpreted as
a test of the CAPM against the alternative that the exchange rate factor is n(i)t
diversifiable. With two factors, Ross s (1976) APT-model implies a linear telation

|
between expected returns and the sensitivity a

s
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to market and exchange rate movements, i.e.:

(1) E(Ri)-':(so‘i'(s]ﬂim‘i'(s_‘ﬁi: ‘ 60+E(R l)ﬁim —60ﬁim +6:ﬁis

can also be expressed as:

(2) E(R)=8 +[ER,)-&IB" +5,B

To test the pricing of exchange rate risk empirically, the rate of return ol

at time t can be statistically decomposed into an expected component E (R

an innovation, i.e.:

(3) Ril :E(Ril)+ﬁim[le_E(le)]—i-ﬁi:F:I —FEU

where F, = R, — ¥, — ¥, R, is the residual of the ordinary least squares rep SETO]

of the exchange rate movement R, against the rate of return on the stock mate

When there is some correlation between the exchange rate and the markg@UQ
' s returns are constructed by subtracting the risk-free rate of return

exchange rate cannot be used directly as the second factor.

; fiimmifie fnonthly rate of change in the stock market index and from the monthly
orthogonalization, the second factor could appear to be priced because of:giiois

zero correlation with a priced market. Since equation (2) holds at every
on dividends do not exist on a monthly frequency.
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rate of change in the stock index for the six different sec!tors, respectively. A

measure of the risk-free rate of return, a one month holding1 period return fora
: |

weighted exchange rate, due to Denmark’s floating exchange rate regime vis- -
s the United States. Second, movements in the exchange rate vis-a-vis the

ted States are significantly correlated with the percentage, monthly change in

. . . . ‘ . b
bill portfolio, the bill s priced as of the lat trading day of he previous mont he stock market index in the penod under consideration, cf. the results obtained

and as of the last trading day of the current month. The price of the bill at time
[1- (rd/360)], where r is the de¢imal yierd and rd is the numl

n Chapter 2 and Chapter 3 of this thesis. Third, innovations in the exchange rate
p. is given by p, =
of days to maturity as of time t. The one month holding perlod return on the b111

vis-a-vis the United States constitutes an independent source of risk in relation to

| the Danish stock market index, in the sense that the stock market index exhibits

is the month-end price, p,, divided by the previous month-end price, p,, minus
one, i.e. (p,/p,)-1, times 100. This measure of therisk—fref rate of return is well-
suited for the present purpose, since it is assumed that th risk-free rate reflects
realizable returns. Constructing the nsk—freeﬁrate of return on the basis of the one-
month holding period return on a one b111 portfolio is|in line with research
conducted for other countries, cf, for example McElroy and Burmeister (1988),
Jorion (1991). Data on the number of days to maturity, yie%:ld’and holding period
return for each month in the sample are shown in éppendix 2.

With respect to innovations in the exchange rate, two%different measures are
applied. The first measure is therate of change in the trade-\#:/eighted exchange rate
defined such that an increase is a depreciation, and a decrejase is an appreciation.
However, since it might not be the trade-weighted exchanée rate that matters for :
the individual firms, but rather bilateral exchange rates, dei)ending on export and
import markets, the trade-weighted exchange rate might be too crude a measure
when the aim is to investigate the relation between stock market values and 3
exchange rates on a sector level. The next question is then, what bilateral exchange j
rate should be applied in addition to the trade-weighted exchange rate? In this

context, the bilateral exchange rate vis-a-vis the United States is applied, on

94

sensitivity to innovations in the exchange rate vis-a-vis the United States after

accounting for the possible influence of interest rates, cf. Chapter 3. The exchange
rate vis-a-vis the United States is also defined such that an increase is a
depreciation, and a decrease is an appreciation.

The sample period starts in April 1990, corresponding to the first available
data on the risk-free raté of return based on Treasury Bills, and ends in December

1999. This gives 116 observations on each variable. Table 1 shows the results

from an augmented Dickey-Fuller (ADF) test applied to the percentage, monthly

change in the two different exchange rates and the excess return on the stock

market and the six different sectors, respectively. According to the augmented

Dickey Fuller test, the null hypothesis of non-stationarity is rejected at a 5 percent 3

level for all variables, cf. Table 1.
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Table 1: Stationarity Test (ADF)

|
. !
Variable Constant and trend ' {  Constant
5% critical value:-3,45 J% critical value:-2,89
10% critical value: -3,15 10% critical value: -2,58
Trade-weighted -3.71* (10) | 3.55% (10)
exchange rate
Exchange rate vis-a-vis -8.95* (0) -8.98* (0)
the United States
Excess return -9.65* (0) -9.33* (0)
(Stock market)
Excess return -9.64* (0) -9.46* (0)
(Bank)
Excess return -4.76* (2) -9.91* (0)
(Insurance)
Excess return -9.45*% (0) -9.21* (0)
(Trade) .
Excess return -1027* (0) -10.08* (0)
(Shipping)
Excess return -8.73* (0) -8.65* (0)
(Industry)
Excess return -9.01* (0) . -8.54* (0)
(Investment) ’
Note: The cc.Jlum..ns contain the test statistics from a regression with a constant plus a trend and with a constant only.
The.re.gressmns m(_:lude 10 Jags to begin with, and the lag length is chosen by sequentially applying an F-test until
the joint hypothe31_s'ﬁs.,= B.. is rejected for some L. Numbers in brackets denote number of lags in the final
regression. The critical values are from Hamilton (1994).* denotes rejection ofithe null hypothesis of non-
stationarity at a 5 percent level. ! i

4 Exchange rate exposure orthogonal to the market
To avoid spurious pricing of the exchange rate factor because of possible

correlation with a priced market, the model is examined for values of innovations
in the exchange rate purged of the influence of the market, cf. also Jorion (1991).
In order to obtain innovations in the exchange rate orthogonal to the market, the

linear regression R, =y, +v,R,, + F,, is estimated, where R, is the percentage,
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|
monthly change in the exchange rate, R,, is the percentage, monthly excess retum%
on the market, ¥, is a constant, and F,,is the residual. The ordinary least squaresj
estimates from this regression, implemented with the trade-weighted exchange rate?
and the bilateral exchange rate vis-a-vis the United States, respectively, are shown

in Table 2.

Table 2: R, = ¥, + YRy + Fy

Yo Vi R’
Trade-weighted -0.01 (-0.14) 0.09 (5.16) 0.19
exchange rate )
Exchange rate vis-a- 0.13 (0.52) 0.22 (3.79) 0.11
vis the United States

Note: The t-statistics are shown in parenthesis.

|
Table 2 shows that y, is significant in the period under consideration. In particular,i
an increase (decrease) in the excess return on the stock market is signiﬁcantl)%
correlated with a depreciation (appreciation) of the trade-weighted exchange rate
and the exchange rate vis-a-vis the United States, respectively’. The approach 1s
to give full weight to the data by assuming that the sample correlation between R,,;
and R, is the true correlation and to orthogonalize R, with respect to R, by‘
replacing R, with the residuals from the regression in Table 2. By construction;
these residuals are orthogonal to R,,. The exchange rate exposure orthogonal to thé;

market for each of the six sectors is estimated as:

N |

3Since the sample period under consideration is not the same as in the previous
chapters of the thesis, and since this chapter is dealing with excess returns on the stock
market, the results are not directly comparable with the findings in the previous chapters.
However, that an increase (decrease) in stock market values is significantly correlated with a;
depreciation (appreciation) of the trade-weighted exchange rate and the exchange rate vis-a-
vis the United States, respectively, is in line with the findings in the previous chapters.
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(6) Ril = ai + ﬂimle + ﬂl:Fﬂ + 81'! \

where R, is the return on the i'te sector (i=1,..,6) ini excess of ﬁhe risk- free rate, R,,,
is the return on the market in excess of the risk-freje rate, ahd F, is the residuél
from the regression in Table 2. Applying both the trade-weighted exchangé rate
and the exchange rate vis-a-vis the United States, the exchange rate exposure

orthogonal to the market for the six different sectors are shown in Table 3.

1 !
Table 3: Exchange rate exposure of sector portfolios orthogonal to the

market. ? |
Sector Trade-weighted Exchan‘ge rate vis-a-vis
exchange rate M * the United States
Market beta Exchange raté Market beta Exchange rate
) beta (6°) ) beta (6°)

Bank 0.99** (13.6) -0.28 (-0.7) 0.99** (13.7) -0.08 (-0.7)
Insurance 0.84** (8.6) 0.54 (1.0) 0.84%* (8.6! 0.06 (0.4)
Trade 0.95%* (16.2) -0.11 (-0.3) 0.95%* (16.2) -0.05 (-0.6)
Shipping 1.44** (14.1) 0.72 (1.3) 1.44** (14.3) 0.30* (1.9)
Industry 0.79** (21.6) -0.15 (-0.7) O.%79** (21.§) -0.03 (-0.5)
Investment 0.95%* (12.1) 0.00 (0.0) 0.95%* (12.2?) -0.13 (-1.1)

Note: The table

shows the ordinary least square estimates: from the regression

_ m - . .
R s =0t ,B,-’ R m T ,B,s F o F €, . t-statistics are in parenthesis and * (**)!denotes significance at the 5
(1) percent level. i

Table 3 shows that the market beta is positive and highly significant in all éases,
i.e. an increase (decrease) in the return on the market is significantly correlated
with an increase (decrease) in the return on the sector portfolios. When innovations

in the trade-weighted exchange rate orthogonal to the market are applied, the
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results show that the sign of exchange rate exposure varies across sectors.g
However, the exchange rate beta is not significant at a conventional level for any |
of the sectors. Applying the exchange rate vis-a-vis the United States, however, |
the exchange rate beta is significant at the 5 percent level for Shipping, where a’
depreciation (appreciation) of the exchange rate vis-a-vis the United States is
correlated with an increase (deé%ééée) in excess returns. Since the exchange rate
beta is only significant on a sector level when the exchange rate vis-a-vis the
United States is applied, the following section focuses exclusively on the pricing
of exchange rate risk in the context of the exchange rate vis-a-vis the United

States.

5 Pricing of exchange rate risk in the sense of the APT
While the exchange rate exposure orthogonal to the market differs between the six

sectors and is significant on a conventional level for shipping, the regressions in
section 4 does not tell us whether the exchange rate factor is priced in the sense of}'
the APT-model. This section investigates whether or not that is the case. To thisi
end, the parameters estimated by ordinary least squares is applied, which yield thé
component of innovations in the exchange rate vis-a-vis the United States}‘
orthogonal to the market. Then the parameters J; and B, in equation (5) arei

estimated jointly, with one equation applying to each of the six different sectors

in the economy, i.€.




T —?'— B

(M) Ry, = 8- 66"+ 0,6+ B" R, + B F,+e, l
‘ 1

B Ry = 6,-6p"+6p°+ B"R,, + ,BSZF s T &y

(9) R3t = 60 - 60ﬂm3 + érﬂs.? + ﬂm_?Rmt + ﬂs.?Fsl + 83!

(10) R4t = 60 - 60ﬁ’,'4 + dsﬂs4 + ﬂm4Rmt + ﬁs4Fsl + 84t
(A1) Ry, = 6,- 6B"s+ 6,6°5+ "R, + B°F,+ e

(12) Ry = 6y~ Gf"s+ 6,8°+ B "R, + ,BséFsr"' €6

Equations (7) to (12) constitute a multivariate syétem of nonlinear, seemingly
unrelated regressions, and the system is estimated jby apply!ing the iterated non-
linear seemingly unrelated regression method. This approach gives rise to joint
estimates of asset sensitivities and risk prig’és that are strongly consistent and
asymptotically normally distributed even in the absence of normally distributed

errors. If the errors are assumed to be normally distributed, then iterating on the

contemporaneous covariance matrix to obtain iterated nonmlinear seemingly

. . ‘
unrelated regressions (ITNLSUR) estimates provide tail equivalent maximum

likelihood estimators, cf. McElroy, Burmeister and Wall (1985) and McElroy and
Burmeister (1988). Applying the approach suggested by McE}‘lroy, Burmeister and
Wall (1985) and by McElroy and Burmeister (1988) impliq!s the parameters are
estimated jointly. McElroy, Burmeister and Wail (19853 and McElroy and
Burmeister (1988) argue, that by avoiding a two-step proLedure which might
introduce an errors-in-variables problem into the estimati(;n, cf. also Shanken
(1992), this positively affects the robustness of the resulting estimations, and they
note that their method is similar in spirit to that of Gibbons (1982). The épproach

has also been applied in Choi, Hiraki and Takezawa (1998), Koutoulas and
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Kryzanowski (1994), Brown and Otsuki (1990), among others®. The pricingi

coefficients.are shown in Table 4.

Table 4: Pricing Coefficients

wlies | 60 6.5'
April 1990 - Dec. 1999 1.55(0.83)

6.02* (1.70)

Note: The table shows the pricing coefficients in the system R, = &, &,8™; + ,8°,+ TR+ BF.t & (i=1,,..6),1
containing the residual of the exchange rate vis-a-vis the United States orthogonal to the market, F,. The factor risk.
exposure coefficients and risk premiums are estimated jointly in nonlinear iterations by applying the ITSUR model
procedure in SAS. A fairly large number of different starting values for the iterative process have been tried. In all
cdses the iterative process gave rise to the estimates reported in this table or - for some starting values - the process

did not converge. t-statistics are shown in parentheses. * denotes significance on a 10 percent level.

As it appears from Table 4, the exchange rate price coefficient (J,) is positive and

significant at a 10 percent level. The positive and si gnificant value of the exchange]

rate price coefficient indicates that firms with a positive exchange rate exposure -
i.c. firms for which a depreciation of Dkr. vis-a-vis the United States is correlateq
with an increase in returns - are expected to have a higher rate of return relative to
firms that are not exposed to fluctuations in the exchange rate vis-a-vis the United
States. In other words, a positive exchange rate exposure is a source of hi gher riski
and higher expected return. These results are in ‘contrast with empirical ﬁnding’é
for firms on the stock market in the United States, cf. Jorion (1991). Jorion (1991)
finds that exchange rate risk is not rpriced in the United States, where investors d()li
not seem to require compensation for the risk of exchange rate changes. Exalnininé
pricing of exchangé rate risk in Japan, Hamao (1990) and Brown and Otsuk}i

(1990) find that exchange rate risk is not priced in Japan, whereas Choi, Hiraki and

“Bekker, Dobbelstein and Wansbeek (1996) note that the iterative seemingly unrela- ‘
ted regression method is demanding from a computational point of view since it involves a ‘
nonlinear problem in many parameters and show that the model also can be estimated as a
reduced-rank regression. ’
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Takezawa (1998) more recently have provided evidence thqt exchange rate risk is
priced on the Japanese stock market. The values of the beilta estimates obtained
when equation (7) to (12) is estimated by applying the iteratec‘i nonlinear seemingly
unrelated regression method are reported in Table 5.

N

Table 5: Beta estimates

Market beta (8™) Ex‘change rate beta (§°)
Bank 0.98%* (13.7) -0.03 (-0.6)
Insurance 0.86** (8.8) -0.12 (-1.4)
Trade 0.94** (16.1) | 0.03(06)
Shipping 1.44%* (14.4) ‘ 021 (1.5)
Industry 0.80%* (22.9) I -0.04 (-0.8)
Investment 0.96** (12.3) [ -0.18 (-1.8)

Note: The table shows the estimates of J™; and #% in the systgm R, = &)~ &,4",; -} 8,0%+ P"R,,+ PF,+ &
(i=1,...6), containing the residual of the exchange rate vis-a-vis the Unitéd States orthogonz’il to the market, F,. The
system is estimated in nonlinear iterations by applying the ITSUR model procedure inSAS. A fairly large number
of t.:hfferent starting values for the iterative process have been tried. In all cases the itérative process gave rise to the
estimates reported in this table or - for some starting values - the process did not converge. t-statistic are shown in
parentheses. ** denotes significance at the 1 percent level.

i
In Table 5, the market beta estimates are very similar to tﬂe estimates obtained
when exchange rate exposure of the sector portfolios orthogonal to the market is
examined by means of ordinary least squares, cf. Table 3. Tl;1e exchange rate beta

estimates do not correspond exactly to the estimates obtained in the ordinary least

squares regressions. As compared with the results presente‘d in Table 3, the sign -

of the exchange rate beta changes for Insurance and Trade and the numerical value

of the t-statistic increases for Insurance, Industry and Investtﬁent and decreases for

Bank and Shipping.
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6 Concluding remarks
This paper has investigated whether firms on the Danish stock market are requ1red

to compensate investors for the risk associated with exchange rate movements.
This issue is addressed in the context of an arbitrage pricing model and two factors
are applied in the empirical anallsis. Time-series on excess returns are constructed
by subtracting the risk-free féfe of return from the monthly rate of change in the
stock market index and from the monthly rate of change in the stock index for six
different sectors, respectively. To this end, the risk-free rate of return is calculatedi
as the one month holding period return for a one Treasury-bill portfolio that is the“

shortest-term Treasury-bill with no less than 30 days to maturity. With respect to

l

exchange rate vis-a-vis the United Stated, respectively. Furthermore, to avouj

|

spurious pricing of the exchange rate factor because of possible correlation w1th

innovations in the exchange rate, two different measures are applied, namely the

monthly rate of change in the trade-weighted exchange rate and in the bilatera

apriced market, the exchange rate exposure orthogonal to the market is estlmated
for six different sectors. When innovations in the trade-weighted exchange rate
orthogonal to the market are applied, the sign of exchange rate exposure varies
across sectors, but the exchange rate beta is not significant ata conventional level
for any of the sectors: Applying the exchange Tate vis-a-vis the United ‘Statesj,
however, the exchange rate beta is significant for shipping, where a depreciatiorjl
(appreciation) of the exchange rate vis-a-vis the United States is correlated witfl
an increase (decrease) in excess returns. |
Since the exchange rate beta is only significant on a sector level when the
exchange rate vis-a-vis the United States is applied, the modelis implemented w1th
the market as the first factor and the exchange rate vis-a-vis the United States L
purged of the influence of the market - as the second factor. Estimating the system

as an iterated nonlinear seemingly unrelated regression model, the uncondltlonal
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risk premium attached to exchange rate exposure is founi‘i to be positive and Appendix 1: The stock index for the different sectors

significant on a ten percent level. The positive and signiﬁcan’t exchange rate price

. . .. : Bank Insurance Trade
coefficient indicates that firms with a positive exchange rate exposure - i.e. firms

for which a depreciation of Dkr. vis-a-vis the United Stateslis correlated with an : 1300
increase in returns - are expected to have a higher rate of return relative to firms | ne
that are not exposed to fluctuations in the exchange rate yvis-a-vis the United
States. In other words, a positive exchange rate eprsure is ajsource of higher risk

and higher expected return. wow o p e Lo e
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These results are in contrast to empirical findings for tl;e stock market in the

United States. In particular, Jorion (1991) finds t}jlat exchange rate risk is not

priced in the United States, where investors do not sjeem to require compensation Shipping Industry Investment
for the risk of exchange rate changes. For other stock markets, such as Japan, the
results are more mixed. Hamao (1990) and Brown and Otsuki (1990) find that
exchange rafe risk is not priced in Japan, \;Ihereas Choi, Hiraki and Takezawa
(1998) more recently have provided evidence that e?;change rate risk is priced on

the Japanese stock market. Since the pricing of exchange rate risk on the Danish
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stock market implies that firms are required to pay investors for the risk of

exchange rate changes, then - by the same token - investors ‘ ill be willing to pay Note: The data have been provided by the Copenhagen Stock Exchange .

a price to avoid the risk associated with movements‘in exchafnge rates. Therefore,

the results indicate that firms on the Danish stock ma:rket migilt be able to decrease

the cost of capital by hedging against exchange rate movements.
. |
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Appendix 2: Construction of one month holding

L )

i
period return

Marts 439 124 0.135 92 0.1118 18
Apiil 39 92 01118 62 0.0973 12
May 439 62 0.0973 3 0.0873 09
Tune a7 125 0.1234 93 0.0744 24
July - 7 93 0.0744 63 0.1236 02
Aug a7 63 0.1236 31 0.105 1.0
Sept 155 125 95 0.085 11
Oct 455 95 65 0.0734 09
Nov 155 65 33 0.0641 08
Dec 163 125 0.0701 97 0.0623 0.8
Jan(o4) | 463 97 0.0623 67 0.0569 06
Feb 163 67 0.0569 8 0.0603 04
Marts a1 125 0.058 9 0.0595 05
April an 93 0.0595 62 0,058 05
Moy m 62 0.0581 3 0.0678 04
June w81 | 125 0.058 95 0.061 04
July w931 ] os 0.061 65 0.0575 06
Aug a8t |65 0.0575 13 0.0583 05
Sept sz § 124 0.065 o 00615 07
Oct sor2 | o 0.0615 65 0.0577 06
Nov so12 |65 0.0577 3 0,059 05
Dec 5368 | 124 0.0595 9 00595 05
sanes) | e | o3 00595 6 0.0556 06
Teb 5368 | 62 0.0556 3 0.0569 04
Marts sap | 125 0.0593 94 00726 02
Apil sa2 | o4 0.0726 65 0.0656 07
May sz |65 0.0656 3 0.0658 06
June 5525 | 124 0.0638 9 0.0648 05
July 55235 | o4 0.0648 65 0.061 06
Aug 5525 | 6s 0.061 3 00563 06
Sept s608 | 124 0.0559 94 0.0553 05
Ot s608 | o4 0.0553 6 0.0542 05
Nov s608 | 63 0.0542 3 0.05 05
Dec st080 | 122 0.0492 92 0.0445 05
o) |58 |92 0.0445 60 0.0423 04

Month 1] Days to maturity Yield Days to maturity Yiéld Holding
Code (Previous month- (Previous month-end)) | (Current month-end) | (cuirent period return
end) month- end) {percent)

April 307 93 0.114 65 0.1093 10
May 307 65 0.1093 32 0.1057 11
June 315 123 0.3045 93 ' 0.1035 0.9
July 315 93 0.1035 62 ! 0.0992 1.0
Aug 315 62 0.1052 31 0.1037 0.8
Sep 323 124 0.1045 95 0.1048 0.9
Oct 323 95 0.1048 63 | 0.1414 10
Nov 323 63 0.1014 33 0.1015 0.9
Dec 331 123 0.1044 94 0.1036 0.9
Jan (91) 33] 94 0.1036 61 0. 1&2 1.0
Feb 331 61 0.102 3 0.103 08
Maris 358 123 0.10) 95 0.05‘471 10
April 358 95 0.0971 62 0.0985 0.9
May 358 62 0.0985 3 0.0934 1o
June 366 123 0.0992 4% 0.0928 08
July 366 94 0.0928 ;2 0.0944 08
Aug 366 62 0.0944 31 0.096 0.8
Sep 374 123 0.0977 ) 95 ; 0.0979 08
Oct 374 95 0.0979 63 ‘ 0.0948 09
Novy k¥ 63 0.0943 32 0.0935 08
Dec 382 122 0.096 91 0.1005 0.7
Jan (92) 382 91 0.1005 61 0.0995 0.9
Feb 382 61 0.0995 32 i 0.099 08
Marts 390 123 0.0983 92 0.1 0.8
April 390 92 0.1 62 o.1ojos 08
May 390 62 0.1006 31 0.0 ‘59 0.9
June 404 124 0.0997 93 ' 0.1035 08
July 404 93 0.1035 1] 0.147 0.9
Avg 404 62 0.107 13 0.1 IiOS 0.9
Sep 412 128 0.1116 9 0.125 0.7
Oct 412 96 0.125 65 0A1‘057 14
Nov 412 65 0.1057 37 0. 1;25 0.6
Dee 420 125 0.1109 92

Jan (93) 420 92 0.1375 61

Feb 420 61 0.1181 33

106




i
0.0369

Tune 5954 123 0.038 94 03
. Sept 7224 | 8 0.0297 31 00292 03
July 5954 {94 0.0369 62 0.0368 03
Oct 7307 123 00324 94 0.0339 02
Aug 5954 | 62 0.0368 3t | 0.035 03
- Nov 7307 | 94 0,0339 6 00339 03
Sept 6093 124 0.036 9% 0.0348 03
Dee 707 | &2 00339 33 0.0324 03
Oat 69 | % 00348 b ‘ 00346 03 “Note: The holding period return is calculated as {(P,/P,)-17%100. P, =[1-(rd/360)], where r is the decimal yield
Nov 6093 63 0.0346 33 0.0342 03 and d is the number of days to maturity as of time t. '
Dec 6176 122 00355 9
Jan(97) 6176 | 94 0.0351 61
Feb 6176 |61 00351 31
Marts 6259 122 0.0354 %
Apil 6259 | 96 0.0363 61
May 6259 | 61 0.035 3t
June 6333 123 00358 92
July 6333 |9 0.0348 61
Aug 6333 | 61 00351 32
Sept 6416 156 0.03701 124
Oct 6416 124 0.0368 93
Nov 6416 | 93 00389 639
Dec 6416 65 0.0384 33
Tan(98) 6689 121 0.0396 90
Feb 6689 | 90 00373 62
Marts 6689 | 62 0.0395 30
April 6762 124 0.0381 %
May 6162 | 94 0.0386 64
June 67162 | 64 00416 33
Tuly 6846 124 00392 93
Aug 6846 | 93 0.0391 62
Sept 6846 | 62 0.0422 2
Oct 6929 123 0.047 9
Nov 6920 | o3 00433 62
Dec 6029 |62 00413 32
Jan(99) 7067 123 00372 23
Feb 7067 | 93 00347 63
Marts 1067 | 63 00348 32
Apil 7141|123 00322 93
May 7144 93 0.0296 62 -
June 7141 62 0.0305 32
Tuly 7224 123 0.0298 93
Aug 4 |93 0.0305 61
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Chapter 5

| |
On the Pricing of Exchan\ge Rate! Risk:
| A Firm Level Analysis

Bo Dang!

M |
Abstract
This paper investigates exchange rate exposure for firms within the shipping
sector and examine pricing of exchange rate risk in the context of an arbitrage
pricing framework. The main findings are, that for four of the largest firms in this
sector, a depreciation (appreciation) of the exchange rateivis—a—vis the United
States is significantly correlated with an increase| (decrease) in excess returns.
Furthermore, the exchange rate price coefficient is not significant when the
framework contains nine firms within the sector, but the exchange rate price
coefficient is significant at the ten percent level when the;system contains five
sectors and one of the firms which are found t(} be significantly exposed to

exchange rate movements.

!Copenhagen Business School, Department of Economics, 2000 Frederiksberg, Den-
mark. Without implications, useful comments and suggestions from Lisbeth Funding la Cour
are gratefully acknowledged.
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1
1 Introduction ‘l
Motivated by some evidence of significant exchange rate exposure for the!

shipping sector in Denmark, this paper conducts a more comprehensive

investigation of exchange rate exposure for firms within this sector and examine 1
the pricing of exchange rate risk. In the literature, several contributions havelj
investigated whether or not exchﬁﬁge rate risk is priced on national stock markets,
cf. among others Jorion (1991), Brown and Otsuki (1990) and Choi, Hiraki and
Takezawa (1998). Jorion (1991) finds that while the relation between stock returns |
and the value of the dollar differs systematically across industries in the United
Sfates, the empirical evidence does not suggest that exchange rate risk is priced
on the stock market in the United States. Investigating the effect of macro-
economic factors in the pricing of Japanese securities, Brown and Otsuki (1990)
find that exchange rate risk is not priced in Japan, whereas Choi, Hiraki and|

Takezawa (1998) more recently have provided evidence that exchange rate risk is

priced on the Japanese stock market

In this paper, pricing of exchange rate risk is discussed in the context of the
arbitrage pricing framework. In the empirical analysis, the market and innovations
in the exchange rate orthogonal to the market are applied as the two factors in
order to empirically investigate whether exchange rate exposure commands a riské
premium for firms in the shipping sector. Within this framework, the issue is
whether the premium on exchange rate changes is significant, i.e. whether cﬁanges
in exchange rates are priced in a manner consistent with the APT-model. |

The paper is organized as follows: Section 2 reviews the APT- model and

the assumptions to be tested, and section 3 describes the data employed in the
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paper. In order to avoid spurious pricing of the‘exchanée factor because of,

possible correlation with a priced market, the exchange rate exposure for nine
| i .

firms in the shipping sector purged for the influence of the market is estimated in

section 4. Section 5 estimates the parameters in the model, a“hd section 6 contains

N

the concluding remarks.

|
1

2 The Model

To test whether exchange rate exposure is priced inithe sensl]a of APT, two factors
are applied, i.e. the market and the exchange rate, and this can also be interpreted
as a test of the CAPM against the alternative that the exchejlnge rate factor is not
diversifiable. With two factors, Ross’s (1976) APT—?model in[1p1ies alinearrelation
between expected returns and the sensitivity to marke?: and exchange rate

movements, i.6.; A ‘

@

(1)  ER)=6+8B" +8,5 ‘
!
where R, is the nominal return in excess of the risk-free rate for portfolio i, £ is the
expectations operator, and A" and B¢ denote sensitivity to market and exchange

rate movements, respectively, and where the exchange rate component is

orthogonal to the market. Since E(R,,) = & + 8,8, +9, B, iwith B, = 0 and since -

the market beta is equal to one, §, = E(R,) — &, Ihserting ;this in (1), the relation

can also be expressed as:

(2) E(Ri)=60 +[E(Rm)—-60]ﬁim +6xﬁis
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|
|
In order to test the pricing of exchange rate exposure empirically, the rate of returrl‘l
on asset i at time t can be statistically decomposed into an expected
component E (R, ) and an innovation, i.e.: i
|
3) R, =E(R,)+B"[R, ~ER)I+BF, +¢,

L

e

where F, = R, — ¥, — ¥,R,,, is the residual of the ordinary least squares regressidr!l
of the exchange rate movement R, against the rate of return on the stock marke‘é.

When there is some correlation between the exchange rate and the market, th(je
exchange rate cannot be used directly as the second factor. Without

orthogonalization, the second factor could appear to be priced because of a non:

zero correlation with a priced market. Since equation (2) holds at every point in

time:
4  ER,)=6+ER,)B"-&B" +6.5’

Inserting (4) in (3) yields:

(5) Rit = (‘50(1 - 'Bim) + S:ﬁis + 'BimRmr + ﬁi:F:l + 81'!

In equation (5), the component of exchange rate risk orthogonal to the market i

|
i
priced if the coefficientd, is significantly different from zero, and equation (5’)
|
represents the model to be tested in this paper. ‘
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3 The data f :
As for the data on stock market values, the stock market 1ndex the stock index for

five sectors in the economy and the stock index for the nine largest firms -
measured in terms of capital - in the shipping sector, are applied. All these time
serics are in nominal terms and are measured ultimo month. Neither the stock
market index, the stock index for the five different sectors or the stock index for
the nine largest firms in the shipping sector include dividends, so changes inthese
variables reflect capital gains or losses”. The stockjmarket index include all firms
listed on the Danish stock exchange, and the stock index for the five different
sectors is based on the classification constructe& by Danmarks Statistik, and
include bank, insurance, trade, industry and investment. The nine largest firms in
the shipping sector, measured in terms of capital, ié D/S 1912 A,D/S1912B,D/S
Svendborg A, D/S Svendborg B, DFDS, qugritzen, D/S Norden , D/S Torm and

Progress B. Stock prices for these nine firms are shown in the appendix.

Excess returns are constructed by subtractmg the risk-free rate of return

‘from the monthly rate of change in the stock market 1ndex the monthly rate of

change in the stock index for the five different sectors and (from the monthly rate
of change in the stock index for the nine largest firms in the shipping sector,
respectively. As a measure of the risk-free rate of return, the one month holding

period return for a one Treasury-bill portfolio that is the shoﬂest term Treasury-

bill with no less than 30 days to maturity is calculated, cf. also McElroy and’

Burmeister (1988) and Ibbotson and Sinquefield (2000). Each month a one bill
portfolio containing the shortest-term bill having not less than one month to
maturity is constructed. To measure holding period returns for the one-bill

portfolio, the bill is priced as of the last trading day of the previous month-end and

2Data on dividends do not exist on a monthly frequency.
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as of the last trading day of the current month. The price of the bill at time t, p, is
given by p,=[1- (rd/360)}, wherer is the decimal yield and d is the number of days
to maturity as of time t. The one month holding period return on the bill is the
month-end price, p,, divided by the previous month end price, p;, minus one, i..

(po/py)-1, times 100. This measure of the risk-free rate of return is well-suited for
the present purpose, since itis assumed that the risk-free rate reflects reahzable
returns. Constructing the risk-free rate of return on the basis of the one-month

holding period return on a one bill portfolio is in line with research conducted for

other countries, cf. for example McElroy and Burmeister (1988), Jorion (1991).
N 1

Data on the number of days to maturity, yield and holding period return for each
month in the sample have been shown in the appendix of Chapter 4. |
With respect to innovations in the exchange rate, the exchange rate vis- a-Jls
the United States, defined such that an increase is a depreciation and a decrease|is
an appreciation, is applied. The sample period starts in April 1990, correspondlng ‘

to the first available data on the risk-free rate of return based on Treasury Bllls

~ and ends in December 1999. Altogether, this gives 116 observations on eaeh

variable. According to an augmented Dickey Fuller test, it cannot be rejected that

all variables are stationary time series.

4 Exchange rate exposure orthogonal to the market v
To avoid spurious pricing of the exchange rate factor because of poss1b1e

correlation with a priced market, the model is examined for values of 1nnovat1ohs
in the exchange rate purged of the influence of the market, cf. also Jorion (1991 )

In order to obtain innovations in the exchange rate orthogonal to the market, the

linear regression R,, =y, + ¥,R,, + F,, is estimated first, where R,, is the tmonthly

mt




change in the exchange rate, R, is the monthly excess return on the market, y, is
a constant and £, is the residual. The ordinary least squareé{ estimates from this
regression, implemented with the exchange rate vis-a-vis the United States is

shown in Table 1. )

Table 1: R, = 9, + ¥R, + F, |
% 7 LR
0.13 0.52) 0.22 (3.79) | 0.1

Exchange rate vis-a-
vis the United States
Note: The t-statistics are shown in parenthesis. !

Table 1 shows that ¥, is significant in the period under considération. In particular,
an increase (decrease) in the excess return o the stock ma%rket is significantly
correlated with a depreciation (appreciation) of the exchange rate vis-a-vis the
United States®. The approach followed in this paper is to gi#e full weight to the
data by assuming that the sample correlation between R,,f,,and R, is the true
correlation and to orthogonalize R, with respect to' R,, by r?eplacing R, with the
residuals from the regression in Table 1. By construction, these residuals are
orthogonal to R,,. The exchange rate exposure orth(;gonal to"‘ the market for each

of the nine firms is estimated as:

3Since the sample period under consideration is not the same as in Chapter 2 and
Chapter 3 of the thesis, and since this chapter is dealing with excess returns on the stock
market, the results are not directly comparable with the findings in Chapter 2 and Chapter 3.
However, that an increase (decrease) in stock market values is significantly correlated with a
depreciation (appreciation) of the exchange rate vis-a-vis the United States is in line with the
findings in Chapter 2 and Chapter 3.
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(6) Ril = ai + ﬁimRmt + ﬁt:F:r + 81‘!

where R, is the return on the i'te firm (i=1,..,9) in excess of the risk- free rate, R,
is the return on the market inéxcess of the risk-free rate, and F,, is the residua
from the regression in Table 1. Applying the exchange rate vis-a-vis the United

States, the exchange rate exposure orthogonal to the market for the nine firms are

shown in Table 2.

Table 2: Exchange rate exposure of firms in the Shipping sector, orthogonal

to the market.
Market beta (§™) Exchange rate beta (°)
D/S1912 A 1.48** (12.43) - 0.42* (2.23)
D/S 1912 B 1.49** (13.32) 0.39*%(2.21)
D/S Svendborg A 1.45%* (12.81) 0.32 (1.80)
D/S Svendborg B 1.51** (13.17) 0.36* (2.00)
DFDS 0.94*+* (5.32) -0.24 (-0.86)
Lauritzen ) 0.85%* (3.56) 0.25 (0.65)
D/S Norden 0.33 (1.80) - 0.17 (0.57)
D/S Torm 1.00 **(6.47) 0.17 (0.71)
Progress B 0.37 (0.65) 0.22 (0.24)

Note: The table shows the ordinary least squares estimates from the regression,
Ri: =0+ ﬂ,mRm, + ﬂ,JFH + €, .t-values are in parenthesis and * (**) denotes significance attheS(ll

percent level. ;
E
!
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Table 2 shows that the market beta is positive and highly sig;ﬁiﬁcant for all firms
with the exception of D/S Norden and Progress B and that th%, exchange rate beta
is positive and significant at the five percent level for D/S 1912 A, D/S 1912 B and
D/S Svendborg B and significant at the ten percent leyel for D/]S Svendborg A. For
these four firms, a depreciation (appréciation) of the exchan’ge rate vis-a-vis the
United States is correlated with an increase (decrease) in ex‘cess returns. In this
context it should be noted that besides shipping, these ﬁrmsT are involved in oil
production and both freight rates and oil prices are usually set in US dollar, cf.
Tolofari (1989) and the Annual Report (1998) from DampskiEsselskabet af 1912.
Ifthe firms face prices that are exogenously determir}ed in US1 dollar on the world
market, then the ﬁrms cannot deliberately change their priceﬁ' when the exchange
rate fluctuates. If costs are relatively fixed in domestic curreTcy, which may be a
realistic assumption in the short run, then exchange rate changes may have strong
effects on the firm’s profitability and therebg; on excess stock returns. However,
it has not been possible to obtain any specific information 0111 income and cost in

US dollar for these firms.

; |
5 Pricing of exchange rate risk in the sense of the APT
This section investigates whether the exchange rate factor is priced in the sense of

the APT-model. In this context, the parameters yjestimatéd by ordinary least
squares in section 4, is applied, which yields the corhponent of innovations in the
exchange rate vis-a-vis the United States orthog&nal to the market. Then the
parameters J; and f, in equation (5) are estimated jointly, with one equation

applying to each of the nine firms, i.e.
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N Ry = 50; OB+ OB° 1+ B R, + PF, &y
(8) Ry = 6,- 6"+ 005+ BR,, + BLF,+ &
9) Ry = 8- 0"+ 0%t PRt FFyt &y
(10) Ry = 8- 6"+ SBJ+ B R+ B iF+ &
(11) Ry, = 0y- 8f"s + %5+ PR, + B°sFy + &
(12) Ry = 8- 6B s+ 0,0+ B" R + Bt &4
(13) R, = 6,- Of"; + 0B+ B" Ry + B*Fy+ &,
(14) Ry = 0y- Of"s + OB+ "Ry + sl &

(15) Ry = 6,- 0" + 6,8°5+ B"eR,, Bl &

Equations (7) to (15) constitute a multivariate system of nonlinear, seexhingly‘;
unrelated regressions, and the system is estimated by applying the iterated non-,
linear seemingly unrelated regression method. This approach gives rise to joint%
estimates of asset sensitivities and risk prices that are strongly consistent and“
asymptotically. normally distributed even in the ‘absence of normally distributedi
errors. If the errors are assumed to be normally distributed, then iterating on thei
contemporaneous covariance matrix to obtain iterated nonlinear seemingly.
unrelated regressions (ITNLSUR) estimates provide tail equivalent maximum
likelihood estimators, cf. McElroy, Burmeister and Wall (1985) and McElroy and;
Burmeister (1988). Applying the approach suggested by McElroy, Burmeister an(llz
Wall (1985) and by McElroy and Burmeister (1988) implies the parameters are
estimated jointly. McElroy, Burmeister and Wall (1985) and McElroy and
Burmeister (1988) argue, that by avoiding a two-step procedure which might
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introduce an errors-in-variables problem into the estimatioig‘l, cf. also Shanken
(1992), this positively affects the robustness of the resulting estimations, and they
note that their method is similar in spirit to that of Gibbons (1};982). The approach
has also been applied in Choi, Hiraki and Takezawa (19?8), Koutoulas and
Kryzanowski (1994), Brown and Otsuki (1990), among others’. The pricing

coefficients are shown in Table 3.

Table 3: Pricing Coefficients ‘ s
60 : 63

April 1990 - Dec. 1999 -1.22 (-1.46) } .‘ 0.43 (0.36)
)

Note: The table shows the pricing coefficients in the system R, = &,- 8,8™ + 6,6°+ B":R ,+ B*F., + &, (i=1,...9),
containing the residual of the exchange rate vis-a-vis the United States orthogonal to the market, F,,. The factor risk
exposure coefficients and risk premiums are estimated jointly in nonlinear iterations Uy applying the ITSUR model
procedure in SAS. A fairly large number of different starting valyés for the iterative process have been tried. In all
cases the iterative process gave rise to the estimates reported in this table or - for some starting values - the process
did not converge. t-statistics are shown in parenthesis. ‘

Table 3 shows that the exchange rate price coefficient (J, ) is positive but not
significant on a conventional level. The values of the beta estlrhates obtained when
equation (7) to (15) is estimated by applying the iterated nonlmear seemingly

unrelated regression method are reported in Table 4, ‘
| r

“Bekker, Dobbelstein and Wansbeek (1996) note that the iterative seemingly unrela-
ted regression method is demanding from a computational point of view since it involves a
nonlinear problem in many parameters and show that the model also can be estimated asa
reduced-rank regression.

D
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Table 4: Beta estimates !

Market beta (8™) Exchange rate beta (3%)

D/S 1912 A LAT** (12.52) 0.41* (2.23)

D/S 1912 B 1.49%* (13.42) 0.39* (2.22)

D/S Svendborg A - 1.45%* (13.02) 0.32 (1.80)

D/S Svendborg B o 5T (13.30) 0.36* (1.99)

DFDS T 0.95%* (5.65) -0.22 (-0.82)
Lauritsen 0.83** (3.62) _ 0.23 (0.61)

D/S Norden 034(1.82) 0.18 (0.59)

D/S Torm 0.92%* (6.14) 0.10 (0.42)

Progress B 0.45 (0.84) 0.30 (0.34) |

Note: The Table shows the estimates of #"; and £ in the system R, = &,- 6,6™, + 685+ P"R , + B*F., + &,
(i=1,...9), containing the residual of the exchange rate vis-a-vis the United States orthogonal to the market F, The
system is estimated in nonlinear iterations by applying the ITSUR model procedure in SAS. A fairly large numbe
of different starting values for the iterative process have been tried. In all cases, the iterative process gave rise to
the estimates reported in this table or - for some starting values - the process did not converge. t-statistic are showi
in parentheses.* (**) denotes significance at the 5 (1) percent level.

As it appears from Table 4, the market beta estimates are significant at the 1
percent level, with the exception of D/S Norden and Progress B, and the paramete#
values are fairly similar to the estimates obtained from the ordinary least square!s
regression, cf. Table 2. On an overall level, the exchange rate beta estimates are
also fairly similar to results obtained in the ordinary least squares regression, and
the exchange rate'beta is significant at a five percent level for D/S 1912 A, D/S
1912 B and D/S Svendborg B and significant at the ten percent level for D/é
Svendborg A. f

These four firms are the largest firms within the shipping sector and that ;!1
depreciation (appreciation) of the exchange rate is correlated with an increasé
(decrease) in excess returns for these firms is in line with the results obtained for

the shipping sector, cf. Chapter 4. This could indicate that it might be these ﬁrm?
that give rise to the results obtained for the shipping sector in Chapter 4. In this
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context it should be noted that replacing the shipping sector in Chapter 4 with for

example D/S 1912 A, i.e. investigating pricing of exchange rate risk in a system

containing D/S 1912 A and the five main sectors (bank, insurance, trade, industry

.and investment), give rise to pricing coefficients that are fairly similar to the

pricing coefficients obtained in Chapter 4, cf. Table 5.

'Table 5: Pricing Coefficients

| Note: The Table shows the pricing coefficients in the system R,, = .6,- §,8", + 6,0+ B" R, + B°F,+ & (=1,..6),

60 ‘ 6s
0.93 (0.59)

April 1990 - Dec. 1999 5.21* (1.87)

containing the residual of the exchange rate vis-a-vis the United States orthogonal to the market, F;,. The factor risk
exposure coefficients and risk premiums are estimated jointly in nonlinear iterations by applying the ITSUR model
procedure in SAS. A fairly large number of different starting values for the iterative process have been tried. In all
cases the iterative process gave rise to the estimates reported in this table or - for some starting values - the process
-did not converge. t-statistics are shown in parenthesis. * denotes significance at the 10 percent level.

Table 5 shows that the éxchange rate price coefficient (J,) in this case also is
positive and significant at the ten percent level. The positive and significant value

of the exchange rate price coefficient shows that firms within the shipping sector

; with a positive exchange rate exposure - i.e. firms for which a depreciation of Dkr.

vis-a-vis the United States is correlated with an increase in returns - are expected
to have a higher rate of return’. In other words, a positive exchange rate expostire
is a source of higher risk and higher expected return. Again, these results are in
contrast with empirical findings for firms on the stock market in the United States,
cf. Jorion (1991). In particular, Jorion (1991) ﬁr}ds that exchange rate risk is not
priced in the United States, where investors do not seem to require compensation

for the risk of exchange rate changes. Examining pricing of exchange rate risk in

3Similar results are obtained using eighter D/S 1912 B, D/S Svendborg A or D/S

Svendborg B instead of D/S 1912 A.
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Japan, Brown and Otsuki (1990) find that exchange rate risk is not priced in Japan,
whereas Choi, Hiraki and Takezawa (1998) more recently have provided evidence
that exchange rate risk is priced on the Japanese stock market. The values of the
beta estimates obtained when the iterated nonlinear seemingly unrelated regression

model was applied to the five sectors and D/S 1912 A are reported in Table 6.

Table 6: Beta estimates
|

| Market beta (8™) Exchange rate beta (f°)
Bank ; ‘ 0.99**(13.70) -0.03 (-0.55)
Insurance 0.85%* (8.71) -0.11 (-1.26)
Trade 0.94%* (16.09) 0.04 (0.77)
D/S 1912A ' 1.49%* (12.52) 0.26 (1.65)
Industry - 0.80%* (21.64) -0.03 (-0.60)
Investment : _0.95%%(12.25) -0.21% (-2.03)

Note: The Table shows t;he estimates of 57, and B, in the system R, = 6,- &,8"; + 0,8+ B" R+ BFut &
(i=1,...6), containing the residual of the exchange rate vis-a-vis the United States orthogonal to the market, F,. The
system is estimated in nonlinear iterations by applying the ITSUR model procedure in SAS. A fairly large number
of different starting values for the itérative process have been tried. In all cases, the iterative process gave rise to
the estimates reported in lthis table or'- for some starting values - the process did not converge. t-statistic are shown
in parentheses. * (**) de]notes significance a;_the 5 (1) percent level.

In Table 6, all m%rket betd estimates are significant at the 1 percent level and the
exchange rate betla estimates are significant at the 5 percent level for Investment .

and ata 10 percer‘lt level for D/S 1912A8.

|
$ Again, similar results are obtained using eighter D/S 1912 B, D/S Svendborg A or

D/S Svendborg B ir‘istead of D/S 1912 A.
I .
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6 Concluding remarks
This paper has investigated exchange rate exposure and the pricing of exchange

rate risk for the nine largest firms in the shipping sector. Applying monthly data
on the stock market index, the stock index for these firms alongside with data on
the risk free interest rate and the exchange rate vis-a-vis the United States, the
findings are that exchange rate exposure orthogonal to the market is positive and
significant for four of the firms under consideration. For these firms, a depreciation
(appreciation) of the exchange rate vis-a-vis the United States is correlated with
an increase (decrease) in excess returns. In this context it should be noted that
these firms are involved in shipping and oil production and both freight rates and
- oil prices are usually set in US-dollar, cf. Tolofari (1989) and the Annual Report
(1998) from Dampskibsselskabet af 1912. If the firms face prices that are
exogenously determined in US dollar on the worid market, then the firms cannot
| deliberately change their prices when the exchange rate fluctuates. Furthermore,
if costs are relatively fixed in domestic currency, then exchange rate changes may
have strong effects on the firm’s profitability and thereby on excess returns.
However, it has not been possible to obtain any specific information on income
and costs in US dollar for these firms. '
Furthermore, to investigate the pricing of exchange rate risk for the sample
of firms, two factors are applied, i.e. the market and innovations in the exchange

rate orthogonal to the market. Estimating the model as a system of seemingly

- unrelated regressions by applying the iterated nonlinear seemingly unrelated

regression method, the findings are that the exchange rate price coefficient is not
‘ significant when the framework contains nine firms within this sector. However,
the exchange rate price coefficient is significant at the ten percent level, when the
system contains the five sectors and one of the firms which are found to be

| significantly exposed to exchange rate movements. Again, this results is in contrast
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to empirical findings for the stock market in the United States. In particular, J orion
(1991) finds that exchange rate risk is not priced in the United States, where
investors do not :seem to reqﬁire compensation for the risk of exchange rate
changes. For other large stock markets, such as Japan, the results are more mixed.
Hamao (1988) and Brown and Otsuki (1990) find that exchange rate risk is not
priced in Japan, whereas Choi, Hiraki and Takezawa (1998) more recently have

provided evidence that exchange rate risk is priced on the Japanese stock market.
| .
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Note: The data are from the Copenhagen Stock Exchange. For D/S 19124, D/S 1912B, D/S Svendborg A and D/S
Svendborg B, stock prices are for a face value of 1.000. In May 1998, these companies issued 4 new shares for each
ex1stmg share. Hence, to ensure comparability, stock prices for these companies have been multiplied by 5 in the
‘period from 1998:5 to 1999:12. Stock prices are for a face value of 1,000.for DFDS, of 20 for Lauritzen, of 100 for
D/S Norden, of 50 for Progress B and of 1.000 for D/S Torm.  &=3=
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Chapter 6

Sumniary in Danish

Afhandlingen bestér af en introduktion og fire selvstendige kapitler. Kapitlerne
omhandler dels% forskellige aspekter af valutakurseksponering og dels
prisfastsettelse af valutakursrisiko, og alle de empiriske undersggelser er
gennemfart pa de}lnske data

Introduktlonen som er kapitel 1 i afhandlingen, indeholder en gennemgang
og diskussion af en raekke vaesentlige bidrag til den eksisterende litteratur pa
omrédet, idet de| efterfalgende kapitlers placering i forhold til denne litteratur
samtidigt diskuteres.

I kapitel | 2 inkorporeres regressionstilgangsvinklen til valutakurs-

~ cksponering i en reglme-sklft—model og den samtidige sammenhzng mellem

aktiekurser og valutakurser unders;ages inden for rammerne af denne model.

Modellen identificerer to regimer. I det ene regime, der dominerer i en kortere

periode, er der ikke nogen signifikant sammenhang mellem aktiekurser og
valutakursér. | ’det andet regime, der dominerer i en laengeré periode, er
sémmenhaengen“ signifikant, idet en depreciering (appreciering) af den
handelsvaegtede lvalutakurs i dette regime er korreleret med en samtidig stigning
(fald) i aktiekursen.

I kapitel 3 undersoges den dynamiske interaktion mellem aktiemarkedet,
valutakuts og rente. Dette sker ved at benytte sikaldt innovation accounting i en
vektor autoregre;ssiv model. Ved at anvende denne tilgangsvinkel undersgges de
dynamiske effekter pa aktiemarkedet, induceret af henholdsvis @ndringer i rente
|
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og valutakurs. Resultaterne viser, at en stigning i renten inducerer en appreciering
af valutakursen, og at korrelationen mellem rente og valutakurs resulterer i et

leengerevarende fald i afkastet pd aktiemarkedet, approksimeret ved den

procentvise, minedlige &ndring i aktieindekset. En depreciering inducererikkeen

ensartet renteeendring, men resulterer i en leengerevarende stigning i afkastet pa

aktiemarkedet. ‘

T kapitel 4 underseges prisfastsattelse af valutakursrisiko pé sektorniveau.
I den empiriske analyse anvendes to faktorer, nemlig markedsindekset og
innovationer i valutakursen, og systemet estimeres som en itereret ikke-lineeer
} SUR model. I modsetning til relateret forskning for aktiemarkedet i USA viser de
empiriske resultater, at valutakursrisiko prisfastsettes pa det danske aktiemarked.
|Séledes er risikopramien positiv og signifikant pé et ti procent niveau. I kapitel
|5 undersgges prisfastszttelse af valutakursrisiko pa firmaniveau, idet der i dette
ikapitel fokuseres pa firmaer inden for shipping sektoren. Ligesom i kapitel 4
lanvendes markedsindekset og innovationer i valutakursen som to faktorer, og
systemet estimeres igen som en itereret ikke-lineer SUR model. Resultaterne viser

blandt andet, at for fire af de storste virksomheder i denne sektor er en

depreciering (appreciering) signifikant korreleret med en stigning (fald) i afkastet.
!Endvidere viser resultaterne, at risikopr@mien er signifikant pa et ti procent
'iniveau, nér prisfastsattelse undersoges i et system, der inkluderer de fem gvrige
sektorer fra kapitel 4 samt et af disse fire firmaer.

!
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