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Chapter 1 

Introduction to the Thesis 

1 Introduction 
The purpose of this introductory chapter is to discuss the relation between the 

literature on exchange rate exposure - broadly defined as the relation between 

exchange rates and the value of firms - and pricing of exchange rate risk, and the 

chapters contained in this thesis, that is, to discuss where and how the chapters fit 

in. In this context, this chapter contains a summary of the literature focussing 

mainly on the empirical methods and results, since these are the common 

denominator of the chapters. Naturally, surveys of the literature already exist, see 

e.g. Talasmaki (1999). However, I feel that a survey will serve to clarify where and 

how the chapters fit in and enhance the readability of the thesis. The chapters are 

written fairly independently and can by large be read as such, but the ordering of 

the chapters to some extent reflects the evolution of the literature and hopefully 

document the skills acquired during the enrollment in the Ph.D.- program at the 

Copenhagen Business School. 

This introductory chapter is organized as follows: Section 2 contains a 

review of some,recent theoretical contributions, that have investigated how various 

factors affect exchange rate exposure for firms operating in different markets. 

Subsequently, section 3 reviews the foundations for the regression approach to 

exchange rate exposure, which constitutes the common framework applied by a 
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I 
large number of contributions to the empirical research and 1:Which is the point of 

departure for the second chapter of the thesis. Previous emptrical research based . 

on the regression approach as well as on different augmentat~ons of this approach 

is then reviewed in section 4 and 5, and section ~ summfrizes chapter 2 and 

chapter 3. Finally, section 7 contains a summary of chapter 4 and chapter 5. 

I 
2 Various determinants of exchange rate exposute 
The literature on exchange rate exposure is a branch of pnancial economics 

conceme4 with the sensitivity of the value of firms to excha~ge rate movements. 

In the light of the increased volatility of exchange rates sine, the beginning of the 

seventies and the rapid globalization of the business envirqnment over the past 
I 

decades, this issue has attracted substantial attention in academic research and is 

a source of concern for corporations. In particular, t~e high Jolatility of exchange 
.~ I 

rates as compared with other macroeconofuic variables such as inflation and 

interest rates, implies that exchange rate movemept can ~.e a major source of 

uncertainty for firms, that can affect the value of firms and t&e cost of capital and 

can have implications for the actions taken by firms, such a~ hedging decisions. 
I 

In the literature a distinction is often made between acc~mnting exposure and 
i 

economic exposure. Accounting exposure is the e~tent to -{vhich exchange rate 

movements cause gains or losses on the accounting s~atement~ and is often divided 

into translation exposure and transaction exposure. Transl~tion exposure is the 

effect of exchange rate movements on the home currency value of foreign assets 

and liabilities, and transaction exposure generally denotes the balance of known 

payments and receivables in foreign currency. However, the concept ofaccounting 

exposure does not include effects of exchange rate movements on firm value that 

are not directly recorded on the accounting statements. For example, exchange rate 

movements may affect expected profits and hence the value of firms through 

2 

changes in expected demand for the product of the firm, through changes in the 

actions of the firm because of movements in exchange rates etc., so that even firms 

with no accounting based exchange rate exposure may be affected by exchange 

rate fluctuations. 

On a theoretical level several contributions have examined how various 

factors affect economic exchange ratf exposure, often and hence also in this thesis 

simply referred to as exchange rate exposure, for firms operating in different 

markets. More recent models include Levi (1994), Marston (1996), Bodnar et al. 

(1998) and Allayannis and Ihrig (2000), among others. Although these 

contributions apply somewhat different frameworks, the point of departure is 

generally some form of present value model in which the valiie of the firm is 

related to exchange rates. Following Marston (1996) and Bodnar et al. (1998), this 

can be illustrated by expressing the value of a firm or a portfolio of firms, V, in 

terms of a stream of present and infinite future cash flows, i.e. as v - f ____fE__i__ 
- ,., (l+p)' 

, . where CF1 is the cash flow of the firm, equal to after-tax profits plus net 

investment and p is the discount rate. Assuming for simplicity that net investment 

is equal to zero and that cash flows are constant from period to period, the present 

value can be expressed as CF n V=-=-
p p 

, where n: is after-tax profits. With 

constant discount· rate, exchange rate exposure can then be expressed as the 

dV I dn: 
dS=pdS derivative , where S is the exchange rate. In this context exchange 

rate exposure is proportional to the derivative of current profits with respect to the 

exchange rate. 

While the different models generally are based on some form of present 

value framework like the above, the contributions differ along a number of 

3 
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dimensions, both with respect to the assumptions regarding o:n which markets the 

firms operate, the competitive setting, the focus on different f*ctors that influence 

exposure and the solution techniques applied. With respect to the assumptions 
I 

regarding on which markets the firms operate, several authors have considered the 

case of an exporting firm, that either produces all of jts produpts at home without 

imported inputs, cf. for example Levi (1994), or that imports s~me ofits inputs for 

production, cf. for example Marston (1996) and Bodnar et al. (i 998). Furthermore, 

Levi (1994) also considers the case of an importing ~rm which buys a 

homogeneous product in different foreign markets and sell~ the product in the 

home country, and Marston ( 1996) and Bodnar et al. ( 1998) in¢orporate an import­

competing firm with cost based in the home currencyiin their ~nalysis. Allayannis 

and Ihrig (2000) focus on neither exporting nor importing firms, but rather 

consider a firm that uses imported intermediate inputs and: capital to produce 

output for sale both domestically and abroad. As for the co111petitive setting and 

the focus on different factors that influence exposure, Levi ~1994) considers an 

exporting and an importing firm separately, allowing the detnand elasticity and 

other variables to vary in each case. Marston (1996) and B
1

odnar et al. (1998) 

primarily focus on a duopoly setting, wh~re the exporting finy competes with the 

local firm on the foreign export market and where there is some degree of 

substitution between the products of the two firms. While Marston ( 1996) stresses 

the importance of the competitive structure of the industry in which the firm 

operates and derives the effect of exchange rate movements on the value of firms 

under different forms of competition, such as Coumot competition, Stackelberg 

leadership either by the exporting firm or by the local firm and in the situation, 

where each firm takes the output response of the other firms into account when 

formulating its own output decisions, i.e. the case of consistent conjectures, 

Bodnar et al. (1998) primarily focus on the relation between exchange rate 

4 

exposure and pass-through, linked through the degree of product substitutability. 

Allayannis and Ihrig (2000) treat the firm as a monopolist and highlight three 

channels of exposure, i.e. through the competitive structure of the markets where 

final output is sold, through the interaction of the competitive structure of the 

export market and the share of production that is exported and through the 

interaction of the competitive structufe of the imported input market and the share 

of production that is imported. Finally, with respect to the solution techniques 

applied, Marston ( 1996) and Bodnar et al. (1998) use specific functional forms for 

the demand or utility functions, which are applied to reduce the exposure, profit 

and pass-through equations to exogenous parameters, and Allayannis and Ihrig 

(2000) encompass the output of other firms' in the values of markups, revenues 

etc. 

The different assumptions invoked in the various theoretical models imply 

that the exact relation between exchange rates and firm value naturally varies with 

the assumptions made regarding on which markets the firms operate, the 

competitive setting, the focus on different factors that influence exposure as well 

as the solution techniques applied. Since the relation between finn value and 

exchange rates is quite complex and potentially influenced by numerous factors, 

I have chosen to conduct the discussion of variables-that influence exchange rate 

exposure in the context of exporters, importers and import-competing firms, 

respectively. 

As for the case of an exporter, consider - as a point of departure - a 

monopolistic firm which exports its product and imports some of its inputs for 

production. In this case, a depreciation (appreciation) of the home currency 

increases (decreases) the value of the firm, and exchange rate exposure is 

proportional to the level of the net revenue based on foreign currency, cf. Marston 

(1996). More generally however, the extent to which the value of an export firm 

5 
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increases (decreases) with a depreciation (appreciation) of the home curren~ 

depends on a number of factors, such as the elasticity of de~and, possibly related 

to the degree of competition, cf. for example Levi (1994)f Marston (1996) and 

Bodnar et al. (1998). With some degree of competition w,ith local firms in the 

foreign export market, the extent to which the i;:xporter is exposed to exchange 

rates depends on the degree to which the exporter is .able to change prices when the 

exchange rate changes. If the demand elasticity 1is high, I the exporter will be 
. I 

relatively unable to counteract the effect of exchange rate changes on firm value 

through a change in the price on the foreign export market,, a~d th~ ex~orter will 

be more exposed to changes in exchange rates, as compared r71th a situation where 

demand is less elastic. That the degree of exchang~ rate exposure for an exporter 
! 

is related to the elasticity of demand and the price respon$e of the firm, is also 
I 

highlighted by Bodnar et al. (1998). In particuJar, the model ,n Bodnar et al. (1998) 

captures two different impacts of an exchange rate chan'ge on the exporter's 

profits: namely the impact on profits on the original profit J
1

argin, ~hich includes 

both the effect on the domestic currency value of total expe~ditures and the effect . 
I 

on the exporter's market share, and the impact on the do~estic profit margin, 

partly induced by a less than proportionate effect of exchanie rate changes on the 

exporter's price in foreign currency, i.e. by less than full ~ass-through, cf. also 

Kn'etter (1994). In this framework, there is an inverse relation between pass­

through and exchange rate exposure measured a~ a percentage of firm value, 

linked through the degree of product substitutability. Specifically, a higher degree 

of substitutability of the product between the exporting and the import-competing 

. firms' products raises the elasticity of demand faced by the. exporter, resulting in 

a lower degree of pass-through of exchange rate changes into foreign currency 

prices. On the other hand, since an increase in the demand elasticity results in 

lower markups and smaller profits, a higher degree of product substitutability 

6 

increases exchange rate exposure measured as the percentage of firm value, 

resulting in an inverse relation between exposure and pass-through. Somewhat 

similar results are derived by Allayannis and Ihrig (2000), who show that 

industries characterized by a higher degree of competition on the foreign export 

market, corresponding to industries with low markups on the export market, are 

more exposed to exchange rate-"rii~vements. Apart from the above mentioned 

channels, factors such as the cost structure of the firms, the location of production 

facilities and more generally the amount of foreign currency denominated 

liabilities etc. also influence the extent to which exporters are exposed to exchange 

rat~ movements. In particular, an exporter can dampen exchange rate exposure by 

having cost denominated in the foreign currency. In the case where the exporter's 

foreign currency-denominated liabilities are equal to the present value of the after­

tax foreign currency profit in the particular export market, times the demand 

elasticity on that market, exchange rate movements do not impact on the value of 

the firm, cf. Levi (1994). 

Considering the case of an importing firm which buys a homogeneous 

product on different foreign markets and sells the product in the home country, 

Levi (1994) shows that a depreciation (appreciation) of the home currency 

decreases (increases) the value of the firm, provided that the firm operates where 

demand is sufficiently elastic. Furthermore, parallel to the case of an exporting 

firm, the more elastic the demand is, the larger is the extent to which the value of 

the importing firm decreases (increases) with a depreciation (appreciation) of the 

home currency. Although Allayannis and Ihrig (2000) do not focus on pure 

importers, they relate exchange rate exposure to the interaction between the 

competitive structure of the imported input market and the share of production that 

is imported. Specifically, Allayannis and Ihrig (2000) argue that, other things 

being equal, firms with a higher share of imported inputs and a larger elasticity of 

7 
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demand for imported inputs are affected more negatively by- a depreciation of tb,e, 

home currency. As for the case of an import-competing fi~, with both revenues 

and costs based in its own currency, Marston (1996) shows trat when the demand 

curve is downward sloping, a depreciation (appredation) ofthe home currency 

increases (decreases) the value of the firm. 

3 Measuring exchange rate exposure • I 
In the empirical literature exchange rate exposure is commonly estimated by . I 

I 
applying various specifications of the regression approach su,ggested by Adler and 

Dumas ( 1984 ), cf. Jori on ( 1990), Bodnar and Gentry ( 1993 ), [Amihud ( 1994 ), Levi 

(1994), Khoo (1994), Choi and Prasad (1995), Allayannis (1996), Donnelly and 

Sheehy (1996), Chamberlain et al. (1997), Ch5>w et al. (199i), Allayannis (1997), 

Miller and Reuer (1998), He and Ng (1998), Talasmakil (1999), Friberg and 

Nydahl (1999), Allayannis and Ofek (2001), Williamson (7001), among others. 
I 

Since expected exchange rate movements presumably already ~re incorporated into 

present values, the regression approach captures the contemporaneous correlation , 

between market values and unexpected exchange rate changes, illustrated by the 

following example1• Assume for simplicity a world with two turrencies, US dollars 

and French francs. Furthermore, assume that the exfhange r~te vis-a-vis France is 

random, and that a representative US investor expects with certainty to receive 

1.000 franc in three months from today. Since 1.000 franc represent the sensitivity 

of the future dollar value of the franc balance to variations in the exchange rate, 

the investors exposure to exchange rate variations on the target data three months 

away is 1.000 franc. This corresponds to the regression coefficient on the future 

dollar value of the franc position in a regression of that position on the exchange 

I Cf. Adler and Dumas (1984), p. 44- 45. 
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rate. To see this, assume for simplicity, that there are three possible future states 

of nature. From the view point of time t=O to the future target date, the dollar value 

of the French asset is uncertain and uncertainty is captured by the fact that one out 

of three possible states of nature, subscribed by s, will occur. In each state the 

French asset will have a franc price denoted by P, *, in this example 1.000 franc in 

each state. The exchange rate, S; ikuncertain and will take on different values in 

each future state of nature. Therefore, the dollar value of the French asset, P,=S,P, •, 

is random. In particular, assume that each state is equally likely to prevail, i.e. that 

the state probability is 1/3, and that 81 = 0.25, 82 = 0.225 and 83 = 0.20. The 

example is illustrated in Figure 1. 

Figure 1: The Dollar Price of a Risky Foreign Asset' in Three States of Nature 

French 

Franc 

Price: P,* 

Exchange 

Rate: S, 

US Dollar 

Price: S,P, *=P, 

~ P/=1.000 FF ---- 81 = 0.25 ~------ S1P1* = 250 $ 

Time P/=1.000 FF ---- 82 = 0.225 ------- S2P/ = 225 $ 

----------P/=1.000 FF ---- 83 = 0.20 ------- S3P/ = 200 $ 

Source: Adler and Du~as (1984). 
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Consider the linear regression of P on S, i.e. P = a t bS + e, where b= 

Cov(P,S)Nar(S). Cov(P,S) = :E,p,(P,-f )(S,- .S.), where p,is the probability.of state 

s, P, is the dollar price in states,£= :E,p,S,P,* and.$= :E,p,SJ. Applying the figures 

from above, .S. = 0.225 and£= 225 = 1000.S., so that Cov(~,S) = 0.416. Var(S) = 

:E,p,(S,- .S.)2 = (2/3)(0.000625), so that b = Cov(P,S)Nar(S) = 1.000, which is the 

representative investor's exposure to exchange rate variat[°ns at the target date. 

More generally, consider a random dollar price, P, of ;i risky asset on a given 

future date2
• The number of states of nature, k, is ~nite wit~ known probabilities. 

In a given state, k, the outcome Pk is associated witµ a vectdr of state variables, Sk 

= {S1, •••• Sn h· Exposure of P to S; is then defined as E(aP/~S;), i.e. as the current 

expectation, across future states of nature, of the partial se?sitivity of P to S;, the 

effects of all other variables held constant. Assuming that P and S are jointly 

normal, E{aE[g(P)ISJ/aS} = cov[g(P),S]/var(S) = E[g'(P)]bp
1
, , where g(P) is a 

contingent claim on P, S is the single st~te variable an~ bp/s is the regression 

coefficient of Pon S, cf. Rubinstein (1976) and Adler and]Dumas (1980). Since 
I 

g'(P) = 1, E(aP/aS;) = E{aE[(P)IS]/aS;} = cov[S;,PfS]/var(Si)= bp,(iJlli, where bp,(iJlli 

is the partial regression coefficient on S; in a regression of Pon S. In other words, 

exchange rate exposure can be measured as the coefficient of the purchasing power 

variable in a linear regression of an asset's future domesticJcurrency market price 

on the contemporaneous foreign exchange rate3
• The approach decomposes the 

probability distribution ofa risky asset's domestic currency price at a future instant · 

into two parts: one part that is correlated with the exchange rate and another part 

2 This paragraph follows the appendix in Adler and Dumas (1984). 

3 Extending the regression approach suggested by Adler and Dumas (1984) to a set­
ting with many currencies, Schnabel (1989) subsequently proves that exchange rate exposure 
can be measured within a multiple regression model. 
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that is independent of the exchange rate. As noted by Adler and Dumas (1984), 

this decomposition does not imply any causal relation, since market values and 

exchange rates are endogenously determined. 

According to the regression framework proposed by Adler and Dumas 

(1984), exchange rate exposure is estimated by the slope coefficient in a linear 

regression of the value of a firmm:.l{portfolio of firms on exchange rates, and the 

various empirical applications of the approach include changes in stock values as 

a measure of changes in the value of firms as well as changes in exchange rates. 

In the majority of empirical studies, exchange rate exposure is estimated on 

monthly data, cf. among others Jorion (1990), Bodnar and Gentry (1993), Khoo 

(1994), Choi and Prasad (1995), Donnelly and Sheehy (1996), Allayannis (1997), 

Miller and Reuer (1998), He and Ng (1998), Friberg and Nydahl (1999), 

Allayannis and Ofek (2001) and Williamson (2001), applying either nominal 

variables, cf. for example Bodnar and Gentry (1993), Khoo (1994), Chamberlain 

et al. (1997), Friberg and Nydahl (1999) and Allayannis and Ofek (2001) or real 

variables, cf. Levi (1994), Allayannis (1997), Miller and Reuer (1998) and 

Williamson (2001). A rationale for using real variables is that both changes in 

nominal exchange rates as well as movements in prices may affect exchange rate 

exposure. Furthermore, if the law of one price- holds, then exchange rate 

fluctuations are exactly offset by price movements, and exchange rate risk 

vanishes, cf. for example Shapiro (1975). On the other hand, an argument for 

applying nominal variables is, that since nominal exchange rates are readily 

observable, it is less demanding to assume that the financial markets correctly 

observe nominal. exchange rates, as compared with real exchange rates, cf. Bodnar 

and Gentry (1993). However, while the distinction between real and nominal 

variables may matter in principle, the high monthly volatility in exchange rates as 

11 



compared with the monthly variability in inflation rates, itpplies that most of the 

monthly movements in exchange rates cannot be a'ccounted for by inflation rates 
' ' 

cf. also Mark (1990). As a r~sult, similar results are t~ically obtained using 

nominal or real variables, cf. Amihud (1994), Cho~ and Prabd (1995) and Friberg 
I 

and Nydahl (1999), and the discussion contained in Jorion (1990), Chamberlain 

et al. (1997) and Allayannis and Ofek (2001), am9ng others. 

4 Exchange rate exposure in the United :States 
For firms on the stock market in the United States, previou~ research have applied 

various specifications of the regression framework to inve~tigate the significance 

of exposure and various factors that influence exposure, :On market-index data 

(Adler and Simon (1986) and Ma and Kao (1990)) or for) particular samples of 

industries or firms, including multinationals (Jorion (1990~ and Choi and Prasad 
" 4 

(1995)), large exporters (Amihud (1994)),"firms in the industry with the highest 

net-export to sales ratio (Allayannis (1996)), non-financial firms (Allayannis and 

Ofek (2001) ), firms in the automotive industry (Williamson (2001) and Allayannis 

(1996)), manufacturing firms (Miller and Reuer (1998) and Allayannis (1997)), 

banking institutions (Chamberlain et al. (1997)) and broader sample of industries 

(Bodnar and Gentry (1993)). 

However, these studies have met limited success in dcicumenting significant, 

contemporaneous exchange rate exposure. Specifically, J orion ( 1990) finds that . 

. only about 5 percent of a sample of 287 multinational firms are significantly 

exposed, Amihud (1994) finds no significant exposure for a sample of the largest 

exporters and Allayannis (1996) only finds limited evidence of significant, 

contemporaneous exposure for the industry with the highest net-export to sales 

ratio, i.e the electronic computers industry. Somewhat stronger evidence of 

significant exposure for the stock market in the United States is provided by Choi 
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and Prasad (1995), who find that about 15 percent of their sample of multinationals 

are significantly exposed. Furthermore, Bodnar and Gentry (1993) show that 11 

out of a sample of 39 industries in the United States have exposures that are 

statistically significant, Miller and Reuer (1998) find that 13-17 percent of their 

sample of manufacturing firms are significantly exposed, Chamberlain et al. (1997) 

document significant exposure fof 17-30 percent of firms in a sample of bank 

holding companies and Williamson (2001) finds significant exposure for a sample 

of automotive firms i~ the United States. With respect to factors that influence 

exchange rate exposure, several studies have found that a higher ratio of foreign 

sales to total sales implies a stronger, contemporaneous correlation between a 

depreciation ( appreci~tion) of the dollar and an increase (decrease) in stock market 

values, cf among others Jorion (1990), Bodnar and Gentry (1993), Amihud 

(1994), Allayannis (1997), Williamson (2001) and Allayannis and Ofek (2001). 

Bodnar and Gentry ( 1993) and Allayannis ( 1997) show that a higher import ratio 

implies a more pronounced correlation between an appreciation of the dollar and 

an increase in stock market values. In addition, Williamson (2001) finds that 

foreign production decreases exposure, consistent with the idea that an exporter 

can counteract the sensitivity of the cash flow to exchange rate movements by 

having costs denominated in the local currency, cf also Miller and Reuer (1998), 

and that the nature of competition is an important determinant of exchange rate 

exposure, as pointed out on a theoretical level by Mars.ton (1996). Allayannis and 

Ofek (2001) show that the use of derivatives significantly reduces exposure and 

find evidence in support of the hypothesis that firms use derivatives and foreign 

debt as a hedge against exchange rate movements, providing one possible 

explanation for the limited success of the previous research in finding significant, 

contemporaneous exposure for firms on the stock market in the United States. 
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4:1 Time-varying exchange rate exposure , i , 
Smee the numerous factors that may influence exf hange ~ate exposure are not 

constant through time, several authors have conjectured that exchange rate 

exposure may be time-varying, cf. Jorion (1990), Levi (19!94), Amihud (1994), 
I 

Allayannis (1997) and Williamson (2001 ), among others. In particular, based on 

an ex-ante division of the sample period into different subtperiods, both Jorion 

(1990) and Amihud (1994) find that the sign as well aJ the significance of 

exposure are different in the various sub-periods, and Willi~mson (2001) relates 
' 

evidence of time-varying exposure in the automotive industry to changes in the 

competitive structure of this industry. Furthermore, AllayaAnis (1997) is able to 

reject the hypothesis that exchange rate exposure is constantlover time and argues 
I 

that the time-varying exposure is driven by the sh~res of imports and exports in 

total production, cf. also the considerations contained in Le~i (1994) . 
• :fl ' 

4.2 , Augmentations of the regression approach ! 

In addition to investigating different aspects of contempor~neous exchange rate 

exposure, such as various determinants and the time-variatioJ ~f exposure, several 

authors have augmented the regression approach, either hy including lagged 
I 

exchange rate changes, cf. for example Amihud (l 9Q4), Bartdv and Bodnar (1993) 

and Allayannis (1996), or by accounting for the c~rrelatio~ between exchange 

rates and interest rates over different horizons, that may ihfluence the relation 

between stock market values and exchange rates, cf. Chow et al. (1997). 

Whereas Amihud (1994) only finds weak evidence of a relation between 

exchange rate movements at time t-1 and stock market values at time t, Bartov and 

Bodnar (1993) and Allayannis (1996) find that lagged exchange rate changes are 

a significant, explanatory variable. According to these authors, this suggests that 

investors make systematic errors when characterizing the relation between firm 

value and exchange rates, possibly due to the complex set of issues involved in 
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evaluating this relation. It is only when information about the past performance of 

the firm is made available, that investors learn the full impact of exchange rate 

movements on firm value, suggesting another possible explanation for why 

previous research has meet limited success in finding significant, contemporaneous 

exchange rate exposure for the stock market in the United States. 
~·.' :·,; 

Applying the regression framework on various horizons, Chow et al. ( 1997) 

find no significant exchange rate exposure on short horizons, but find that a 

depreciation of the exchange rate is significantly correlated with an increase in 

stock market values on longer horizons. In order to explain these findings, Chow 

et al. (1997) argue that the relation between stock market values and exchange 
' ' 

rates may be influenced by the correlation between exchange rates and interest 

rates. If exchange rate movements are correlated with changes in interest rates, it 

is important to account for the associated change in interest rates, in order to 

separate the relation between stock market values and exchange rates from the 

associated interest rate induced changes. Accounting for the correlation between 

exchange rates and interest rates, Cho'4' et al. (1997) find that a current 

depreciation of the exchange rate is accompanied by a decrease in current and 

future interest rates. In isolation, the decrease in current and future interest rates 

should tend to increase stock·market values on short and on longer horizons. 

However, Chow et al. (1997) find that a depreciation is correlated with a decrease 

in cash flows on short horizons and with an increase in cash flows on longer 

horizons. Therefore, the interest rate and cash flow effects are offsetting on short 

horizons and complementary over long horizons, explaining the observed pattern 

of exchange rate exposure over different horizons. 
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5 Exchange rate exposure in other countries tha:n the United States 
Although exchange rate exposure has been most extensively:investigated for firms 

on the stock market in the United States, an increasing a1*ount of research has 

been conducted for stock markets in other countries, including Japan (Bodnar and 

Gentry (1993), Chamberlain et al. (1997), Williamson (2p01) and He and Ng 

(1998)), Canada(Bodnarand Gentry(l993)), Au~t~alia(Khho (1994)), the United 

Kingdom (Donnelly and Sheehy (1996)), Finland (Talasm4ki (1999)) and broad 

samples of countries, cf. Friberg and Nydahl (1999), among others. 
I 

Overall, these studies have had somewhat n)ore suc~ess in docwnenting a 

significant, contemporaneous relation between stock marketvalues and exchange 

rates, compared to the research conducted for firm~ in the • nited States. He and 

Ng (1998) find strong evidence of contemporaneops excha):lge rate exposure for 

multinationals in Japan, and Williamson (2001) finds tha~ automotive firms in 
,fl i 

Japan are contemporaneously exposed to exchange rate movements. Furthermore, 

Bodnar and Gentry (1993) find that 35 percent of the Japanese industries included 
l 

in their sample are significantly affected by exchange rate 'movements, whereas 
I 

Chamberlain et al. (1997) only find weak evidence of significant exchange rate 

exposure for Japanese banking institutions.; Evidebce of significant, 

contemporaneous exchange rate exposure has also been documented for firms on 
I 

the stock market in the United Kingdom, cf. Donnely anll Sheehy (1996), for 
i 

companies in Finland, cf. Talasmaki (1999) and for firms on the stock market in 

Canada, cf. Bodnar and Gentry (1993). Khoo (1994), however, only finds weak 
' 

evidence of exchange rate exposure for a sample of mining companies in Australia. 

In line with the findings for firms in the United States, some of these studies 

have found that a higher ratio of foreign sales to total sales implies a stronger, 

contemporaneous correlation between a depreciation (appreciation) of the home 

currency and an increase in stock market values, cf. Bodnar and Gentry (1993), 
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Williamson (2001) and He and Ng (1998), and that a higher import ratio implies 

a more pronounced correlation between an appreciation of the home currency and 

an increase in stock market values, cf. Bodnar and Gentry (1993). Also in line with 

the findings for firms on the stock market in the United States, Williamson (2001) 

finds that foreign production decreases exposure and that the nature of competition 

is an important determinant of exposii're for the sample of automotive firms in 

Japan. Furthermore, He and Ng (1998) find that the extent to which their sample 

of Japanese firms are exposed to currency fluctuations can be explained by factors 

that proxy for firms hedging incentives. 

Also extending the evidence of time-varying exposure to stock markets in 

other countries than the United States, both Donnelly and Sheehy (1996) and 

Talasmaki (1999) find that exposure is different in various sub-periods, and relate 

the time-varying exchange rate exposure to changes in exchange rate regime. 

Finally, in the light of the findings for firms in the United States, several studies 

augment the regression approach by including lagged exchange rate movements, 

and find some evidence of a relation between exchange rate movements at time t-1 

and stock market values at time t, cf. for example Donnelly and Sheehy (1996), 

He and Ng (1998) and Talasmaki (1999). 
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6 Chapter 2 and Chapter 3 
The topics of chapter 2 and chapter 3 of the thesis are qlosely related to the 

'I 

empirical research reviewed in the previous sections. Therefore, it seems natural 

to summarize these chapters here. [ 

'.5 

L"· 9f different regimes governing the contemporaneous relation between stock market 

1jlues and exchange rates, without imposing any supposed a priori knowledge 

a;?ut the timing of possible changes in regime. Within this framework, the 

cc'irtstant, the regression coefficient as well as the residual variance are allowed to 
·v;. 

'f~nd on the regime, and what regime applies at any given point in time is 
1'. ' 

· ' Vemed by a stochastic state variable; ; ' 
6.1 Chapter 2: Exchange Rate Exposure in a Regime-Switching Model 
This chapter contributes to the literature by incorporating th¢ regression approach. In the paper the approach is applied to monthly observations on the Danish 

suggested by Adler and Dumas (1984) in a regime-~witchinJ model developed byJ 'ck market index and the trade-weighted exchange rate in the period from 1979 

Hamilton (1989,1990) and by applying this framewoi to investigate the! 1999. The findings are, that there exist two persistent regimes governing the 

contemporaneous relation between exchange rates and stdck market values in .. t~ontem~oraneous relation between stock i_)tlces anc\ exchange rates. ln the fast 

Denmark. Incorporating the regression approach iri a regide-switching model is 
1
:' short lived regime, there is no significant, contemporaneous relation between 

motivated by preliminary evidence, indicating that the contemporaneous relation I exchange rates and stock prices, whereas the relation is highly significant in the 
I I 

between stock market values an~ e_x~hange r~tes in ~enm~rk:is unstable o~er time. f :... . second and longerlasting regime, where a depreciation ( appreciation) of the trade-

However, rather than ex-ante d1v1dmg the sample mto different sub-penods and ·. · weighted exchange rate is significantly correlated with a contemporaneous 
I 

applying the regression approach to these different sub-periods, cf. for example :, increase (decrease) in the stock market index. 

Williamson (2001), Donnelly and Sheehy (1996), Talasm~ki (1999) and Jorion l\ 
I .' 
I , 

(1990), the view of this paper is that in the light of the numerous factors that , 

potentially might influence exchange rate exposure and hence also induce 

exchange rate exposure to change over time, it is not possible ex-ante to know 

when the relation between stock market values and exchange rates might change. 
I 

6.2 Chapter 3: On the Dynamic Interaction Between Exchange Rates, 
Interest Rates and Stock Market Values 

' While chapter 2 in the thesis stays close to the tradition in the literature on 
I' 

exchange rate exposure by including exchange rates as the only independent 
Therefore, instead of ex-ante dividing the sample period into different sub-periods 

variable, this chapter adds interest rates to data on exchange rates and stock market 

and apply the regression approach to these different sub-periods, the approach : values and empirically i,nvestigates the dynamic interrelation between these 

followed in this paper is to let the data determine if and when possible changes in 

the contemporaneous relation between stock market values and exchange rates 

occur. By incorporating the regression approach, that has been widely applied in 

the empirical research on exchange rate exposure, in a two-state regime- switching 

model developed by Hamilton (1989, 1990), this approach allows for the existence 
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variables by means ofinnovation accounting in a vector autoregressive model. The 

purpose of including interest rates alongside with exchange rates and stock market 

values is to account for the correlation between interest rates and exchange rates, 

that may influence the observed correlation between exchange rates and stock 

market values, cf. also Chow et al. (1997), and thereby provide a first step in the 
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direction of a more comprehensive picture of the relation b6

1

~ween exchange rat,\ i 

and stock market values. 

In particular, with some degree of correlation between exchange rates and, 

interest rates, an observed relation between stock market values and exchange rate, 

movements may either be induced by a change ip exchange rates or by a change, 

in interest rates. In the first case, an observed relation betwee~ stock market values : 
I 

and exchange rates may both reflect a direct exchange rate effect and an exchange, 

rate associated interest rate effect, and in the second case, the direct interest rate; 

effect may be accompanied by an interest rate associated e~change rate effect. In., 

the context of a present value framework, allowing exchabge rates and interest 
I , 

rates to be correlated and applying the interest rate ris a proxt for the discount rate, 
. I 1 

the val1ie of a firm or a portfolio of firms, V, can be expres~ed as V = r(S) n(S(r}) l 

/,, I ,; 
, where r denotes the interest rate and 1t is profits net oftaxy The exchange raten 

S, is defined so that an increase (decrease) is a depreciation (appreciation):, 

dV 
Differentiating partially with respect to the exchange rate, ds 

·,, 

ti 
the first term on the right hand side is the exchange rate associated interest rafo 

effect and the second term is the direct exchange rate eff+t. Consider the cas:· 

: dr ·;; 
where a depreciation is correlated with a fall in interest rat~s, i.e. dS < 0. In this; 

case, the exchange rate associated interest rate effect isl positive. 
: . . 

dV .• 
depreciation is correlated with an increase in profits, dS > 0. However, if a 

dV ,; 
depreciation is correlated with a decrease in profits, the sign of dS depends oh 
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'i!ther or not the direct exchange rate effect dominates the exchange rate 

, 'ciated interest rate effect. If the direct exchange rate effect dominates the 
.t, 

. d" f~ dV ,,,, :ange rate associate mterest rate e iect, dS < 0. However, when the exchange 

associated interest rate effect dominates the direct exchange rate 
~ _. 1 

Differentiating partially with respect to the interest rate, 

, where the first term on the right hand side is the direct 

'tetestrate effect and the second term is the interest rate associated exchange rate 

let., Consider the case where an increase in the interest rate is correlated with 

·. dS 
ppreciation, i.e. - < 0. Then, if an appreciation is correlated with a decrease 
· dr ! . 

dV 
,rofits, -d < 0. If, on the other hand, an appreciation is correlated with an . r 

: dV 
rease in profits, the sign of - depends on whether or not the direct interest 
' dr 

' · ,effect dominates the interest rate associated excha~ge rate effect. When the 

tc,t interest rate effect dominates the interest rate associated exchange rate 

. dV 
'ct, b < 0. However, when the interest rate associated exchange rate effect 

'.\ates the direct interest rate effect, dV > O. 
dr 
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i 
In the literature on exchange rate exposure only a 1\few contributions, 

including Friberg and Nydahl (1999) and Chow et al. (19
1

97), account for a 

potential correlation between interest rates and exchange ratesf that may influence 

the observed correlation between exchange rates and stock market values. In the 

context of contemporaneous exchange rate exposure of national stock markets, 

Friberg and Nydahl (1999) find that inclusion of the interest ra~e as an explanatory 

variable in the regression framework suggested by Adler and Dumas (1984) tends 

to decrease the significance of the coefficient on the exchange rate, and argue that 

this probably reflects that the exchange rate and the interest rate are affected by the 

same domestic shocks, implying multicollinarity. Also withi4 the framework of a 

regression model, Chow et al. (1997) find no significant excrang~ ra~e e_xposure 

on short horizons, but find that a depreciation of the exchang1 rate 1s s1gmfieantly 

correlated with an increase in stock market va},µes on longer tjorizons. Chow et al. 

(1997) argue, that these results are d~e to the offd
1

etting respectively 

complementary effect of the correlation between exchange rates and interest rates 

on stock market values on different horizons, cf. also the discl ussion contained in 

section 4. 

As opposed to the previous literature, however, this p~per investigates the . 

dynamic interactions between interest rates, exchange ratrs and stock market 

values by means of innovation accounting in a vector autoregressive model, rather 
I j 

than including the interest rate in a regression framework. !his approach makes 

it possible to explicitly trace out the dynamic effect on ~tock market values 

induced by changes in exchange rates and interest rates, f respectively, and to 

decompose the forecast error variance explained by innovations in each variable. '. 

As for data on stock market values the paper applies monthly observations · 

on both the stock market index and industrial production. Inclusion of industrial ' 

production in addition to the stock market index is motiv1ted by the results in 
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-_ i 
Chow et al. (1997), who find that exchange rate movements have long run ca~h 

flow effects. However, since data on cash flows are not available and sinqe 
I 

industrial production should proxy for cash flows in a discounted cash flow 

framework, industrial production is applied as a proxy for aggregate cash flow, cf. 

also Choi et al. (1999). Including monthly observations on interest rates and the 

bilateral exchange rate vis-a-vis the United States alongside data on stock mark~t 
Jil·, I 
, values the main findings of the paper are, that an increase in the interest rate 

-,,7,·; 
· induces an appreciation of the exchange rate and that the correlation between 

interest rates and exchange rates results in a prolonged fall in the return on die 

"~tock market, approximated by the percentage, monthly change in the stock markit 
,1,,, . --··--- I 

• index. Furthermore, a depreciation of the exchange rate does not induce 1a 

{Jf!cMJf~tent change in the interest rate, but results in an increase in the return on t~e 

. mkfk~tf ·also for an extended period of time. Hence, by differentiatiJg 

. ,·~~fl'IPg~ rate exposure induced by a change in the interest rate and byla 

tli!it1ge rate, respectively, the chapter adds insight into the 

rill~ ~ti the Danish stock market are exposed to exchange 
I 

Jf;, the results show that firms on the Danish stock 
. l.jJ •,•d'' 

ge rate movements, both through a direct exchange 

.-· '1fiffitiiit~restrate associated exchange rate effect and that 

i,j-~!f,J<:iiJgJtbb:~ii~e rate associated interest rate effect. The absence 

xch!ifr',.1-1te'a:ss6ciated interest rate effect shows that movements in the 

- iinge iatBconstitute an independent source of risk in relation to interest rates 

_c(tttkresults'should be viewed in light of the exchange rate regime in the period 
. - I 

der consideration. With fixed exchange rates vis-a-vis Germany and floating 

liahge rates vis-a-vis the United States, a change in the interest rate fa 
~-· I 

' Ated with a change in the exchange rate vis-a-vis the United States, but a 

i~e in the exchange rate vis-a-vis the United States does not induce a change 

23 



! 
I, 

in interest rates, allowing exchange rate movements to constitute an independent \ 

source of risk in relation to interest rates. 

7 Pricing of exchange rate risk 
While chapter 2 and chapter 3 in the thesis i13:vestigate different aspects of 

exchange rate exposure for the sample of firms listed oti the Danish stock 

exchange, chapter 4 and chapter 5 investigate whether exchan~e rate movements 

are a priced factor on the Danish stock market, on an sector level and on a firm 

level, respectively. I 

In a frictionless world with complete markets, th~ Modigliani-Miller 

Theorem suggests that investors do not necessarily m;ed to be tompensated for the 

risk of exchange rate changes, if this source of risk can be tversified away. In . 

such a frictionless world, shareholders can cho9se their own Jreferred risk profile • · 

given differences in exchange rate exposure of various sectorJ in the economy. On 

the other hand, the arbitrage pricing theory suggests that in a~ economy described . 

by a number of pervasive factors, these factors might be pri~ed in the sense that I , 

firms are required to pay investors for the risk of exchang~ rate changes, or - · 

equally - investors will be willing to pay a price to avoid the risk associated with 
. I 

movements m exchange rates. Whether or not exchange rate iisk is a priced factor i 
I 

is an important question, since it might have implic~tions fo~ the cost of capital. 

In particular, if exchange rate risk is priced, investors migh~ be willing to pay a ' 

price to avoid the risk associated with movements in exchahge rates, and firms 
. . i : 

might be able to decrease the cost of capital by hedging against exchange rate ·· 

fluctuations. 

In the literature several contributions have investigated whether or not 

exchange rate risk is priced on national stock markets, cf. among others Jorion 

(1991), Brown and Otsuki (1990) and Choi, Hiraki and Takezawa (1998). Jorion 
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i 
··, I 

(1991) finds that while the relation between stock returns and the value of tJe 

. . •{d?llar differs systematically across industries in the United States, the empiricll 
,·,,,,·. I 

•• .. lviden~e does not suggest that exchange rate risk is priced on the stock market in 
:fhe Umted States. Investigating the effect of macro-economic factors in the pricing 

tfJapanese securities, Brown and Otsuki ( 1990) find that exchange rate risk is not 

~~riced in Japan, whereas ChoCHiraki and Takezawa (1998) more recently ha~e 

}rovided evidence that exchange rate risk is priced on the Japanese stock marke~. 
j• 

"' In chapter 4, the pricing of exchange rate risk in Denmark is investigated o.n 

_'~ sector level. In order to investigate whether exchange rate risk commands a ri1 
., I 

.temium on the Danish stock market, two factors are employed in the chapter, i.~. 

, _ j~~e market and innovations in the exchange rate orthogonal to the market. Withih 
. "C. · · I ;:;;:t:~. ~amew~rk, the issue 1s whether the premium on exchange rate changes ,s 

•
0 
~ignificant, 1.e. whether changes in exchange rates are priced in a mann6r 

. . I 
sistent with the APT-model. In the paper, time-series on excess returns are 

st~cted by subtracting the risk-free rate of return from the monthly rate Jf 
.. ·• , I 
Age m the stock market index and from the monthly rate of change in the stock 
,t)l ' 

yx ;or six different sectors, respectively, cf. also McElroy and Burmeister 

and Jorion (1991). With respect to innovations in the exchange rate, th
1

e 

}pplies two different measures, namely the monthly rate of change in th,b 

~\Veighted exchange rate and in the bilateral exchange rate vis-a-vis thb 

States. To avoid spurious pricing of the exchange rate factor because cif 

sible correlation with a priced market, the exchange rate exposure orthogonJl 

'market is estimated for six different sectors in the economy. Wheh 

tions in the trade-weighted exchange rate orthogonal to the market afe 

~~' the sign of exchange rate exposure varies across sectors butthe exchanJe 

··Ma is not significant on a conventional level for any of the sectors. Applyin~ 

change rate vis-a-vis the United States, however, the exchange rate beta is 
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I 

significant for shipping, where a depreciation (appreciation) of the exchange rate\\ 

vis-a-vis the United States is correlated with an increase (decrease) in excess 

returns. Since the exchange rate beta is only significant on a sector level when the 

exchange rate vis-a-vis the United States is applied, the model is implemented with 

the market as the first factor and the exchange rate vis-a-vis the United States -

purged of the influence of the market- as the second factor. Estimating the system 

as an iterated nonlinear seemingly unrelated regression model, the unconditional 

risk premium attached to exchange rate exposure is found to be positive and 

significant at a ten percent level. The positive and significant exchange rate price 

coefficient indicates that firms with a positive exchange rate exposure - i.e. firms 

for which a depreciation ofDkr. vis-a-vis the United States is correlated with an 

increase in returns - are expected to have a higher rate of return relative to firms 

that are not exposed to fluctuations in the exqhange rate vis-a-vis the United 

States. In other words, a positive exchange rate exposure is a source of higher risk 

and higher expected return. These results are in contrast to tl\.e findings for the 

stock market in the United States, cf. Jori on (1991 ). Since the pricing of exchange 

rate risk on the Danish stock market implies that firms are required to pay 

investors for the risk of exchange rate changes, then - by the same token - investors 

will be willing to pay a price to avoid the risk associated with movements in 

exchange rates. Therefore, the results indicate that firms om the Danish stock 

market might be able to decrease the cost of capital by hedging against exchange 

rate movements. 

Motivated by some evidence of significant exchange rate exposure for the 

shipping sector in Denmark, chapter 5 conducts a more comprehensive 

investigation of exchange rate exposure for firms within this sector and applies 

the same two factors as in chapter 4 in order to examine the pricing of exchange 

rate risk for firms in this sector of the economy. In the chapter exchange rate 
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I 
exp~sure is found to be positive and significant for four of the firms in th? sample. 

For these firms, a depreciation (appreciation) of the exchange rate vis~a-vis the 

United States is correlated with an increase (decrease) in excess retumk. In this 

context it should be noted, that besides shipping, these firms are also involved in 

oil production and both freight rates and oil prices are usually set in us rollar. If 

the firms face prices tha'i'are exogenously determined in US dollar on the world 

market, then the firms cannot deliberately change their prices when the exchange 

rate fluctuates. Furthermore, if costs are relatively fixed in domestic currency, then 

exchange rate changes may have strong effects on the profitability of the ifirm and 

thereby on excess returns. However, it has not been possible to obtain any specific 
I 

information on income and costs in US dollar for these firms. With respect to 

pricing of exchange rate risk, the exchange rate price coefficient is not si!nificant 

when the framework contains nine firms within the sector, but the exchJnge rate 

price coefficient is significant at the ten percent level when the system ~ontains 
I 

five sectors and one of the firms which are found to be significantly exposed to 
' i 

exchange rate movements. 

, I 

I' 
: ~ 
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Abstract <l '·• 

Chapter 2 

Exchange Rate Exposure in a 
Regime-Switching Model 

This paper contributes to the literature on exchange rate exposure by incorporating 
the regression approach suggested by Adler and Dumas (1984) in a two 1state 
.{fgime-switching model developed by Hamilton (1989, 1990) and by applyinJ this 
framework to investigate the contemporaneous relation between stock m~rket 
•yalues and exchange rates in Denmark. Incorporating the regression approath in 
Nregime-switching model is motivated by preliminary evidence of an unstable 
ri;Iation between stock market values and exchange rates, and the approacH lets 
~~ta and not supposed a priori knowledge determine when a possible chanie in 

.:t~gime takes place. The findings are that there exist two highly persistent regimes. 
!!J}he first short lived regime, there is no significant, contemporaneous rel~tion 

. tetween exchange rates and stock market values, but in the second and lohger 
Jast_ing regime, t~e .relation is ~i~hly significant. In ~articular, in the se1ond 
regime, a depreciat10n (appreciat10n) of the trade-weighted exchange ra(e is 
'sfgnificantly correlated with a contemporaneous increase (decrease) in the stock 
.wilrket index. ' 
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1 Introduction 

The high volatility of exchange rates as compared with other macroeconomic 

variables such as inflation and interest rates implies tµat exch*nge rate movements 

can be a major source of uncertainty for firms. Therefore, it is not surprising that 

the relation between exchange rates and the value of firms has attracted substantial 

attention in the academic literature. In the previous research,jit has been common 

ground to estimate exchange rate exposure, broadly defined aJ the relation between 

exchange rates and the value of firms, by applying the tegression approach 
I 

suggested by Adler and Dumas (1984), cf. Jorion (1990),IBodnar and Gentry 
, I 

(1993), Amihud (1994), Levi (1994), Khoo (1994), Choi[ and Prasad (1995), 

Allayannis (1996), Donnelly and Sheehy (1996), Chamberlain et al. ( 1997), Chow 

et al. (1997), Allayannis (1997), Miller ang''Reuer (1998),I He and Ng (1998), 

Talasmaki (1999), Friberg and Nydahl (1999), Allayanni\s and Ofek (2001), 

Williamson (2001), among others. This paper contributesj to the literature by 

incorporating the regression approach in a regime-switching!model developed by 

Hamilton (1989,1990), and the framework is subsequently ~~plied to investigate 

exchange rate exposure in Denmark. I 
I 

Incorporating the regression approach in a regime+switching model is 
I 

motivated by preliminary evidence, indicating that ~he cont~mporaneous relation 
I 

between stock market values and exchange rates in Denmark is unstable over time. 

However, rather than ex-ante dividing the sample into different sub-periods and 

apply the regression framework to these different sub-periods, as it is done in 

Williamson (2001), Donnelly and Sheehy (1996), Talasmaki (1999) and Jorion 

(1990), the view of this paper is, that in light of the n~merous factors that 

potentially might influence exchange rate exposure and hence also induce 

exchange rate exposure to change over time, it is not possible ex-ante to know 
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I 

-~~'Xi(ctly when the relation might change. Therefore, instead of ex-ante dividiJg the 

fimple into different sub-periods and apply the regression analysis to_ these 

:.~ifferent periods, the approach followed in this paper is to let the data deteimine 

tf-and when possible changes in the relation occur. By incorporating the regre!ssion 
~r. . 
)pproach, that has been widely applied in the research on exchange rate exposure, 
-~. I JP a two-state markov regime-switching model developed by Hamilton 

lQJ989,1990), this allows for the existence of different regimes govemink the 

, ._ fi~ntemporaneous relation, without imposing any supposed a priori knowiedge 

·~out the timing of possible changes in regime. Within this framewor~, the 

Jpnstant, the regression coefficient as well as the residual variance, are allovJed to 

4lipend on the regime, and what regime applies at any given point in titke is 

g<>vemed by a stochastic state variable. I 

_, . The paper is organized as follows: Section 2 contains a short review Jfthe 

tiundation for measuring exposure as a regression coefficient, developed by idler 

. 11-id Dumas (1984 ), and recent applications. In section 3 the method is incorpJated 
- ,·, I 
_ ·1~-the regime-switching model, and the contemporaneous relation betweeh the 

'\t~ck market index and the trade-weighted exchange rate in Denmark is 
, ·', I 

. l(UVestigated within this framework. Sectioq_ 4 contains the concluding rem~rks. 

The Regression Approach to Exchange Rate Exposure I 
I 

- ,;}i,their landmark paper, Adler and Dumas (1984) define exchange rate exp~sure 
.. -, I 

. i!tthe sensitivity of the value of firms to exchange rate movements and sho0 that 
, I 

, _ 'txposm;e can be measured as the regression coefficient of the value of the fiqn on 
·-- -, 

• 'f~change rates across different states of nature. To illustrate this, consider the 
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I 

random dollar price, P, of a risky asset on a givell future d,ate2
• The number of 

states of nature, K, is finite with known probabilities and i1 a given st~te, k, ~he 

outcome Pk is associated with a vector of state variables, Sk = {S,, ... ,Snh, mcludmg 

exchange rates. Exposure is then defined as the cµrrent exp~ctation across future 

states ofnature of the partial sensitivity ofP to the i'th state ~ariable, Si, when the 
> ' I 

effects of all other variables are held constant, i.e. as E(aP/aSi)· E { aE[g(P)IS]/aS)} 

= Cov[g(P),S]Nar(S)=E[g'(P)]bp
1
,=bPls, where bPI• is the reg~ession coefficient of 

p on Sin the bivariate case and g(P)=P. This definition of e{posure amounts to a 
! i 

decomposition of the probability distribution of a risky asse~'s domestic currency 

price at a future instance into two parts: One that is :correlatJd with the exchange 

rate and a second that is independent of the exchange ratel Since stock market 

val~es and exchange rates are determined,jointly, it is \ simply a statistical 

decomposition and does not imply a causal r~lationship bet~een exchange rates 

and stock markets. i 
For firms on the stock market in the United States, pr6vious research have 

applied the regression framework to investigate the signific~nce of exposure and 
I 

various factors that influence the extent to which firms are ~xposed to exchange 

rate movements. In general, this research has met limited sutjcess in documenting 

significant, contemporaneous exchange rate exposure, cf. Jo~ion (1990), Amihud 

(1994), Allayannis (1996), Choi and Prasad (1995), Bodnaf and Gentry (1993), 

Miller and Reuer (1998), Chamberlain et al (1997) and Willi~mson (2001 ), among 

others. As for the factors that influence exchange rate exposure, several studies 

have found that a higher ratio of foreign sales to total sales implies a stronger, 

contemporaneous correlation between a depreciation (appreciation) of the dollar 

and an increase (decrease) in stock market values, cf. among others Jori on (1990), 

2This paragraph follows the appendix in Adler and Dumas (1984). 
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I 
Bodnar and Gentry ( 1993 ), Amihud (1994), Allayannis ( 1997), Williamson (2001) 

I 
and Allayannis and Ofek (2001 ). Bodnarand Gentry (1993) and Allayannis (1997) 

show that a higher import ratio implies a more pronounced correlation bet,e~~ an 

appreciation of the dollar and an increase in stock market values. In adthtton, 

Williamson (2001) finds that foreign production decreases exposure, consistent 

with the idea that an exporter can decrease the sensitivity of its cash flow to 
. I 

exchange rate movements by having cost denominated m the local curre~cy, cf. 

also Miller and Reuer (1998). Furthermore, Williamson (2001) shows that the 

nature of competition is an important determinant of exchange rate exposrre, as 

pointed out on a theoretical level by Marston (1996). Allayannis and Ofek (2001) 

find that the use of derivatives significantly re.due'." exposure ~nd thefr cvldc~ee 

also supports the hypothesis that firms use denvattves and foreign debt as a
1

hedge 

against exchange rate movements, providing one possible explanation for the 

previous research's limited success in documenting significant, contemporl\ neous 

exposure for firms on the stock market in the United States. • ' 

For firms on stock markets in other countries than the United States, 

previous research have met somewhat more success in finding sign~ficant 
I 

exposure, cf. Bodnar and Gentry (1993), Chamberlain et al. (1997), Willirmson 

(2001), He and Ng (1998), Khoo (1994), Donnelly and Sheehy (1996), Talismaki 

(1999) and Friberg and Nydahl (1999), among others. In line with the findi\:lgs for 

firms in the United States, Bodnar and Gentry (1993), Williamson (2001) !and He 
I 

and Ng (1998) find that a higher ratio of foreign sales to total sales iniplies a 

stronger, contemporaneous correlation between a depreciation ( appreciatio1) ofthe 

home,currency and an increase in stock market values, and Bodnar and• 1Gentry 

(1993) also show that a higher import ratio implies a more pronounced coirelation 

between an appreciation of the home currency and an increase in stock rriarket 
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values. Also in line with the findings for firms on the stock market in the Unit€_d 

States, Williamson (2001) finds that foreign production dbcreases exposure an~ 

that the nature of competition is an important determinait of exposure for the 

sample of automotive firms in Japan. He and Ng (1998) show that the extent to 

which their sample of Japanese firms are expos~d to curre~cy fluctuations can be 

explained by factors that proxy for firms hedging incentives. 

Within the literature, several contributions have conjectured that since the 

numerous factors that affect exchange rate exposure are not lconstant through time, 

exchange rate exposure may be time-varying, cf. among oth!rs J orion ( 1990), Levi 
I .. • 

(1994), Amihud (1994), Allayannis (1997), Williamson (2001), Donnelly and ' 

Sheehy (1996) and Talasmaki (1999). In particular, based bn an ex-ante division 

of the sample period into different sub-periods, both Joridn (1990) and Amihud 

(1994) find that the sign as well as the signifis:ance of expoJure are different in the 

various s~b-periods, and Williamson (20b,1) relates evif nee of time-varying , . 

exposure m the automotive industry to changes in the competitive structure of this · 

industry. Allayannis (1997) is able to reject the hypothets that exchange rate ,1 

exposure is constant over time and argue that the time-vary~ng exposure is driven { 

by the shares of imports and exports in total production, cf. also the considerations!: 

contained in Levi (1994). Extending the evidence of timb-varying exposure to/ 

stock markets in other countries than the United States, bottj Donnelly and Sheehy/ 

(1996) and Talasmaki (1999) find that exposure is different in various sub-periods, 

and relate the evidence of time-varying exchange rate e~posure to changes in{ 

exchange rate regime. 
! ',: 

In the next section, the possibility of time-varying exposure is investigated a. 

for Denmark. However, rather than ex-ante dividing the sample into different sub~', 

periods, the possibility of different regimes governing the contemporaneous 

38 

. I 
(JeJation between stock market values and exchange rates is examindd by 
·,~.:,, I 

:f rcorporating the regression framework in a two state regime-switching mddel. 
i 

Exchange Rate Exposure in a Regime-Switching Model 

. e, tlata applied in the regime-switching model consist of monthly observations 

:Jhe stock market index and the trade-weighted exchange rate, both mea~ured 

ominal terms. The choice of monthly frequency is in line with a large pJrt of 

. prsyious, empirical research conducted for other countries, cf. for exainple 

:.on.(1990), Bodnar and Gentry (1993), Khoo (1994), Choi and Prasad (1~95), 

.. elly and Sheehy (1996), Allayannis (1997), Miller and Reuer (1998), Hd and 

'?998), Friberg and ~ydahl ~1999), Allayannis and Ofek (2001) land 

,ta}llson (2001 ), and nommal vanables are used in Bodnar and Gentry (1993), 

~q ·(1~94), Chamberlain et al. (1997), Friberg and Nydahl (1999) [an? 

anms and Ofek (2001 ), among others. The stock market index is measured 

9 pionth and includes all firms listed on the Danish stock exchange3• ~he 

, i:i:iarket index does not include dividends, so changes in the index re~ect 

1 gains or losses. This is in line with Bodnar and Gentry (1993) who 
' I 

re r,narket return as the dividend exclusive return for the equally weigl:lted 
., I 

t:e~rtfolio. Following Jorion (1990), Bodnar and Gentry (1993), Bartov ~nd 

r,,(19-94), Ibrahimi et al. (1995), Donnelly and Sheehy (1996) and Choi, et 

997), among others, the trade-weighted exchange rate index is applied, J1so 

",ina1 ,~erms and measured ultimo month. The trade-weighted exchange fate 

ped such that an increase (decrease) is a depreciation (appreciation). f . 

. '
3
The:we1ghts in the stock market index are altered continuously, when firms enter or 
stock market or when new emissions occur. 
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The variables in levels, covering the period from prirhl
1 

o 1979 to ulti~o 1999, 

are shown in Figure 14
: 

Figure 1: Variables in levels 
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Note: Data on the stock index and the trade-weighted exchange rate !e provided by the National 
I 

Bank of Denmark. ( 

According to an Augmented Dicky-Fulleri:st, the percenfage, monthly change in 

the stock index and the percentage, monthly change [in the trade-weighted 

exchange rate are both stationary variables, cf. Table 1. I 
I I 

4The choice of period is based on availability of data: Time series on the trade­

weighted exchange rate measured ultimo month do not e'.'ist before 1979. 
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Test ADF 

Percentage change in trade­
weighted exchange rate 

Constant and trend 
5% critical value: -3.45 
10% critical value: -3.15 

-0.89 (OJ 

-5.58* (13J 

-2.73 [OJ 

-14.45* [OJ 

Constant 
5% critical value: -2.89 
10% critical value:-2.58' 

0.98 [OJ 

-5.45* [13J 

-1.33 (OJ 

-14.46* [OJ 

Note: The columns contain the test statistics from a regression with a constant plus a trend and with a constant. The 
regressions include 13 lags to begin with, and the lag length is chosen by sequentially applying an F-test uAtil the 

. joint hypothesis P~, = ... = P~L = 0 is rejected for some L. Numbers in square brackets denote the number oflags in 
··the final regression and the critical values are from Hamilton (1994). • denotes rejection of the null hypothbsis of 

non-stationarity at a 5 percent level. I 

.· I 
'S.,ince E{aE[g(P)IS]/aS)} = Cov[g(P),S]/Var(S) = E[g'(P)]bp

1
s= bP1., where bpls is 

;ihe regression coefficient of Pon Sin the bivariate case, exchange rate expJsure 

can be measured as the regression coefficient of stock market values o1 the 

c:ontemporaneous value of exchange rates, cf. Adler and Dumas (lf84). 

freliminary evidence on the stability of the relation between stock market v*1ues 
! 

and exchange rates can be obtained by estimating the coefficients of the ordinary 

least squares recursively, i.e. by recursive least squares. Figure 2 show~ the 
I 

recursive point estimates of the constant term and of the coefficient on the ttade-

weighted exchange rate, including 95 percent confidence intervals, in a si~ple 
! 

regression of the percentage, monthly change in the stock market index o:h. the 
i 

contemporaneous value of the percentage, monthly change in the trade-weighted 
. I 

! 

! 
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Figure 2: Recursive Parameter Estimates in One-Regimcl model 

4 Constant tenn , I 
i 

-2 

1980 1985 1990 1995 2000 

-1 

:980 1985 1990. . 1995 I . 2000 

Note .. Th~ figure shows _P;'. :I- 2SE(P,,) for each ~oeffic1ent (1 = 0, I). In the recu~s,ve least squares estimation, the 
equ~t1~n 1s fitted to an m1trnl ~ample of M-1 pomts, then t,9 samples of M, Mt 1, ... up to T observations so the 
sta!1stl~s are recalc~lated addmg _observations one at a _ _ti'me, cf. Hendry (1995). The recursive least squares 
estnnatmn has been implemented m PcGive. I 

i 
I 
; 

As it appears from Figure 2, both coefficients are unstable over time. Furthermore, 
. , I 

based on the break-pomt Chow test, the null of stability pf the model is rejected 

at a five percent level, cf. Figure 3. 
' i 
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Figure 3: Break-point Chow test for stability 

NdnCHOWs 

LS 

L.L_~~~~-----'-~~~~~--'-~~~~------'-~~~~~~I 
- - - - =1 

Note: Break-point Chow test for stability of the simple Adler and Dumas (1984) regression approach to the 
contemporaneous relation between stock markets and exchange rates. In the graph, each point gives the valJe of the 
Chow F-test for that date against the fmal period scaled by its critical value, so the forecast horizon is dedreasing 
from left to right. Values above the vertical line indicate rejection of the null of stability at a five percent teiel. The 
test has been implemented in PcGive. I , 
In light of the apparent instability of the parameters, a model that allows foumore 

than one regime is estimated. To this end, the Markov-switching model developed 

by Hamilton (1989, 1990) is used. This model has been applied in many di~fen,nt 

contexts, cf. Engel and Hamilton (1990), Hamilton and Lin (1996), Whitelaw 

(2000) and Campbell, Lo and Mackinlay (1997), among others, and has several 

appealing features. First and foremost, possible changes in regime a~e not 

determined by a priori inspection but rather by the interaction betweeJ data. 

Therefore, the approach has the advantage ofletting data and not supposed alpriori 

knowledge determine when a possible change in regime takes place. Second
1

, what 
. I , 

regime applies at a given point in time is governed by a stochastic state v4iable, 
' ,, 

that is assumed to be independent of the residual term across all periods of time. 
! 

In other words, the state-process is assumed to evolve purely exogenouslyito the 

dynamics of the variables. Third, since the state variable can be estimated by 
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Hamilton's (1989) filtering process, we can identify the regime in which,thi 
I . t 

process was in at any given point in time with some degree of confidence. ·. 
I :f 

In order to incorporate the Adler and Dumas (1984) approach in tH 

Markov-switching framework, it is necessary to introdude some notation5
• Let SJ 

denote the percentage, monthly change in the stock index at time t and ER1 tli 
percentage, monthly change in the trade-weighted exchknge rate, also at timef. 

Furthermore, let s1 denote the regime at date t, st =11,2 and a the vector 9 

parameters characterizing the conditional density, which tis assumed to be normll 

The (2xl) vector of the conditional density of the percen~age, monthly change-\ 

the stock index, 1']1, is given by: 1 

I 

!(SI I = I·a) =~I~ [-(S/ &-.B0(1)-,B1(b ER 1)'] 
'S, ' ~exp .,, , ' 

_,mcr, ., 20'1 I ' 
(1)17, = 

f(S/,ls, = 2;a) = ~exp[-(S/ ,-t),(Z)-f T ER,) ] 
_,2ncr2 2cr2 

I 
The state-variable, Si, follows a first-order Markov process 

probabilities expressed as: 

(2)P{s=ils_=i)=[ p" I-p,,] 
' ,, 1-p,, P,, 

where pij is the probability of being in regime j in period t, conditional on havr'g 

been in regime i in period t-1. The probability that the unobserved regime j w~ 
responsible for producing the observation at date tis given by: 

5 A general version of the model can be found in Hamilton (1994). 
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i~ i 
e{4enotes the vector of population parameters and Ilj, j=(l,2), is the 

'tfvii~1 probability that st takes on the value j. I 
,''.t,egime is defined as a sub-period in which the coefficient on the 

\t variables - including the constant term - are constant. A regime-sh~ft . 

. , ;hen the regression framework for exchange rate exposure chang~s, . 

. ca11se of a change in the explanatory power of the exchange rate or t~e 
t)ii{·· I 
t term or because of a change in the part of the volatility in stock marlfot 

tp;i is not explained by the model. The regime-switching model can be 
~~~- I 

ated;;by Maximum Likelihood, cf. Hamilton (1994). The Maximum 
JVtir',;;,., 

ood estimation is implemented with the state probabilities of the initial 
t~j{ft_'.-;' : 

tion given by the ergodic probabilities, calculated as the unconditional 
ti' .1,,. I 
lities. The unconditional probability for regime 1 is given by (1- p22)/(2 -

I 

\rnndthe unconditional probability for regime 2 is given by (1- p11)/d-
,j'i; ;; . ! 
fG:frHamilton (1994). ' 
18~ . 

h; .cpniputations are done using the BFSG-algorithm in GAUSS. Usihg 
J,)0 . fl 

tJstarting values for the algorithm, there is more than one local maximtim 
'i :'(}\'~t· !; 
results in Table 2 apply to the local maximum with the highest likelihoc\d. iw,· ,; . I 
oice -is consistent with Kiefer (1978) who in the context of the mixed-
~tr- \_ .. -., I 
tion'fuodel - where a global maximum does not exist - shows that there. is 
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a bounded local maximum of the likelihood function that1b.as the usual maximum 
. . 11 •• 

hkehhood properties, i.e. consistency and asymptotically\efficiency. 

Table 2· Maximum Likelihood Est· t 1ma es o fth R .! S . h" e egn,ne- w1tc mg Model 

Regime 1 I Regime 2 

Constant term. Po -1.1486 (-1.7166) I 1.2503* (4.1978) 

Exchange rate P, -0.1186 (-0.2861) , 1.2337* (3.8319) 

Variance a2 4.1916 (2.5934) I 20.6789 (10.7945) 

Transition probability Pii 0.9790 (23.5916) I o.9958 (210.2388) 

Ergodic probability 0.1644 I 0.8356 

Log-likelihood 
'I 

-728.7939 
Note:As totic !-ratios • ymp are shown m parentheses. denotes s1gn1ficance at th~ 5 percent level. 

i 
In Table 2, the coefficient on the percentag~)llonthly chan*e in the trade-weighted 

exchange rate (P,) is negative in regime !"and positive in :regime 2. This implies, 

that a depreciation of the trade-weighted exchange ra~e is correlated with a 

contemporaneous fall in stock market values in regime 1 but with an increase in 

stock market values in regime 2. However, the;relationl between stock market 

values and exchange rates is only significant in regime 4. These results suggest 

that there are two regime-dependent underlying models for the contemporaneous 

rel~tion: On~ in ~hi~h the contemporaneous relation is irsignificant and one in 

which there is a stgmficant, contemporaneous relation. : · 

According to the estimated transition probabilities ib Table 2, both regimes 

are rather persistent, with the probability of continuing iµ a given regime being 

97.90 to 99.58 percent. The state variable s1 is unob~ervable, but from the 

estimated transition probabilities, it is possible to draw probabilistic inference 

about the regime at any given point in time. This inference is expressed by the 

filtered state probability, defined as the probability of being in, say, state 1 at any 
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given point in time, conditional on all information on observables, iJe. stock 
I 

market values and exchange rates, up to and including time t. The estimated 

filtered state probabilities, expressed as the probability of being in regime 1, are 

shown in figure 4. 

Figure 4: Filtered prpbabilities for regime 1 
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Figure 4 gives a rather clear inference about the state variable. Using 50 percent 

as the dividing line, the results suggest that the sample period can be dijided into 
. I 

two distinct sub-periods: The short period from 1979:4 to 1980:6, Jhere the 

contemporaneous relation between stock market values and exchange rates is 

governed by regime 1 and the much longer period from 1980:7 and onwatd, where 

the relation is governed by regime 2. I ' 
1 

Compared with previous research for other countries, the finding that a 

depreciation (appreciation) of the trade-weighted exchange rate is sig?ificantly 

correlated with a contemporaneous increase (decrease) in the stock market index 

for the majority of the period under consideration is in contrast with the limited 

success in documenting significant, contemporaneous exchange rate exposure in 

the United States, cf. Jorion (1990), Amihud (1994), Allayannis (1996), Choi and 
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Prasad (1995), Bodnar and Gentry (1993), Miller and Re:µer ( 1998), Chamberlain 

et al. (1997) and Williamson (2001). However, the resuli is more in line with the 

significant exposure found in other countries than the lnited States, cf. Bodnar 

and Gentry (1993), Chamberlain et al. (1997), :Williamfon (2001), He and Ng 

(1998), Khoo (1994), Donnelly and Sheehy (1996), Talasinaki (1999) and Friberg 

and Nydahl (1999), among others. 

Some insight into the possible determinants of thb significant correlation 

between a depreciation (appreciation) o_fthe trade-weig~le~ exchange r~te and an 

increase (decrease) in the stock market mdex for the maJ onty of the penod can be 

obtained by investigating the contemporaneous relation ~etween stock prices and 

the most important, bilateral exchange rates in the trade~reighted exchange rate. 

Following Schnabel (1989), who extends the approach suggested by Adler and 

Dumas (1984) to the case with many currencies, the\ stock market index is 
,, I 

regressed on the four m~st important, bilateral _exchrge rates in the tr~de-

weighted exchange rate, 1.e. the exchange rate v1s-a-v1s Germany, the Umted 

Kingdom, Sweden and the United States6
• The bilateral]exchange rates are also 

defined such that an increase (decrease) is a depreciation ( ~ppreciation). According 

to an Augmented Dicky-Fuller test, all four bilateral exctjange rates are stationary 

in the percentage, monthly change, cf Table IA in the/appendix. In the period 
' I 

governed by regime 2, the exchange rate vis-a-vis the U~ited Kingdom and vis-a-
: I , 

vis the United States, respectively, are both significantly borrelated with the stock 
I 

market index on a conventional level, whereas the other:bilateral exchange rates 

are insignificant. 

' 6Each of these bilateral exchange rates enters into the weight of the trade-weighted 
exchange rate with a share on or above IO percent: The exchange rate vis-a-vis Germany with 
a share of around 25 percent, the exchange rate vis-a-vis Sweden.with a share of about 12 
percent and the exchange rate vis-a-vis the United Kingdom and the United States each with a 
share of around IO percent. So taken together, these bilateral exchange rates account for about 
60 percent of the weights in the trade-weighted exchange rate. 
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In particular, conducting a general-to-specific approach in the period go"\lrmed by 

regime 2, i.e. starting with a regression including all four bilateral exchange rates 

and successively removing the insignificant exchange rates, the result, is: SI = 

1.2** + 0.2USD* + 0.3GBP*, where SI, USD and GBP is the percentage, /monthly 
I 

change in the stock index, the exchange rate vis-a-vis the United States and vis-a-

vis the United Kingdofu:'respectively, and*(**) denotes significance at a 5 (1) 

percent level. These results imply that a one percent depreciation of the 9xchange 
. I I • 

rate vis-a-vis the United States is correlated with a contemporaneous mfrease m 

the stock index of 0.2 percentage points, and a depreciation of the exchange rate 

vis-a-vis the United Kingdom is correlated with an increase in the stocklindex of 

0.3 percentage points. Since a depreciation of the home currency beq.efits the 
I 

export-sector and hurts the import-sector, cf. also the models container in Levi 

(1994), Marston (1996), Bodnar et al. (1998) and Allayannis and Ihrig (2?00), one 

possible explanati~n fo~ the s.ignifica~t regime prevailing in the maj~1ty ~f the 

period under consideration might be hnked to the net trade balance v1s1a-v1s the 

United States and the United Kingdom. Specifically, taken together, Denfbark.has 

had a rather consistent trade surplus vis-a-vis the United Kingdom and tlie Umted 

I 1 . States since the middle of 1983, which might contribute to explain th~ re at10n 

found in regime 2. In order to obtain some information about the exch
1
~mge rate 
I 

exposure of individual firms listed on the Danish stock exchange, the percentage, 

monthly change in stock prices for a number of the larger firms is regres~ed ~m the 
I ' 

percentage, monthly change in the trade-weighted exchange rate, the excJiange rate 

vis-a-vis the United States and the exchange rate vis-a-vis the United J;Gngdom, 

respectively. The regression results are shown in Table 3. 
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Table 3: Exchange rate exposure for individual stocks i \,. 

Trade-weighted Exchange rate vis-af is Exchange rate vis-a-
exchange rate the United States

1 
vis the United 

(percentage change) (percentage change) Kingdom 
I (percentage change) I 

130 131 130 131
1 

130 131 
Firm ' 

I 

Carlsberg 1.5*(3.0) 0.9 (1.7) 1.5*(2.9) 
I 

0.1 (O.~) 1.5*(3.0) 0.2(1.1) 

TopDanmark 0.7 (1.1) I.I (1.6) 0.6 (1.0) 
I 

0.3 (q) 0.6 (1.0) 0.1 (0.5) 

Danisco 1.5*(3.4) 0.5 (1.0) 1.6*(3.4) 0.0 (0.0) 1.6*(3.4) 0.4*(2.3) 

Den Danske Bank 1.4*(2.8) 0.5 (1.0) 1.4*(2.8) 0.2 (1.2~ 1.4*(2.9) 0.1 (0.4) 

ISS 2.0*(3.1) 1.0(1.4) 1.9*(3.l) 0.3 (1.6~ 2.0*(3.1) 0.3 (1.2) 

Novo 1.9*(3.4) 2.7*(4.5) 1.8*(3.2) 0.9*(5.q) 2.0*(3.5) L0*(4.3) 

DIS 1912 1.8*(3.3) 1.8*(3.0) 1.7*(3.2) 
I 

0.6*(3.q) 1.9*(3.3) 0.2 (0.9) 
Note: The table shows the estnnated coefficients from the linear regression in wh.ich the percentage, monthly change 
in stock prices for the particular firm is regressed on a constant (I\) and on the!percentage, monthly change in the 
trade-weighted exchange rate, the exchange rate vis-a-vil the United States ~nd the exchange rate vis-a-vis the 
United Kingdom, respectively. p1 is the estimated coefficient on the percentag~, monthly change in the exchange 
rate nnder consideration and hence corresponds to the exchange rate exposu~e coefficient. The regressions are 
estimated on data covering the period governed by regime 2, i.e. fr(1m 1980:7 to' 1999:12, except for Top Danmark 
and ISS, where the first available data on stock prices are in 1985: 11 and 1982: 1( respectively. Data on all variables 
are in nominal terms and are measured ultimo month. Stock prices for the il;ldividual firms are obtained from 
Datastream. t-values are shown in parenthesis and * denotes significance at thf 5 percent level. 

I • 

As it appears from Table 3, all exchange rate expos~re coefficients (P 1) are 

positive, which implies that a depreciation of each of the three exchange rates is 
! 

correlated with an increase in stock market values (or all the firms under 

consideration. The exchange rate exposure coefficient is :significant for Novo and 

DIS 1912, when the trade-weighted exchange ~ate is ap~lied, significant for the 

same two firms when the exchange rate vis-a-vis the Untfed States is applied and 

significant for Danisco and Novo, when the exchange rate vis-a-vis the United 

Kingdom is applied. Since the results presented in Table 3 only covers a 

proportion of the firms entering in the stock market index, care should be taken 

in trying to draw general conclusions on the basis of these results. However, it 
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I 
I 

should be noted that the sign of the exchange rate exposure coefficient for the 

firms included in the sample is in line with the result obtained in the rtgime-

switching model for the majority of the period under consideration. \ · 

Conducting a similar general-to-specific approach in the period governed 

by regime 1 shows that non of the four bilateral exchange rates are significant on 

a conventional leveL I:ri"this period, Denmark has had a rather consiste~t trade 

deficit vis-a-vis the United Kingdom and the United States, taken tbgether. 

However, on average, the trade deficit in the period governed by regime l has not 

been as large as the trade surplus in the period governed by regime 2, whibh might 

contribute to explain the difference in significance between the two regibes. 

Finally, although the sum of the net export to the United States\ and the 

United Kingdom has been rather consistently negative in the period govbrnbd by 

regime 1 and rather consistently positive from the middle of 1983 and on+ard, the 

regime-shift takes place before the sum of the net export becomes con~istently 
1 

positive, indicating that while the trade balance vis-a-vis the United Statef and the 

United Kingdom might contribute to explain the results, the trade balancr cannot 

fully account for the exact timing of the change in regime. As docum9nted by 

previous research conducted for other countries, a number of other fact6rs, such 

as the use of derivatives or the existence of foreign production might also 
I 

influence exposure, cf. Williamson (2001), Allayannis and Ofek (2001) and He 
! 

and Ng (1998). Therefore, the extent to which these factors change overtime could 
I 

also influence the exact timing of the regime-shift7• In addition, as noted by Friberg 
. 1 

and Nydahl ( 1999), limited exchange rate pass-through would imply that t~e effect 

7lt would have been interesting to explore these possibilities further, by examining 

how the use of derivatives or the existence of foreign production affect the extent to.which 

firms'are exposed to exchange rate movements. However, since data on imports and, exports 

for particular firms and the use of hedging devices are not available, it has not been possible 

to conduct such an analysis. 
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I 

of a depreciation will tend to be stronger for exporting firms than for importing or 

import-competing firms. Hence, the existence of li$ted exchange rate pass­

through could potentially also contribute to explain that the change in regime takes 
,I 

place before net export becomes consistently positive. 1: 
I 

4 Concluding remarks 
i 

This paper has investigated the contemporaneous ex~hange rate exposure for 

firms listed on the Danish stock exchange by means of recursive least squares and 

by incorporating the regression approach suggested b)i/Adler and Dumas (1984) 
II 

in a regime-switching model developed by Hamilto~ (1989,1990). Applying 

monthly data on the stock market index and on the trade-weighted exchange rate, 

the recursive parameter estimates indicate that the cbntemporaneous relation 

between exchange rates and stock market,yYalues is unstaple over time. Rather than 

dividing the sample period into differe~t sub-periods arid applying the regression 

approach to these different sub-periods, cf. for exaJple Williamson (200 I), 

Donnelly and Sheehy ( 1996), Talasmaki (1999) and 1o4on ( 1990), the regression 

approach to exchange rate exposure suggested by Adler and Dumas (1984) is 

subsequently incorporated in a regime-switching mode~ developed by Hamilton 

(1989,1990), allowing the data to determine ifand whe~ possible changes in the 
: I 

contemporaneous relation between stock market values ~nd exchange rates occur. 

Within this framework, the regime applying at any give1 point in time is governed 

by a stochastic state variable, that is assumed to be inqependent of the residual 

term across all periods of time. Since the state variable can be estimated by 

Hamilton's filtering process, it is possible to identify the regime in which the 

process was in at any given point in time with some degree of confidence. A 

regime is defined as a sub-period in which the coeffi,cient on the explanatory 

variables - including the constant term - is constant, and a regime-shift takes place, 
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when the regression framework for exchange rate exposure changes, either pecause 

of a change in the explanatory power of the exchange rate or the constant term or 

because of a change in the part of the volatility in stock market values th~t is not 
I 

explained by the model. I 
The model is estimated by Maximum Likelihood, implemented )\'ith the 

state probabilities of thein'itial observation given by the ergodic probabilities, and 

the local maximum with the highest likelihood gives rise to one short lived, regime, 

where the contemporaneous relation between exchange rates and stock. market 

values is insignificant and a second much longer lasting regime, where the:relation 

is significant. In the significant regime, a depreciation (appreciation) of the trade­

weighted exchange rate is correlated with a contemporaneous increase (decrease) 

in the stock market index. Furthermore, probabilistic inference base4 on the 
I 

estimated transition probabilities shows that the contemporaneous relation f etween 

stock market values and the trade-weighted exchange rate is governed by the 

significant regime from the beginning of the eighties and onward. Compared, with 

previous research for other countries, this finding is in contrast with th1 limited 

success in documenting significant, contemporaneous exposure in the United 

States, and more in line with the significant exposure documented in other 

countries. One possible explanation focthe significant regime prevaili1g in the 
I 

majority of the period under consideration might be related to the fact that the sum 

of the net export vis-a-vis the United States and the United Kingdom has been 
I 

rather consistently positive since the middle of the eighties. In the period governed 

by regime 1, however, Denmark has had a fairly consistent trade deficit }'is-a-vis 

these two countries. 
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App en di x 

Table lA: Stationarity test (ADF) 

Variable Constant and trend Constant 
5% critical value: -3.45 5% critical value: -2.89 
10% critical valqe: -3.15 10% critical value:-2.58 

Exchange rate vis-a-vis Germany -1.63 [13J -2.96* [13J 

Percentage change in exchange -13.75* [OJ ! -13.38* [OJ 
rate vis-a-vis Germany 

Exchange rate vis-a-vis the United -1.78 [OJ -1.40 [OJ 
Kingdom 

Percentage change in exchange -14.00* [OJ -14.01 * [OJ 
rate vis-a-vis the United Kingdom 

Exchange rate vis-a-vis Sweden -3.21 [13J 
I 

-1.27 [13J 

Percentage change in exchange -13.46* [OJ I -13.48* [OJ 
rate vis-a-vis Sweden i 
Exchange rate vis-a-vis the United -2.86 [13J 

11 

11 -2.40 [13J 
States I ,,J. 

Percentage change in exchange ~14.63* [OJ I -14.66* [OJ 
rate vis-a-vis the United States i 

Note:Thec umn I . ~l s contam the tes~ stat'.sbcs from a regress10n with a constant plus a trend and with a constant. The 
~e?1'ess10ns m~lude 13 lags to begm with, and the lag length is cllosen by seiuentially applying an F-test until the 
Jomt hypothesis _13,., = ... = 13,-L :=. 0 is rejected for some L. Number~ in square Brackets denote the number oflags in 
the final_regr':ss10n and the cnlical values are from Hamilton (1994). * denotes rejection of the null hypothesis of 
non-stalionanty at a 5 percent level. I 
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Chapter 3 

On the Dynamic Interaction Between Exchange R~tes, 
Interest Rates and Stock Market Values 

~:.,..::·~ 

BODAN0' 

Abstract 
This paper investigates the dynamic interaction between exchange rates, ~nterest 
rates and stock market values in Denmark, by means of innovationaccouhting in 
a vector autoregressive (VAR) model. By applying this approach, it is poJsible to 
trace out the dynamic effect on stock market values induced by chapges in 
exchange rates and interest rates, respectively, and to decompose the forectst error 
variance explained by innovations in each variable. The main findings aref that an 
increase in interest rates induce an appreciation of the exchange rate, and :that the 
correlation between interest rates and exchange rates result in a fall in th~ return 
on the stock market, approximated by the percentage, monthly change in the stock 
market index, for a lengthy period of time. A depreciation does not ihduce a 
consistent change in the interest rate but results in an increase in the retut on the 
stock market, also for a prolonged period. 1 

I 
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1 Introduction 
In this paper, the dynamic interaction between exchange rates, interest rates and 

stock ~ark~t values in Denmark is investigated lby means of innovation 

accountmg m a VAR model. The purpose of including interest rates alongside 

with exchange rates and stock market va!ues is to ~ccount for the correlation 

between interest rates and exchange rates that may influence the observed 
I 

correlation between exchange rates and stock market ~alues, cf. also Chow et al. 
: i 

(1997), and thereby provide a first step in the directior of a more comprehensive 

picture of the relation between exchange rates and stick market values. 

In particular, with some degree of correlation bftween exchange rates and 

interest rates, an observed relation between stock mark~t values and exchange rate 

movements may either be induced by a change in exchange rates or by a change 

in interest rates. In the first case, an obs~fed relation bf tween stock market values 

and exchange rates may both reflect a direct exchange Jate effect and an exchange 

rate associated interest rate effect, and in the second case, the direct interest rate 

effect may be accompanied by an interest rate associatbd exchange rate effect. In 

the context of a present value framework, allowing exchange rates and interest 
I 

rates to be correlated and applying the interest rate as a proxy for the discount rate, 
i 
I 1 

the value of a firm or a portfolio of firms, V, can be e1pressed as V = r(S) n(S(r)) 

I 
, where r denotes the interest rate and n is profits net of taxes. The exchange r~te, 

S, is defined so that an increase (decrease) is a ddpreciation (appreciation). 
I 

• • • • • 

1 dV I dr I dn 
D1fferenhatmg partially with respect to the exchange rate, as= -7 as n +-;as, where 

the first term on the right hand side is the exchange rate associated interest rate 

effect and the second term is the direct exchange rate effect. Consider the case 
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where a depreciation is correlated with a fall in interest rates, i.e. 

I 
dr I h' - <O. Int 1s 
dS . 

case the exchange rate associated interest rate effect is positive. ThenJ if a 
' I 

I 
depreciation is correlated with an increase in profits, ~~ > 0. However, if a 

· dV • 
depreciation is correlated with a decrease in profits, the sign of dS depe4ds on 

l 
whether or not the direct exchange rate effect dominates the exchanie rate 

associated interest rate effect. If the direct exchange rate effect dominates the 

. . dV I 
exchange rate associated mterest rate effect, dS < 0. However, wln the 

exchan~: rate associated ;nterest ,ate effect dominates tl,e dfrect ~ch1ge .rate 

effect, dS >O. Differentiating partially with respect to the mterest rate, 

dV 1 1 dn dS · h h d ·d · h d" t - = -n---,- + - - - , where the first term on the ng t an s1 e 1st e irec 
dr r r dS dr 

interest rate effect and the second term is the interest rate associated excha*ge rate 

effect. Consider the case where an increase in the interest rate is correlated with 

an appreciation, i.e. dS < 0. Then, if an appreciation is correlated with a d
1
ecrease 

dr I 

I 
dV . . . l t d 1 "th in profits, - < 0. If, on the other hand, an appreciat10n 1s corre a e i',¥1 an 
dr ' 

' dV . . :'. 
increase in profits, the sign of dr depends on whether or not the direct:mterest 

rate effect dominates the interest rate associated exchange rate effect. ¥{hen the 

direct interest rate effect dominates the interest rate associated exchange rate 
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I 

effect, dV < 0. However, when the interest rate assqbated exchange rate'leffect dr 

dominates the direct interest rate effect, dV > O. 
dr 

In the literature on exchange rate exposure, ?nly a few contributions, 

including Friberg and Nydahl (1999) anq Chow et 1al. (1997), account for a 

potential correlation between interest rates and exchange rates that may influence 

the observed correlation between exchange rates and ~tock market values. In the 

context of contemporaneous exchange rate exposure bf national stock markets, 

Friberg and Nydahl (1999) find that inclusion of the inttest rate as an explanatory 

variable in the regression framework suggestecl by Adl~r and Dumas (1984) tends 

to decrease the significance of the coefficient on the ex~hange rate, and argue that 

this probably reflects that the exchange rate and the idterest rate are affected by 

the same domestic shocks, implying mu!J:icollinarity. 41so within the framework 

of a regression model, Chow et al. (1~97) find no ~ignificant exchange rate 

exposure on short horizons, but find that a depreciatidn of the exchange rate is 

significantly correlated with an increase in stock market values on longer 
I , 

horizons. Chow et al. (1997) argue, that thes~ results! are due to the offsetting 

respectively complementary effect of the correlation be~ween exchange rates and 

interest rates on stock market values on different horizons. 
I 

Compared with the previous literature, this pape~ investigates the dynamic 

interaction between interest rates, exchange rates an4 stock market values 'by 

means of innovation accounting in a VAR mod~l, rather)than by including interest 

rates in a regression framework. This approach makes it possible to explicitly trace 

out the dynamic effect on stock market values induced by changes in exchange 

rates and interest rates, respectively, and to decompose the forecast error variance 

explained by innovations in each variable. 

The paper is organized as follows: Section 2 reviews innovation accounting 
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I 
in a v AR model and the data are described in section 3. Section : presenf s t~e 

results from innovation accounting in the VAR framework, and section S col}tams 

the concluding remarks. 

2 Innovation accounting in a VAR model 
Innovation accounting i11,a,YAR model works with umestricted, reduced forms, 

treating all variables ;/endogenous and imposing no restrictions based on a 
I rigorous theoretical framework2. Let Zt denote an (mxl) vector of endo,enous 

variables in period t. zt is a zero-mean covariance stationary process havmg the 

vector moving average (VMA) representation 

= 

(I) Z, = B(L)e, = Li B(s)e,_, 
s=O 

The (mxl) vector et is the innovation in Zt, and it is a vector g~neraliz~[i~n of 

white noise. It is a one-step-ahead least squares forecasting error 1ll pred1crmg Z 
as a functionofpast values ofZt, i.e. et= Zt- E[Ztlzt_,, s;:,, I]. The (i,j)thcomponent 

ofB(s), bii(s), is .the dynamic response of each endogenous variable to a sl hock, 

after s periods. 

In order to decompose the fore~ast error variances in the variables into 

components attributable to each innovation, a transformation of et is prefrmed. 

Letvar(et)=:E and letG be a matrix such that:E·1 = G'G. Now define a trans1ormed 

innovation, Ui, where lli =Get. Then var(11i) = var(Get) = G:EG'= G(G'GY\1 G'= 

GG-1(G')"1G'= Im,where Im is an identity matrix ofrankm. The innovations; ei, are 

transformed by applying the Choleski Decomposition, imposing (n}2-m)/2 

restrictions. This decomposition places a triangular structure on the G-matrix and 

implies that innovations in some variables do not have a contemporaneou~:impact 
! 

2The discussion of innovation accounting in a VAR framework c??tai?ed in t~is · . 
section is very similar to the discussion in Lee (1992). A textbook expos1t10n ts contamed m 
for example Enders (1995). 
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on some of the other variables. Depending on the co~temporaneous correlation 

between the innovations, the results might be sensitive to the ordering of the 

variables3
• Z1 can be expressed as 'l I 

(2) Z1 = f B(s)e 1_, = f_B(s)G-1u
1
_, = f C(s)u

1
_, 

s=O s=O \ s=O 

where C(s) = B(s)G-1
• The coefficients ofC(s) represeJ responses to innovations 

in particular variables. In order to derive the forecast errpr variance, note that from 

the view-point of time 0, the expected value of all fu1*e innovations is equal to 

zero. Hence, the t-step-ahead forecast ofZ based on z1 z z 1·s g1·ve b I o, -1, -2, ••• , n y 
I 

(3) E[Z,IZ0 ,Z_pZ_2 , ••• ] = LC(s)u,_, I 
s=t 

cf. also Lee (1992)4. The t-step ahead fJJJecast
1

error, wl, is given by 

t-1 

(4) w, = Z1 - E[Z,JZ 0 ,Z_pZ_2 , ••• ] = LC(s)u
1
_, 

s=O 

where U1 is the innovation in period 15
• The t-step aheld forecast error variance 

can then be expressed as 

I 

3The sensitivity of the results to different orderings is in~estigated in the appendix. 

4For example, fo~ t=!, E[Z1_1Z0, Z_1,Z_2 .• ] = E[C(O)u1 + C(bu0 + C(2)u_1 + .. 1z0, Z.1,.]= 
C(!)Uo+ ~(2)u:' + ... , which JS ~he nght h~nd side of equation (3)J fort=!. C(O) is the respo~se 
t? mnovat10°:s m the sam: penod as the mnovation occurred, cq) is the response to innova­
tio~s one per10~ after t?e 11!11ovation occurred, etc. In other words, C(l )u0 is the effect in 
per~od 1 of the 1nnov~t1on m period O (Uo), C(2)u.1 is the effect itj period 1 of the innovation in 
penod -1 (u.,) , e~c. Smee th~ expected ~alue of u1 is equal to zeto as of time O, C(O)u1 does 
not enter on the nght-ha_nd s1~e of equah?n (3). !o s~mmarize, for t=l, C(t+ 1) in equation (3) 
represents the response m p.enod _1 to an 1nnovat10n m period -1; For t=2, C(t+ 1) in equation 
(3) represents the response m penod 2 to an innovation in period -1, etc. 

. '.Fo~ ex~ple, wit~ t= 1, the rig?t hand side of equation ( 4) is C(O)u1, where u 1 is the 
m~ovatJ~n m pe:10~ 1. W~th t=2, the nght hand side of equation ( 4) is C(O)u2 + C(l )u1 where 
Uz IS the mnovat10n m penod 2 and u1 is the innovation in period I. As of time O, both ~1 and 
Uz are expected to be equal to zero, and hence enter in the forecast error for period 2. 
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(5) E[w
1
w'

1
] = E[(LC(s)u 1_,)(1:U,-,'C(s)')] 

s=O 

When Ui-s and u't-s have the same dates, E(lJi_su'1.s) = Im. E(u1_.,u'1) = 0 V Mj. 

Therefore, the t-step ahead forecast error variance can be expressed as 

1-1 ,. 

(6) E(w 1w' 1 ) = LC(hC(s)' 
s=O 

Based on shares of diagonal elements of E(w1 w'1 ), the percentage of the t-step 

ahead forecast error variance in zi, accounted for by innovations in variable Zj 

(FEVD;) is 

(7) 

3 The Data 
The data applied in the empirical analysis consist of monthly observations 0n the 

stock market index, industrial production, the exchange rate vis-a-vis the tlnited 
- I 

States and interest rates. The sample period is from January 1985 to December 

1998, and all variables are in nominal terms6
• The stock market inde*, the 

exchange rate and the interest rate is measured ultimo month. As for data oJ stock I 

market values, industrial production is included alongside with the stock ~arket 

index tn order to allow for the existence of cash flow effects of exchange rate 

6The sample period starts in 1985 since this was the period in which it was posiible to 
obtain the most consistent time series data on industrial production. In particular, in 19:86 the 
Danish Statistical Bureau decided to alter the statistics on industrial production, cf. the 
Monthly Review of Statistics (1990): Supplement. The revised index is only available from 

January 1985. 
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movements, cf. the results in Chow et al. (1997)7. The measure applie,d for 

industrial production is the monthly turnover in the industrial sector, in nominal 

terms. The exchange rate is measured as the Danish (Dkr) price of US dollar. Thus 

an increase (decrease) in the exchange rate repr~sents a d,f preciation (appreciation) 

of the Dkr vis-a-vis the US dollar8
• The interest rate is an average figure including 

government bonds and a selection of property bonds, where the average is 

obtained by weighting according to the market value M the circulated amount. 
I 

This interest rate is available ultimo month in the entirJ sample period. Figure 1 

shows the variables in levels. I 

i 

i 
I 

7There does not exist monthly data on cash flows for fintjs listed on the Danish stock 
exchange. However, in a discounted cash flow framework, industrial production should proxy 
for aggregate cash flows, cf. also Choi et al. (1999). fa/en thougtj the empirical analysis 
cannot separate directly between exchange rate effects through iriterest rates versus industrial 
production, inclusion of industrial production allows f6r the existence of cash flow effects. It 
should be noted, that when innovation accounting is c~nducted i~ a VAR model that only 
includes exchange rates, interest rates and the stock market indd, qualitative similar results 

I 
are obtained with respect to the dynamic interaction between the1e three variables. 

80ne of the reasons why the exchange rate vis-a-vis the United States is applied, is 
that Denmark has had a floating exchange rate regime vis-a-vis the United States. In the 
context of this chapter, this allows for a more clear distinction between exchange rate and 
interest rate induced effects, as compared with a situation where both floating and fixed 
exchange rates are involved, as is the case with the trade-weighted exchange rate. Further­
more, the exchange rate vis-a-vis the United States is one of the more important exchange 
rates in the trade-weighted exchange rate, in the sense that it enters into the weight of the 
trade-weighted exchange rate with a share of around 10 percent. 
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Figure 1: Variables in levels 
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Note: Interest rates and exchange rates are provided by the National Bank of Denmark!. The 
stock market index and industrial production, i.e. the monthly turnover in the industrial stctor, 
are provided by the Danish Statistical Bureau. I 

i 
i 

- I 
In Figure 1, the stock market index and industrial production trended upwar4, the 

interest rate followed a downward-sloping trend, and the exchange ! rate 

appreciated until 1995, depreciating slightly hereafter. lnfo~ation .01 t~e 

properties of the variables is obtained by investigating the senes stat109anty 

properties. To test the stationarity of the series, the augmented Dickey-~uller 

(ADF) test is applied, which tests the significance of the parameter 'I"] i* the· 
I 

regression 
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The null hypothesis is that Xt is a random walk, and the alternative is th~t the 

series is stationary, which requires a significant, negativ:e test statistics. Since the 

underlying time series data are in levels, the stationarityibf the level of the interest 
I' 

rate and of the log-level of industrial production, the st&ck market index and the 

exchange rate, respectively, are examined Jirst. The test statistics depend on 
.I 

whether the null is a random walk with drift or a random walk with drift and a . I 
deterministic trend, and the results are reported in Tabl¢'. 1. The top rows of Table 

I 
1 show that the null hypothesis that each of the four variables are non-stationary 

in levels cannot be rejected at a 5 percent level. However, when the regression 

includes a constant and a trend, industrial production Jght be considered trend-
' stationary at a 10 percent level. Furthermore, when the tegression only includes 

a constant, the null hypothesis of non-stationarity is rejebted at a 1 O percent level 

for the exchange rat~ seri.es. . f . I 
Next, the stat10nanty of the difference oHhe interest rate and of the log­

difference of industrial production, the stock m~rket indt and the exchange rate 

t
. 1 . . I ' 

respec 1ve y, are mvesbgated. The results from the augmented Dickey Fuller test 
. I . 

are shown m the four bottom rows of Table 1. For the difference of the interest 
I 

rate and log-difference of the stock market ind~x and i*dustrial production, the 

null hypothesis of non-stationarity is unambiguously reje¥ed. When the regression 

only includes a constant, the null hypothesis ofnon-stati?narity is rejected for the 
I 

exchange rate. When the exchange rate equation includ~s a constant and a trend, 

the null hypothesis of non-stationarity cannot be rejected at a 5 percent level. 

Based on the results in Table 1, the difference of the iilterest rate and the log­

difference of the exchange rate, industrial production and the stock market index 

are considered to be stationary time series. 

Table 1 · Stationarity Test (ADF) 

Variable Constant and trend Constant 
5% critical value:-3.45 5% critical value:-2.89 

10% critical value:-3.15 10% critical value:-2.58 

Stock index -1.72 [O] -0.14 [O] 

(log-level) .,-,_ 
-_-;-,, 

-3.12 [12] 0.35 [12] Interest rate 
(level) 

Industrial production -3.15 [11] -1.78[11] 

(log-level) 

Exchange rate -2.58 [O] -2.73 [O] 

(log-level) I 
I 

Stock index -3.84* [13] -3.77* [13] 

(log-difference) 

Interest rate -4.99* [11] -4.73* [11] 

(difference) 

Industrial production -5.20* [9] -5.16* [9] 

I (log-difference) 

Exchange rate -3.31 [13] -3.25* [13] I 

I (log-difference) .. ' Note: The columns contam the test statistics from a regression with a constant plus a trend and with a constant. The 
regressions include 13 lags to begin with, and the lag length is chosen by _sequentially apply~g a~ F-test u~til the 
joint hypothesis p,_, = ... = P,.L= 0 is rejected for some L. There are no signs of autocorrelation m the residuals. 
Numbers in square brackets denote number of lags in the final regression. The critical values are from Ha\nilton 
(1994).* denotes rejection of the null hypothesis of non-stationarity at a 5 percent level. I 

- ' 

4 Empirical results i 
A number of studies, cf. for example Jori on (1990) and Bartov and Bodnar (1 f94), 

focus exclusively on the bilateral relation between exchange rates and hock 

market :values. Before turning the attention to innovation accounting in a jv .AR 

model, the importance of monthly variations in the exchange rate - and each :f f the 

other variables - for the monthly variations in the stock market rftum, 

approximated by the log-difference of the stock market index, are investigated by 

testing the joint significance of the parameters Pi to Pp+I in the regression 



I' 

The null hypothesis is that ~1 = ... = ~p+I = 0. Table 2 shows the results when the 

regressions include the contemporaneous value and thrye lags of the variable in 
I question. [ 
I 

T bl 2 L"k rh d Rf T t a e 1 e 1 00 a IO es 

Exchange rate Interest rate Industrial production 
(log-difference) (difference) (log-difference) 

Stock index x2C4)=9.2* x2(4) = 61.03** x2(4) = 1.92 
(log-difference) (p = 0.06) (p = 0.00) I (p = 0.75) 

I 
I .. Note: The null hypothesis 1s tested with the Likelihood Ratio test stallsllcs (T-c)(loglE) - log!E,.I }, where IE) and IE.,l 1s the 

determinant of the var!ance-covari~ce matrix of the restrict.ed. ~d unrestrict~d syste_rn~ _T is nu~ber of observations and c is 
number of parameters m the unrestr1cted system. The test stat1st1c·sare asymptohc x' -d1s!r1buted with degrees of freedom equal 
to the number ofrestrictions. With the contemporaneous value and three lags ofthe variqble in question in each regression, the 
number of restrictions is equal to 4. *(**)denote rejection of the null hypothesis at a 10 (5) percent level. 

As it appearn from Table 2, both the log-difference of1 exchange mtc and the 

difference of the interest rate contribute significantly to ixplain the return on the 

stock market, approximated by the log-difference ofth~ stock market index. In 
I 

contrast, Jorion (1990) is unable to document a significant, bilateral relation 
i . 

between exchange rates and stock returns for a selecte<;I sample of finns m the 
I 

United States. Hence, the finding is consistent with the a~sumption that firms are 

more exposed to exchange rates movements in more opeh economies, cf. Bodnar 

and Gentry (1993) and Friberg and Nydahl (1999). When the test is applied to the 

relation between the log-difference of the stock market index and the log­

difference of industrial production, the null hypothesis cannot be rejected. 

Information on the dynamic interactions between the four variables is 

obtained by investigating how a variable responds to shooks in other variables and 
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the extent to which a variable helps explain other variables. In order to detef111ine 

the appropriate lag length in the VAR model, a test of system reductioJ i~ 

conducted and the Akaike, Schwartz and Hannan-Quinn criteria is implemedted 

in a system containing the interest rate in levels and log-levels of industrial 

production, the exchange r~~:.;nd the stock market inde~. ~he results from tiese 

different lag length test, implemented in a system contammg from 5 to 1 laf of 

each of these variables, together with the value of the log-likelihood function, are 

shown in Table 3. 

Table 3: Lag length test 

VAR lag Test of system Log- Akaike Schwartz Hannan-

length reduction likelihood Quintj 
I 

1 F(16,461)=1.40 1846.9 -22.66 -22.04 -22.21 
[0.13] 

2 F(16,449)=2.05* 1858.77 -22.81 -21.68 -22.09 
I 

[0.01] I 
I 

3 F(16,437)=1.27 1876.27 -23.02 -21.4 -21.91 
[0.21] 

4 F(l 6,425)=0.68 1887.6 ·-23.16 -21.04 -21.8 

[0.81] I 
I 
I 

5 x 1893.89 -22.24 -20.61 -21.5~ 
- 4 variables and 5 la s in each equation, Note: A maximum lag length of 5 gives 74 degrees of freedom. With 108 observat10ns, g_ . . 

94 degrees of freedom are lost, i.e. 80 variables contained in the system, 4 constants and IO parameters w1th1_n the var1anc~, 
covariance matrix, leaving 74 degrees of freedom. !he test of system reducti?n i~ an F-approximatio~ for the L1kehhood

1
Rat10 

test suggested by Rao (1973), cf. Doomik and Hendry (1996). * denotes reJechon of system reduchon. 

I 

The results in Table 3 show that the test of system reduction accepts a reduc~ion 

from 5 to 4 and from 4 to 3 lags, but the hypothesis of reducing the system fuither 

is rejected. The Schwartz and Hannan-Quinn criteria suggests a system wit4; one 

lag and the Akaike criteria is minimized in the system with four lags. The rJsults 

from multivariate and univariate diagnostic test show that the system including 4 

lags of each of the variables in log levels is fairly well specified, cf. Table 4. 
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T bl 4 M lf . t a e u 1vana e an d umvanate r t t iagnos 1c es 
Multivariate Univariaie 

Industrial Interest &change rate Stock index 
production rate I 

I 

Vector error F(32,499)=0.3 F(2,144)=0.5 F(2,144)=0.3 F(2,144)=1.98 F(2,144)=0.08 
autocorrelation of [0.29] [0.64] J0.77] [0.14] [0.92] 
order 2 

Vector error F(64,499)=1.2 F(4, 142)=0.99 F(4,142)=1.1 F(4,142)=1.7 F(4,142)=0.1 
autocorrelation of [0.13] [0.42] [0.34] I [0.161 [0.98] 
order 4 I 

I I 
I 

Vector error F(96,473)=1.2 F(6,140)=0.7 F( 6, 140)= 1.2 F(6,l40)=1.8 F(6,l40)=0.4 
autocorrelation of [0.15] [0.66] [O.flJ I [0.11] [0.90] 

I 
order 6 i 
Vector F(320,l022)=1.l F(32,l 13)=1.4 F(32,l 13)=1.5 ~(32,113)=0.8 F(32,113)=1.3 
heteroscedasticity [0.25] [0.13] [0.07] I [0.83] [0.15]* 
(squares) 

x'c2}=2.o 
I 

Vector normality x' (8)=26.3 t x' c2i=20.6 I x2c2i=1.5 x'C2)=1.2 
[0.00]** [0.00]** [0.37] I [0.47] [0.55] 

ARCH(!) x F( l, 144)=0.4 F(l,144]=1.2 fo,144]=0.6 F(l, 144]=0.6 
[0.51] [0.27] I [0.43J [0.5] 

Note: The table shows the results from mulllvarmte and umvanat&llmgnosllc tests ma system with a constant and four lags of 
each of the variables in log levels. The multivariate test of vector error autocorrelatioli is an F-approximation based on a 
comparison of the likelihoods of the restricted and unrestricted system. The multivariate teJt ofvectorheteroscedasticity is based 
on a regression of the endogenous variables on all squares of the regressors. The univari~tc test of error autocorrelation is the 
Lagrange Multiplier test and the univariate test of ARCH is based on a regression of squar~d residuals on a constant and lagged, 
squared residuals. • (**)denote misspecification at a 5 percent (1 percent)'level. 

: ! ' 

Based on the lag length test in combination wit~ the muitivariate and univariate 

diagnostics test, the system in the levels of the interest rtte and the log-levels of 

industrial production, the exchange rate and the s~ock market index is 

implemented with a constant and 4 lags. 

In the light of the results obtained in the augme1,1ted Dickey-Fuller test, 

which shows that the null hypothesis of non-stationary qannot be rejected at a 5 
i 

percent level for each of the variables in levels, the issub of cointegration needs 

to be addressed. In this context, testing for cointegratjon using the procedure 

suggested by Engel and Granger (1987) has several important limitations. First, 

this approach is not necessarily invariant to the choice of variables selected for 

normalization. Second, with four variables, there may be more than one 
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I 
cointegrating vector, and the method proposed by Engel and Granger (1987) h~s 

I 

no systematic procedure for the separate estimation of multiple cointegrati1g 

vectors. Third, the two-step procedure implies that any errors introduced in tqe 

first step is carried into the second step. In light of these limitations, the issue ~f 

cointegration is addressed by applying the Johansen (1988) maximum likelihood 

estimators, which circumvent'the use of two-step estimators and can estimate and 

test for the presence of multiple cointegrating vectors. The statistics from the tra¢e 
I 

test of the cointegrating rank in a system containing four lags of each of t~e 
I 

variables in levels and a constant, together with the eigenvalues and the 90 and ~5 

percent critical values, are shown in Table 5. 

nk Table 5: Cointe !ratmg Ra 

Rank.(r) 0 1 2 3 I 
0.15 0.07 O.o3 0.00 

I 
Eigenvalue I 

I 

Trace test 44.28* 17.35 4.79 0.20 
' 

90 percent 43.84 26.70 13.31 2.71 
I critical value I 

95 percent 47.21 29.38 15.34 3.84 
. I 

critical value 
Note: For each value ofr, the Trace test tests the null hypothesis, H0: ranks r agamst the alternative HA: rank~ r. 
The null hypothesis is rejected if the trace statistics are sufficiet:!tlY large. Critical values are from Table 15.3 in 
Johansen (1996). * denotes rejection of the null hypothesis at a 10 percent level. I 

I 

The results in Table 5 show that it is possible to reject the null hypothesis of no 

cointegrating vectors (rs 0) and accept the alternative of one or more cointegratirg 

vectors at a 10 percent level, but not at a 5 percent level of significance. Next, ~he 
I 

trace statistics are used to test the null ofrs 1 against the alternative of two orm~re 

cointegrating vectors. The results show that the null hypothesis cannot be rejected 

on neither a 5 nor a 10 percent level of significance. Based on these results, it is 

concluded that there is at most one cointegrating vector in the system. However, 

73 



'''·~ 

I 

the results in favour of the existence of one co integrating vector are not strong, in 
j' 

the sense that the null hypothesis ofno cointegrating vectors is rejected in favour 

of one or more co integrating vectors on a 10 percent level\, but not on a 5 percent 

level of significance. 
I 

The Maximum Likelihood estimates of the :µormali~ed cointegrating vector 

are reported in Table 6. 

Table 6: Estimated Cointegrating Vector (Normalized) 

Industrial Interest rate Exchange rate Stock index 
production (IP) (r) (S) (SI) 

-7.32 -0.28 -f.52 
! 

1.00 
I 

:1 
I 

The estimated cointegrating vector implies that SI= 7.32IP + 0.28r + 4.52S. To 

the extent that industrial production is a pr?XY for aggregaje cash flows, a relation 

expressing that an increase in industrial production is rela ed to an increase in the 

stock index does not seem implausible, and this result is not inconsistent with the 
I I 

findings for other countries, cf. for example Ansotegui et !at. (2002). An increase 

in the interest rate is related to an increase in the stock f index, which is not in 

accordance with its role as a discount rate. Furthermdre, an increase in the 
I 

exchange rate (a depreciation) is related to an increase in.' the stock index. Since 

a depreciation of the home currency benefits the expo~-sector and hurts the 
I I • 

import-sector, a relation between a depreciation and an increase in the stock index 

should possibly be interpreted in the light of the ratherper~istent trade surplus vis-
1 

a-vis the United States in the period under consideration.I 

In the light of the problems with the economic interpretation of the 

unrestricted, cointegrating vector, in particular the sign of the coefficient for the 

interest rate, various identifying, zero restrictions are imposed. Specifically, the 

hypothesis p = H cp is tested, where p is a 4x 1 vector, His a known 4xk matrix and 
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• • i 
<p is a kxl vector of unknown parameters. With no strong economic pnori 

concerning the kind of restriction to impose, different zero restrictions are tried
1

. 

Table 7 shows the restrictions placed on the P-vector, the estimated P-vector, the 

x2 test statistics and p values for each case. 

Table 7· Test ofrestrictions 01tthe cointegrating vector 

Industrial Interest rate Exchange rate Stock index :X.2(v) pval. 
production (r) (S) (SI) 

I (IP) 

R1 0.00 [--] 0.13 [0.15] 9.98 [2.05] 1.00 [--] 4.08 (1) 0.04* 1 

R2 -3.77 [1.22] 0.00 [--] -6.17 [l.25] 1.00[--] 3.45 (1) 0.06 

R3 -5.21 [1.04] -0.16 [0.08] 0.00 [--] 1.00 [--] 13.99 (1) 0.00*1 

R4 0.98 [0.36] 0.06 [0.03] 1.00 [--] 0.00 [--] 1.57 (1) 0.21 i 
Rs 0.00[--] 0.00 [--] 23.81 [4.64] 1.00 H 4.25 (2) 0.12 I 

~ -2.99 [0.34] 0.00 [--] 0.00[--] 1.00 [--] 16.98 (2) o.oo*I 

R1 1.00 H 0.07 [0.01] 0.00[--] 0.00[--] 17.37 (2) o.oo*I 
I 

Rs 0.00 [--] -0.004 [0.01] 1.00 [--] 0.00[--] 4.46 (2) 0.11 j 

~ 0.00[--] 0.19 [0.05] 0.00 [--] 1.00[--] 22.31 (2) 0.00* 

R10 0.17 [0.18] 0.00[--] 1.00[--] 0.00[--) 3.94 (2) 0.14i 
I 

R11 0.00 [--] 0.00 [--] 0.00[--] 1.00 [--] 24.62 (3) O.OO*I 

R12 1.00 [--] 0.00 [--] 0.00[--] - 0.00[--] 23.28 (3) 0.00*' 

R13 0.00 [--] 1.00[--] 0.00[--] 0.00 [--] 24.73 (3) 0.00*/ 

R14 0.00 [--] 0.00 [--] 1.00[--] 0.00 [--] 4.54 (3) 0.21 I 
,; Note: The asymptotic d1stnbut10n of the maxunum hkehhood estimates for p 1s a mixed Gaussian d1stnbut1pn, 

implying thatthe Likelihood Ratio tests for restrictions on p are asymptotically x2distributed, cf. Johansen (19~6). 
Numbers in square brackets deiwte standard errors and numbers in b_rackets denote degrees of freedom. The t1sts 
are implemented in CATS. * denotes rejection of the null hypothesis. ! 
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To determine whether or not each variable enters in the dointegrating space, the 

insignificance ofIP, r, S and SI within the equilibrium relttionship were tested in 

R1 to R4• To determine whether combinations of the variables are insignificant, 

two zero restrictions were imposed in Rs to• R10• Firlly, ~ith three zero 

restrictions placed on the cointegrating space,, R11 to R
141

can be mterpreted as a 

multivariate test for stationarity of each of the variables, giren the assumption that 
! 

the rank is equal to one. On the basis of the figures prtsented in Table 7, the 

restrictions imposed in R2, R4, Rs, Rs, R10 and R14, cannotlbe rejected. Therefore, 

these cases are discussed in tum. I 

The estimated relation in the case where the restriction is placed on the 
I 

interest rate (R2) implies that SI = 3. 77IP + 6.17S, ano both coefficients are 
I 

significant. Hence, it indicates a significant relation ttween an increase in 

industrial production and an increase in tb,e stock index. Also, an increase in the 

exchange rate (a depreciation) is signific;ntly related to tn increase in the stock 

index. This seems to be a plausible economic rela~ion, cf. t~e discussion contained 

above. However, the result is not robust to the choic~ of normalization. In 

particular, normalizing with respect to the exchange rate i~stead of the stock index 

implies that S = 0.16SI- 0.61IP, where the standard error tor the coefficient on SI 

is 0.17, and the standard error for the coefficient on IP is Q.46, implying that both 

coefficients are insignificant. i 

, I , 
In R4 where the zero restriction is imposed on the st<i>ck index, the estimated 

• I 

relation implies that S = -0.98IP - 0.06r. Hence, in this !case there is a relation 

between an increase in industrial production and a decrease in the exchange rate 

(an appreciation). Furthermore, an increase in the interest rate is related to a 

decrease in the exchange rate (an appreciation). This does not seem to be 

inconsistent with standard, open economy macroeconomic theory. However, while 

the coefficient on industrial production is significant, the coefficient on the 
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I 
interest rate is only marginally significant. In addition, when the .in~ere~t rate ~j 
excluded from the equation, industrial production turns out to be ms1gmficant 1? 

the relation, cf. R10• 

Restricting both industrial production and the interest rate (Rs) implies a 
significant relation between an increase in the exchange rate (a depreciation) an~ 

a decrease in the stock indexff:e. SI= -23.81S. This result does not seem to be 

coherent with the rather persistent trade surplus vis-a-vis the United States in the 

period under consideration. Furthermore, the result is not robust to the choice ~f 

normalization. Normalizing with respect to the exchange rate instead of the sto9k 

. index gives rise to the relation S = -0.04SI, where the standard error for the 

coefficient on SI is 0.07, implying that the coefficient is insignificant. I 

When restrictions are placed on both industrial ~roductio~ and the sto~k 

index (Rs), an increase in the interest rate is related to an 1~crease m t~e exchanfe 

rate (a depreciation), i.e. S = 0.004r. However, the coefficient on the mterest rii,te 
· . . d t l 1 is not significant. In R10, there is a relation between an mcrease m m us 1a 

production and a decrease in the exchange rate (an appreciation), i.e. S= -O.l 7~P, 

but the coefficient on industrial production is not significant. Finally, in the mul,ti-
1 

variate test for stationarity of each of the variables, given the assumption that tre 

rank is equal to one, the exchange rate turns out to be stationary, cf. R14· 

On an overall level, the test of restrictions conducted in the above sho'f's, 

that while a number of zero restrictions can not be rejected, the resulting relatidns 

are either not significant (Rs and R10), not robust to the choice of normalization JR2 
I 

and Rs) or only marginally significant with respect to one of the variables(~), apd 

when this variable is excluded from the relation, the other variable is insignific~nt. 

Therefore none of these relations are imposed on the system. On the basis of:the 
' 'i 

result in R14, the model could possibly be specified in the level of the excha~ge, 

rate alongside with the other variables in first differences. On the other hand, this 
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result is obtained under the assumption that the cointegrati~g rank is equal to cm:e, 

which can only be accepted on a 10 percent level and not on a 5 percent level, cf. 

Table 5. Furthermore, the results obtained in the augmenrd Dickey-Fuller test 

show that the exchange rate is non-stationary both on a 5 
1 

ercent level and on a 
I 

10 percent level when the regression includes ,a constant! and a trend and non-

stationary on a 5 percent level, when the regression only includes a constant, cf. 

Table 1. Therefore, innovation accounting is conducted in a VAR model 

containing the first differences of each of the four varikbles together with a 
I I 

constant and without imposing any cointegrating relations. The impulse responses 

generated from this system are traced out in Figure 2. 

.JI, 
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Figure 2: Impulse response functions 
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Figure 2 shows the response of the difference of the inter1st rate and of the fog 

difference of the exchange rate, industrial production and the stock market index 

to an impulse in each of these time series, with standard errlr bands. This implies 
I 

that it is the response of the return on the stock market, approximated by the log-

difference of the stock market index, that is traced out in Figure 2. Since all the 

time series are stationary, the variables do not have a long !memory, in the sense 

that innovations in the series do not tend to persist. This is in accordance with 

Figure 2, where all variables have returned to baseline 
1
after about one year 

followirtg the initial i~pulse. . . ; I . . 
In Figure 2, an mcrease m the mterest rate mduces ,n appreciation of the 

I 

exchange rate - i.e. a fall in the exchange rate - and a fall in ~he return on the stock 

market. In other words, there are both a direct interest ratef effect and an interest 

rate associated exchange rate effect. The response of thi return on the stock 
~ I 

market is strongly negative in the first couple of months, but the effect remains 
I 

negative for a more extended period of time. Thes.e findings also show, that it is 

important to account for an appreciation associated with ~n increase in interest . 

rates. Only including interest rates will overestim~te the pfoportion of the fall in 

stock returns that is caused by a rise in interest rates, since ipart of this fall might 

be explained by the associated appreciation of the excha~ge rate. Furthermore, 

Figure 2 shows that a depreciation of the exchange rate - '.i.e. an increase in the 

exchange rate - results in an increase in the return on the stock market. The 

response of the return on the stock market to a depreciation js strongest in the first 

month and in the third and fourth month. In Figure 2, a depreciation does not 

induce a consistent positive or negative response in the interest rate. This implies 

that the prolonged increase in the return on the stock market is induced by the 

depreciation and not by an induced change in the interest rate, i.e. there is no 
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exchange rate associated interest rate effect9. i 

That an increase in the interest rate induce an a~preci~tion oft~e exchange[ 

rate and that these interrelationships are correlated with an mcrease m the return! 

on the stock market are in line with findings on long horizons for stock returns in 

the United States, cf. Chow, Lee and Solt (1997). However, as opposed to these 

findings for the United States;\~ increase in interest rates and the associated: 
I 

appreciation of the exchange rate is correlated with a fall in the return on the 

Danish stock market on all horizons under consideration. Moreover, the absence 
i 

of an exchange rate associated interest rate effect shows that movements in th4 

exchange rate constitute an independent source of risk in relation to interest rates,' 

and the results should be viewed in light of the exchange rate regime in the period 

under consideration. With fixed exchange rates vis-a-vis Germany and floatin~ 
I 

exchange rates vis-a-vis the United States, a change in the interest rate i~ 

correlated with a change in the exchange rate vis-a-vis the United States, but ~ 

change in the exchange rate vis-a-vis the United States does not induce a changi 

in interest rates, allowing exchange rate movements to constitute an independen~ 

source ofrisk in relation to interest rates. Furthermore, one possible explanation
1 

for the finding that a depreciation induces an increase in the return on the stoc~ 

market is, that Denmark has had a positive net export vis-a-vis the United State~ 

in most of the period under consideration. However, the trade balance vis-a-vis th~ 

United States has not been positive in the entire period under consideration, whic~ 

I 

I 
9The ordering of the variables in Figure 2 implies that innovations in interest rates i 

simultaneously affect exchange rates but innovations in exchange rates do not simultaneous!~ 
affect interest'rates. However, reversing the ordering so that innovations in exchange rates ' 
simultaneously affect interest rates but not vice-versa does not change the result, cf. the 
appendix. Furthermore, preliminary implementation of impulse response functions in a 
system containing the 3-month money market interest rate show that the impulse response 
functions are qualitatively similar when this interest rate is included in the system instead of ! 

the Jong term interest rate. However, data on this short term rate is not available ultimo month 
in the entire sample period. 
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i 

suggests that other factors, possibly the use of derivatives, existence of foreign 
I 

production and limited exchange rate pass thr9ugh, al~o might play a role. 

Unfortunately, data on these variables are not available. 
1 

The percentage of the 12-Month Forecast Error Variance explained by 

innovations in each variable are shown in Table 8. I 

Table 8: Percentage of 12-Month Forecast Error Variance Explained by 
Innovations in Each Variable I 

Variable By innovations in 
I explained 
I 

Industrial Interest rate 
I 

Exchange rate Stock return 
production I 

Industrial 90.8 4.8 1.0 

I 
3.4 

production 

Interest rate 1.8 90.4 1.9 I 5.9 

Exchange rate 4.7 7.3 !,I 86.3 
I 

1.7 ., 

Stock return 0.9 4.9 2.3 I 91.9 
Note: The forecast error variance is de · . . . nved ~om the VAR model specified m the first difference of ea cit of the four vanables. The VAR model 
~ontams thr~e lags of each ~anab~e m fi~st dtffe~ences ~d a constant. The table shows the percentage ~fthe 12-month forecast error variance 
m the first difference of vanable I explamed by mnovatmns in variable j: 

II 

}:,Cii(s)2 

FEVD;j == t 0
11 XlOO 

I. }::C;i(s)2 
j=I s=O , 

The ordering of the variables are the same as in Figure 2 and all forecast error variance~ has converge4 on a 12 months horizon. 

As it appears from Table 8, 4.9 percent of the 12-Month Fbrecast ErrorVariance · 

in the return on the stock market is explained by innovati~ns in the interest rate 
! ' 

2.3 percent by innovations in the exchange rate and 0.9 percent by innovations in. 

industrial production. In this sense, innovations in the interest rate are the most 

important of the three variables in explaining the return on the stock market and 

innovations in exchange rates is the second most important variable. This is in 

accordance with the impression from Figure 2. 

82 

5 Concluding Remarks i 
In this paper, the dynamic interaction between stock market values, exchange rates 

and interest rates has been investigated by means of innovation accounting in a 
i 

VAR model, providing a first step in the direction of a more comprehensiv~ 
i 

picture of the relation betwt,e_n, exchange rates and stock market values. In 

particular, the approach allows for a distinction between a change in stock return~ 

induced by a change in exchange rates and by a change in interest rates. In the fir~t 

case, an observed relation between stock returns and exchange rate movement~ 

may both reflect a direct exchange rate effect and an exchange rate associated 

interest rate effect, and in the second case, the direct interest rate effect may be 

accompanied by an interest rate associated exchange rate effect. I 

Applying the framework to monthly data on stock market values, exchangb 
I 

rates and interest rates in Denmark, the main findings of the paper are, that ah 

increase in the interest rate induce an appreciation of the exchange rate and th4t 

the correlation between interest rates and exchange rates results in a prolonged fail 
' 

in the return on the stock market, approximated by the percentage, monthly change 

in the stock market index. Furthermore, a depreciation of the exchange rate do9s 

not induce a consistent change in the interest rate, but results in an increase in thb 

return on the stock market, also for an extended period of time. Hence, bf 

differentiating between exchange rate exposure induced by a change in the i.nterest 

rate and by a change in the exchange rate, respectively, the paper adds insight into 

the channels through which firms on the Danish stock market are exposed t.o 

exchange rate movements. The results show that firms on the Danish stock market 

are exposed to exchange rate movements, both through a direct exchange rate 
' 

effect and through an interest rate associated exchange rate effect and that there 

appears to be no exchange rate associated interest rate effect. The absence of an 

exchange rate associated interest rate effect shows that movements in the 
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exchange rate constitute an independent source of risk jn relation 

and the results should be viewed in light of the exchange rate reg~ 

under consideration. With fixed exchange rates vis-a-vis Gem 

exchange rates vis-a-vis the United States, a change in fh: 

correlated with a change in the exchange rate vis-a-vis the Un 
change in the exchange rate vis-a-vis the United States does not" 

in interest rates, allowing exchange rate movements to constitutg, 

source of risk in relation to interest rates. 
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Appendix 

The sensitivity of the results to different orderings 
By placing a triangular structure on the G-matrix, the Choleski Decomposition 
implies that innovations in some variables do not contempotaneously affect some 
of the other variables. The identifying assumptions restrict ~he contemporaneous 
impact and not the lagged impact: The lagged terms are irrelevant for 
identification purposes, because both the primitive and the ~tandard VAR include 
the same variables. Depending on the correlation betweeh the residuals in the 
standard VAR, the ordering may have implications for ~he impulse response 
analysis. In order to investigate the sensitivity of the results Ito different orderings 
of the variables, the impulse response functions based on ah ordering that allows 
the exchange rate to contemporaneously affect the interest rite, but not vice-versa, 
are traced out in Figure Al. .,ii · 
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Figure Al: Impulse response functions 
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I 

Figure Al shows that the qualitative results are insensitive to this change in tqe 

ordering of the variables: An increase in the interest rate in~uces an appreciation 

of the exchange rate and a fall in the return on the stock market, and a depreciation 

of the exchange rate increases stock market returns, bl(t does not induce a 

consistent change in the interest rate. I[ 

I 
Furthermore, Table Al shows the percentage of the 12-Month Forecast 

Error Variance explained by innovations in each variable based on the same 
I 

ordering as in Figure Al. f 

I 

Table Al: Percentage of 12-Month Forecast Error vahance Explained by 
Innovations in Each Variable 

I 

By innovations in I 
Variable 

I 

explained Industrial Exchange rate Interest rale Stock return 
production I 

Industrial 90.8 1.0 
jJI I 

4.8 3.4 c 

production 

Exchange rate 4.7 86.3 7.3 1.7 

Interest rate 1.8 1.9 I 90.4 , 5.9 
I 

Stock return 0.9 2.3 4.9 91.9 

A. I s 1t appears from Table A2, the percentage of the 12-¥onth Forecast Error 

Variance does not change as a result of the different orderi~g of the variables. 
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Chapter 4 

On the Pricing of Exchange Rate Risk: 
AJ!Jndustry Analysis 

Bo Dan01 

Abstract 
Are firms on the Danish stock market required to compensate investors for the ris~ 
associated with exchange rate changes? In the present paper, this question i~ 
discussed in the context of an arbitrage pricing framework. In the empirica11 
analysis the market and innovations in the exchange rate orthogonal to the mark9t 
are applied as two factors, and the model is estimated as an iterated nonlinear 
seemingly unrelated regression model. In contrast to related research for the stock 
market in the United States, the results indicate that exchange rate risk is price1 
on the Danish stock market. In particular, the unconditional risk premium attached I 

to exchange rate exposure is positive and significant on a ten percent level, 
implying that positive exchange rate exposure is-a source of higher risk and higher 
expected return. These results also indicate, that firms on the Danish stock market I 

might be able to decrease the cost of capital by means of hedging. I 

l 
1Copenhagen Business School, Department of Economics, 2000 Frederiksberg, Den-i 

mark. Without implications, useful comments and suggestions from Lisbeth Funding la Cour 
are gratefully acknowledged. 
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1 Introduction . 
This paper investigates whether there is an ex-ante premiu~ to investors for the 

risk of exchange rate changes. In particular, if some sectors on the Danish stock 

market are sensitive to changes in exchange rates, are invest?rs then compensated 

for the risk associated with exchange rate fluctuat_ions? In a ffictionless world with 
I 

complete markets, the Modigliani-Miller Theorem suggests that investors do not 

necessarily need to be compensated for the risk of exchangr rate changes, if this 

source of risk can be diversified away. In such a frictionle~s world shareholders 

can choose their own preferred risk profile given: differedces in exchange rate 
I 

exposure of various sectors in the economy. On the other hand, the arbitrage 

pricing theory suggests that in an economy described by a !number of pervasive 

factors, these factors might be priced in the sense that fi~s are required to pay 

investors for the risk of exchange rate changes, or - equall~ - investors will be 

willing to pay a price to avoid the risk assi~iated with mo~ements in exchange 

rates. Therefore, whether or not exchange rate risk is p~rced is an important 

question, since it might have implications for the c6st of capital. If exchange rate . 

risk is priced, investors might be willing to pay a price to avqid the risk associated 
I 

with movements in exchange rates, and firms might be abl~ to decrease the cost 

of capital by hedging against exchange rate fluctuations. i 

In the literature, several contributions have investigated whether or not 

exchange rate risk is priced on national stock markets, cf. [among others Jorion 

(1991), Brown and Otsuki (1990) and Choi, Hiraki:and Takezawa (1998). Jorion 

(1991) finds that while the relation between stock retumsiand the value of the 

dollar differs systematically across industries in the United States, the empirical 
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.i 
evidence does not suggest that exchange rate risk is priced on the stock market 1~ 

the United States. Investigating the effect of macro-economic factors in the pricing 

ofJapanese securities, Brown and Otsuki (1990) find that exchange rate risk is not 

priced in Japan, whereas Choi, Hiraki and Takezawa (1998) more recently havt 

provided evidence that exchange rate risk is priced on the Japanese stock market 

In order to investigate whether~exchange rate exposure commands a risk premium 

on the Danish stock market, this paper investigates pricing of exchange rate ris~ 
I 

within the context of the APT-model. In the empirical analysis, two factors ary 

employed, i.e. the market and innovations in the exchange rate orthogonal to th6 

market. Within this framework, the issue is whether the premium on exchange raty 

changes is significant, i.e.,whether changes in exchange rates are priced in Ii 

manner consistent with the APT-model. 

The paper is organized as follows. Section 2 reviews the APT- model an1 

the assumptions to be tested, and section 3 describes the data employed in thr 

paper. In order to avoid spurious pricing of the exchange factor because or 
possible correlation with a priced market, the exchange rate exposure for six 

different sectors in the economy purged for the influence of the market ii 

estimated in section 4. Section 5 estimates the parameters in the model, an? 

section 6 contains the concluding remarks. 

2 The Model 
To test whether exchange rate risk is priced in the sense of APT, two factors are 

I 

applied, i.e. the market and the exchange rate and this can also be interpreted a
1

s 
a test of the CAPM against the alternative that the exchange rate factor is nf t 

diversifiable. With two factors, Ross' s ( 197 6) APT-model implies a linear relatioh 
! 
I between expected returns and the sensitivity 
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to market and exchange rate movements, i.e.: 

(1) 

where R; is the nominal return in excess of the risk-free rate for portfolio i 

expectations operator, and /J;"' and /J/ denote sensitivity to market and e 

rate movements respectively, and where the exchange rate compo 

orthogonal to the market. Since E (R ) = 8.0 + 81 f.1
111 + 8 f.l' with R' = O a m 1-'m sf-'m' f-'m 

the market beta is equal to one, 81 = E (Rm ) - 80 • Inserting this in (1 ), the 

can also be expressed as: 

To test the pricing of exchange rate risk empirically, the rate of return o 

at time t can be statistically decomposed into an expected component E ( 

an innovation, i.e.: 

where F,1 = R,, -y0 -y1Rm1 istheresidualoftheordinaryleastsquaresre': 

of the exchange rate movement R" against the rate of return on the stock 

When there is some correlation between the exchange rate and the ma 

exchange rate cannot be used directly as the second factor. 

orthogonalization, the second factor could appear to be priced because o . 

zero correlation with a priced market. Since equation (2) holds at every 
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w)·= 80 + E (R., 1 )/3/' - 80 /3;"' + 8,/3/ 
tf, 

:'.i 8 (1 f.llll) 8 f.lS f.lnlR f.l'F .=, o - /Ji + ,/Ji + /Ji ml+ /Ji ,1 + Eu 

-,·,,j-if 

(5) the component of exchange rate risk orthogonal to the market is 
1 ' 

eJcoefficient8, is significantly different from zero and equation (5) 

tlie model to be tested in this paper. 
J(:,; 

ldata 
,';f(to stock market data, the stock market index as well as the stock 

"xclifferent sectors in the economy are applied. All these time series are 

· erms and are measured ultimo month. Neither the stock market index 
{j., 

)ndex for the six different sectors include dividends, so changes in 
() -
s reflect capital gains or losses2

• The stock market index includes 
f!, 
r? on the Danish stock exchange. Furthermore, the stock index for the 

sectors is based on the classification constructed by Danmarks 

.)uding banking, insurance, trading, shipping, industry and investment. 
!;,,,' . 

~ stock index for these six sectors are shown in appendix 1. 
,h,- \ 

,,returns are constructed by subtracting the risk-free rate of return 

nthly rate of change in the stock market index and from the monthly 

a on dividends do not exist on a monthly frequency. 
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' I 
I 

rate of change in the stock index for the six different sec~ors, respectively. 

measure of the risk-free rate ofreturn, a one month holdin~ period return for ao 
I .· 

Treasury-bill portfolio that is the shortest-term Treasury-Bill with no less than 

days to maturity, is calculated, cf. also Mc Elroy and f urmeister (1988) 

Ibbotson and Sinquefield (2000). To measure holding pe1od returns for the o 

bill portfolio, the bill is priced as of the last trading day oqhe previous month­

and as of the last trading day of the current month. The price of the bill at time\ 
I ,, 

p1, is given by p1 = [1- (rd/~60)], where r is the decim~l yie~d.and rd is the numb.er\ 

of days to maturity as oft1me t. The one month holdmg Pfnod return on the btll 1 
is the month-end price, p2, divided by the previous monr

1 
-end price, p1, minus 

one, i.e. (p/p1)-1, times 100. This measure of the risk-fre. rate ofreturn is well­

suited for the present purpose, since it is assumed that th! risk-free rate reflects 

realizable returns. Constructing the risk-fre@'rate ofreturn bn the basis of the one­

month holding period return on a one bill portfolio is lin line with research 

conducted for other countries, cf. for example McElroy a1d Burmeister (1988), 

Jorion (1991). Data on the number of days to maturity, yi¢ld and holding period 
I 

return for each month in the sample are shown in appendix 2. 
I 

With respect to innovations in the exchange rate, twoidifferent measures are 
l 

applied. The first measure is the rate ofchange in the trade-weighted exchange rate 

defined such that an increase is a depreciation, and a decrease is an appreciation. 

However, since it might not be the trade-weighted exchange rate that matters for 

the individual firms, but rather bilateral exchange rates, depending on export and 

import markets, the trade-weighted exchange rate might be too crude a measure 

when the aim is to investigate the relation between stock market values and i 

exchange rates on a sector level. The next question is then, what bilateral exchange 

rate should be applied in addition to the trade-weighted exchange rate? In this 

context, the bilateral exchange rate vis-a-vis the United States is applied, on 
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eral grounds. First, the variability of this exchange rate has been high relative 

ie variability of the other important bilateral exchange rates entering into the 

6-weighted exchange rate, due to Denmark's floating exchange rate regime vis­

the United States. Second, movements in the exchange rate vis-a-vis the 

p,ited States are significantly correlated with the percentage, monthly change in 

\ stock market index in the peri6a°~nder consideration, cf. the results obtained 

Chapter 2 and Chapter 3 of this thesis. Third, innovations in the exchange rate 

/ 
1 
vis-a-vis the United States constitutes an independent source of risk in relation to 

the Danish stock market index, in the sense that the stock market index exhibits 

sensitivity to innovations in the exchange rate vis-a-vis the United States after 

accounting for the possible influence ofinterest rates, cf. Chapter 3. The exchange 

rate vis-a-vis the United States is also defined such that an increase is a 

depreciation, and a decrease is an appreciation. 

The sample period starts in April 1990, corresponding to the first available 

data on the risk-free rate ofreturn based on Treasury Bills, and ends in December 

1999. This gives 116 observations on each variable. Table 1 shows the results 

from an augmented Dick~y-Fuller (ADF) test applied to the percentage, monthly 

change in the two different exchange rates and the excess return on the stock 

market and the six different sectors, respectively: According to the augmented 

Dickey Fuller test, the null hyI?_othesis of non-stationarity is rejected at a 5 percent 

level for all variables, cf. Table 1. 
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Table 1: Stationarity Test (ADF) 
I 

Variable Constant and trend ~ Constant · 
5% critical value:-3,45 ! % critical value:-2,89 

10% critical value: -3,15 1?% critical value: -2,58 

Trade-weighted -3.71 * (IO) I -3.55* (IO) 
exchange rate 

Exchange rate vis-a-vis -8.95* (0) 
., 

-8.98* (0) 
the United States 

Excess return -9.65* (0) -9.33* (0) 
(Stock market) 

: 
Excess return -9.64* (0) -9.46* (0) 
(Bank) 

Excess return -4.76* (2) -9.91 * (0) 
(Insurance) 

Excess return -9.45* (0) -9.21 * (0) 
(Trade) 

Excess return -10.27* (0) ,i/. -10.08* (0) 
(Shipping) ,9 

Excess return -8.73* (0) -8.65* (0) 
(Industry) 

Excess return -9.01 * (0) -8.54* (0) 
(Investment) 

. . 
Note: The columns contam the test stat1s!tcs from a regression with a constant plus a trend and with a constant only . 
The regressions include 10 lags to begin with, and the lag length is chosen by sequeAtially applying an F-test until 
the joint hypothesis 13,.,= P,-L is rejected for some L. Numbers in bra,ckets denot~ number of lags in the final 
regression. The critical values are from Hamilton (1994).* denotes rejection of:the null hypothesis of non­
stationarity at a 5 percent level. 

4 Exchange rate exposure orthogonal to the market 
To avoid spurious pricing of the exchange rate factor because of possible 

correlation with a priced market, the model is examined for values of innovations 

in the exchange rate purged of the influence of the market, Gf. also Jorion (1991 ). 

In order to obtain innovations in the exchange rate orthogonal to the market, the 

linear regressionR,, =Yo+ y,R 1111 + F,1 is estimated, where Rs1 is the percentage, 
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monthly change in the exchange rate, Rm, is the percentage, monthly excess retumj 

on the market, y
0 

is a constant, and Fs1is the residual. The ordinary least squaresj 
I 

estimates from this regression, implemented with the trade-weighted exchange rate] 

and the bilateral exchange rate vis-a-vis the United States, respectively, are shown 

in Table 2. 

bl Ta R e 2: R., = Yn + Y, ''"' + F ·.,, 

Yo Y1 
R2 

Trade-weighted -0.01 ( -0.14) 0.09 (5.16) 0.19 

exchange rate 

Exchange rate vis-a- 0.13 (0.52) 0.22 (3.79) 0.11 

vis the United States 
. . Note: The t-stat1sttcs are shown m parenthesis . 

I 
Table 2 shows that y1 is significant in the period under consideration. In particular; 

I 
I 

an increase (decrease) in the excess return on the stock market is significant!~ 

correlated with a depreciation (appreciation) of the trade-weighted exchange rat~ 

and the exchange rate vis-a-vis the United States, respectively. The approach is 

to give full weight to the data by assuming that the sample correlation between Rn; 
I 

and Rs is the true correlation and to orthogonalize Rs with respect to Rm by 

replacing Rs with the residuals from the regression in Table 2. By construction, 

these residuals are orthogonal to R
111

• The exchange rate exposure orthogonal to th~ 

market for each of the six sectors is estimated as: 

3Since the sample period'under consideration is not the same as in the previous 
chapters of the thesis, and since this chapter is dealing with excess returns on the stock 
market, the results are not directly comparable with the findings in the previous chapters. 
However, that an increase (decrease) in stock market values is significantly correlated with a 
depreciation (appreciation) of the trade-weighted exchange rate and the exchange rate vis-a­
vis the United States, respectively, is in line with the findings in the previous chapters. 
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where Ru is the return on the i'te sector (i=l , .. ,6) iii excess of~he risk- free rate, Rm, 

is the return on the market in excess of the risk-free rate, ahd F,, is the residual 
I . 

from the regression in Table 2. Applying both the trade-weighted exchange rate 

and the exchange rate vis-a-vis the United States,, the exchange rate exposure 

orthogonal to the market for the six different sectors are shiwn in Table 3. 

' • I 
Table 3: Exchange rate exposure of sector portfolios ortp.ogonal to the 

market. I 

Sector Trade-weighted ExchJge rate vis-a-vis 
exchange rate ./J, the }Jnited States 

Market beta Exchange rate MarketbetJ Exchange rate 
(/Jm) beta (/J') (/)"') I beta(/)') 

Bank 0.99** (13.6) -0.28 (-0.7) 0.99** (13.1) 
. I 

-0.08 (-0.7) 
I 

Insurance 0.84** (8.6) 0.54 (1.0) o:84** (8.6) 0.06 (0.4) 

Trade 0.95** (16.2) -0.11 (-0.3) 0.95** (16.~) -0.05 (-0.6) 

Shipping 1.44** (14.1) 0.72 (1.3) 1.44** (14.~) 0.30* (1.9) 

Industry 0.79** (21.6) -0.15 (-0.7) 0.79** (2Ui) -0.03 (-0.5) 

Investment 0.95** (12.1) 0.00 (0.0) 0.95** (12.~) -0.13 (-1.1) 

Note: The table shows the ordmary least square esllmates from the regression 

R it = ai + /3/" R mt + /3/ F 
51 

+ e;, . !-statistics are in parenthesis and * (**):denotes significance at the 5 

(I) percent level. 

Table 3 shows that the market beta is positive and highly significant in all cases, 

i.e. an increase (decrease) in the return on the market is significantly correlated 

with an increase (decrease) in the return on the sector portfolios. When innovations 

in the trade-weighted exchange rate orthogonal to the market are applied, the 
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results show that the sign of exchange rnte exposure varies across sectors. 

However, the exchange rate beta is not significant at a conventional level for any 

of the sectors. Applying the exchange rate vis-a-vis the United States, however, 

the exchange rate beta is significant at the 5 percent level for Shipping, where a 

depreciation (appreciation) of the exchange rate vis-a-vis the United States is 

correlated with an increase ( deci6;se) in excess returns. Since the exchange rate 

beta is only significant on a sector level when the exchange rate vis-a-vis the 

United States is applied, the following section focuses exclusively on the pricing r 
I 

of exchange rate risk in the context of the exchange rate vis-a-vis the United[ 

States. I 

I 
5 Pricing of exchange rate risk in the sense of the APT I 
While the exchange rate exposure orthogonal to the mar~et ~iffers between ~he s~xl 

sectors and is significant on a conventional level for sh1ppmg, the regress10ns m
1 

I 
section 4 does not tell us whether the exchange rate factor is priced in the sense o~ 

the APT-model. This section investigates whether or not that is the case. To this' 

end, the parameters estimated by ordinary least squares is applied, which yield the 

component of innovations in the exchange rate vis-a-vis the United States, 

orthogonal to the market. Then the parameters 0 and /3; in equation (5) ard
1 

estimated jointly, with one equation applying to each of the six different sectors 

in the economy, i.e. 
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---~----- ------~----~~~-~-----------------------------=----------------~--

(7) R11 Oo - 00Pm1 + osPS1 + pm]Rm, + ps]Fs, + E1, i 

(8) R2, Oo - 00Pm2 + o.P·2 + pm2Rm, + p·2F., + E2, 

(9) R3, Oo - OoPm3 + o.p·3 + P'"3Rm, + p·3Fs, + E3, I 

(10) R4, o, -o,p•, + O,P', + pm ,R., + /1',F,, + e,, 

(11) R5, Oo - oopm5 + o.p·5 + pm5Rm, + P\F., + E5,I 

(12) R6, Oo- OoPm6 + o.p·6+ P"'~ml + P'r;F.,+ e6,I 

i 
Equations (7) to (12) constitute a multivariate system of ~onlinear, seemingly 

. I 
unrelated regressions, and the system is estimated by appliing the iterated non-

linear seemingly unrelated regression method. This approach gives rise to joint 

estimates of asset sensitivities and risk pri/l:s that are strtngly consistent and 

asymptotically normally distributed even in the absence ofnormally distributed 

errors. If the errors are assumed to be normally distributed, lthen iterating on the 

contemporaneous covariance matrix to obtain iterated i:ionlinear seemingly 
i 

unrelated regressions (ITNLSUR) estimates provide tail 1quivalent maximum 

likelihood estimators, cf. McElroy, Burmeister and Wall (1985) and McElroy and 
• I 

Burmeister (1988). Applying the approach suggested by Mcilroy, Burmeister and 

Wall (1985) and by McElroy and Burmeister (198~) impli~s the parameters are 

estimated jointly. McElroy, Burmeister and Wa11 (1985) and McElroy and 

Burmeister (1988) argue, that by avoiding a two-step pro!cedure which might 

introduce an errors-in-variables problem into the estimation, cf. also Shanken 

(1992), this positively affects the robustness of the resulting estimations, and they 

note that their method is similar in spirit to that of Gibbons (1982). The approach 

has also been applied in Choi, Hiraki and Takezawa (1998), Koutoulas and 

JOO 

i 
• 4 • • i 

Kryzan.owski (1994), ~rown and Otsuk1 (1990), among others . The pncmgl 

coefficients are shown m Table 4. , 

Table 4· Pricing Coefficients 

f-{-:, 1 oo as 
-

April 1990 - Dec. 1999 1.55 (0.83) 6.02* (l.70) 

.. - m ' m + 'F +e i I ... 6 Note: The table shows the pncmg coefficients m the system R,, Do Oo/3 , + 6,/3 , + /3 .Rm, /3 1 ,, 11 ( ' • ), I 
containing the residual of the exchange rate vis-~-vis th~ ~nite_d State~ orth?gon~I to the mark.et, F,,. The factor nsk

1

-

exposure coefficients and risk premiums are estunatedJo":'tly m nonlmear 1t~rat1~ns by applymg the lTSl!R model 
procedure in SAS. A fairly large number of d_ifferent startmg _valu_es for the 1tera!Ive proces~ have been tned. In alli 
cases the iterative process gave rise to the estunates reported m this table or - for some startmg values - the process, 

did not converge. !-statistics are shown in parentheses. • denotes significance on a 10 percent level. I 

I 

AB it app=s from Table 4, the exchange rate price coefficient ( 0,) is positive and 

significant at a 1 O percent level. The positive and significant value of the exchange1 
rate price coefficient indicates that firms with a positive exchange rate exposure l 
i.e. firms for which a depreciation ofDkr. vis-a-vis the United States is correlate~ 

with an increase in returns - are expected to have a higher rate of return relative to 

firms that are not exposed to fluctuations in the exchange rate vis-a-vis the Unite~ 

States. In other words, a positive exchange rate exposure is a source of higher ris~ 

and higher expected return. These results are in -contrast with empirical finding~ 

for firms on the stock market in the United States, cf. Jorion (1991). Jorion (1991) 
' finds that exchange rate risk is not priced in the United States, where investors d1 

not seem to require compensation for the risk of exchange rate changes. Examinin~ 

pricing of exchang~ rate risk in Japan, Hamao (1990) and Brown and Otsukf 

(1990) find that exchange rate risk is not priced in Japan, whereas Choi, Hiraki and 

4Bekker Dobbelstein and Wansbeek (1996) note that the iterative seemingly unrela- , 
ted regression r:iethod is demanding from a computational point of view since i_t involves a 
nonlinear problem in many parameters and show that the model also can be estimated as a 

reduced-rank regression. ' 
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Takezawa (1998) more recently have provided evidence th~:t exchange rate risk.is 

priced on the Japanese stock market. The values of the beta estimates obtained 
'I 

when equation (7) to ( 12) is estimated by applying the iterated nonlinear seemingly 

unrelated regression method are reported in Table 5. 

Table 5: Beta estimates ~----'----r~~~~~~-'-,~-+-~~~~--. 
Market beta (/J "') Exchange rate beta (/J') 

Bank 0.98** (13.7) -0.03 (-0.6) 

Insurance 0.86** (8.8) -0.12 (-1.4) 

Trade 0.94** (16.1) 0.03 (0.6) 

Shipping 1.44** (14.4) 0.21 (1.5) 

Industry 0.80** (22.9) / -0.04 (-0.8) 

Investment 0.96** (12.3) 
1

1 -0.18 (-1.8) 
Note: The table shows the estimates of pm; and P'· in the system R. = 6 - opm. t 6P'· + P"'·R + P'F + ~ 
(
"16) .. . I -:,1" II oo, SI ,ml lstc,il 
1= ,... , contammg the re~1dual_ofth~ exchange r~te vis-a-vis the Unit~d States orthogonal to the market, F,,. The 

system is estimated in nonlmear 1t~rat1~ns by applymg the ITSl!R mode,! procedur~ fn ~AS. A fairly large number 
of different starting val~es for the iterative proces~ have been tned. In all cases the iterative process gave rise to the 
estimates reported in this table or - for some startmg values - the process did not corlverge. !-statistic are shown in 
parentheses. ** denotes significance at the I percent level. I 

I 

In Table 5, the market beta estimates are very similar to tJe estimates obtained 

when exchange rate exposure of the sector portfolios ortho~onal to the market is 

examined by means of ordinary least squares, cf. Table 3. The exchange rate beta , I 

estimates do not correspond exactly to the estimates obtained in the ordinary least 

squares regressions. As compared with the results presented in Table 3, the sign 

of the exchange rate beta changes for Insurance and Trade and the numerical value 

of the t-statistic increases for Insurance, Industry and Investtiient and decreases for 

Bank and Shipping. 
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6 Concluding remarks 
This paper has investigated whether firms on the Danish stock market are required I 

to compensate investors for the risk associated with exchange rate movements. 

This issue is addressed in the context of an arbitrage pricing model and two factors, 
I 

are applied in the empirical analysis. Time-series on excess returns are constructed 

by subtracting the risk-free iat{~~return from the monthly rate of change in thJ 

stock market index and from the monthly rate of change in the stock index for six 
j 

different sectors, respectively. To this end, the risk-free rate of return is calculated 

as the one month holding period return for a one Treasury-bill portfolio that is th~ 

shortest-term Treasury-bill with no less than 30 days to maturity. With respect to 

innovations in the exchange rate, two different measures are applied, namely the 

monthly rate of change in the trade-weighted exchange rate and in the bilaterai 

exchange rate vis-a-vis the United Stated, respectively. Furthermore, to avoid 

spurious pricing of the exchange rate factor because of possible correlation witJ 
I 

a priced market, the exchange rate exposure orthogonal to the market is estimated 
I 

for six different sectors. When innovations in the trade-weighted exchange rate 

orthogonal to the market are applied, the sign of exchange rate exposure varies 

across sectors, but the exchange rate beta is not significant at a conventional leve) 
I 

for any of the sectors; Applying the exchange rate vis-a-vis the United States, 
i 

however, the exchange rate beta is significant for shipping, where a depreciatiof! 

(appreciation) of the exchange rate vis-a-vis the United States is correlated with 

an increase (decrease) in excess returns. 

Since the excha~ge rate beta is only significant on a sector level when th~ 

exchange rate vis-a-vis the United States is applied, the model is implemented witµ 
1 

the market as the first factor and the exchange rate vis-a-vis the United States!-

purged of the influence of the market- as the second factor. Estimating the system 
I 

as an iterated nonlinear seemingly unrelated regression model, the unconditiomil 
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risk premium attached to exchange rate exposure is found to be positive and 
I I 

significant on a ten percent level. The positive and significat exchange rate price 

coefficient indicates that firms with a positive exch~nge rat~ exposure - i.e. firms 

for which a depreciation ofDkr. vis-a-vis the Unit~d States lis correlated with an 

increase in returns - are expected to have a higher rate of return relative to firms 

that are not exposed to fluctuations in the exchange rate jvis-a-vis the United 

States. In other words, a positive exchange rate exp~sure is a1source ofhigher risk 

and higher expected return. · I 

These results are in contrast to empirical findings for t~e stock market in the 
i i 

United States. In particular, Jorion (1991) finds that exchange rate risk is not 

priced in the United States, where investors do not seem to rbquire compensation 
I I 

for the risk of exchange rate changes. For other stock markefs, such as Japan, the 

results are more mixed. Hamao (1990) and Brown and Otsuki (1990) find that 
.,. I 

exchange rate risk is not priced in Japan, whereas Choi, Hiraki and Takezawa 

(1998) more recently have provided evidence that e?'changelrate risk is priced on 

the Japanese stock market. Since the pricing of exchange rate risk on the Danish 

stock market implies that firms are required to pay invehors for the risk of 

exchange rate changes, then - by the same token - investors tm be willing to pay 
I 

a price to avoid the risk associated with movements .in excha~ge rates. Therefore, 

the results indicate that firms on the Danish stock market might be able to decrease 

the cost of capital by hedging against exchange rate movenients. 
I 
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Appendix 1: The stock index for the different sec.tors 
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Appendix 2: Construction of one month holding pefiod return 
Marts 439 124 0.135 92 0.1118 1.8 

I 
Month ID Days to maturity Yield Days to mat1;1rity Yield Holding 

Code (Previous month~ (Previous month-end)) (Current month-end) (cu~ent period return 
end) month-end) (percent) 

April 439 92 0.1118 62 0.0973 1.2 

May 439 62 0.0973 33 0.0873 0.9 

April 307 93 0.114 65 0.!093 1.0 June 447 125 0.1234 93 0.0744 2.4 

May 307 65 0.1093 32 o.1q51 l.l July 447 93 0.0744 63 0.1236 -0.2 

June 315 123 0.1045 93 o.1J35 
I 

0.9 Aug 447 63 0.1236 31 O.I05 1.0 

July 315 93 0.1035 62 0.0~92 1.0 Sept 455 125 0.097 95 0.085 I.I 

Aug 315 62 0.1052 31 0.!037 0.8 0,085j 
·c~ 

0,0734 0.9 Oct 455 95 65 

Sep 323 124 0.1045 95 0.1048 0.9 Nov 455 65 0.0734 33 0.0641 0.8 

Oct 323 95 0.!048 63 
I o.1q14 1.0 Dec 463 125 0.0701 97 0.0623 0.8 

Nov 323 63 0.1014 33 o.1q15 0.9 Jan(94) 463 97 0.0623 67 0.0569 0.6 

Dec ·331 123 0.1044 94 O.lq36 0.9 Feb 463 67 0.0569 38 0.0603 0.4 

Jan(91) 331 94 0.1036 61 0.162 1.0 .Marts 471 125 0.058 93 0.0595 0.5 

Feb 331 61 0.102 33 o.1q3 0.8 April 471 93 0.0595 62 0.0581 0.5 

Marts 358 123 O.IOI 95 0.0~71 1.0 May 471 62 0.0581 31 0.0678 0.4 

April 358 95 0.0971 62 0.0~85 0.9 June 4981 125 0.058 95 0.061 0.4 

May 358 62 0.0985 31 0.0~34 1.0 July 4981 95 0.061 65 0.0575 0.6 

June 366 123 0.0992 941/ 0.0~28 0.8 Aug 4981 65 0.0575 33 0.0583 0.5 .. 
0.0~44 July 366 94 0.0928 62 0.8 Sept 5012 124 0.065 94 0.0615 0.7 

Aug 366 62 0.0944 31 0.0~6 0.8 Oct 5012 94 0.0615 65 0.0577 0.6 

Sep 374 123 0.0977 95 o.0J19 0.8 Nov 5012 65 0.0577 33 0.0596 0.5 

Oct 374 95 0.0979 63 0.0~48 0.9 Dec 5368 124 0.0595 93 0.0595 0.5 

Nov 374 63 0.0948 32 0.0~35 0.8 Jan(95) 5368 93 0.0595 62 0.0556 0.6 

Dec 382 122 0.096 91 0.1905 0.7 Feb 5368 62 0.0556 34 0.0569 0.4 

Jan(92} 382 91 0.1005 61 0.0~95 0.9 Marts 5442 125 0.0593 94 0.0726 0.2 

Feb 382 61 0.0995 32 0.0~9 0.8 April 5442 94 0.0726 65 0.0656 0.7 

Marts 390 123 0.0983 92 0.1 ! 0.8 May 5442 65 0.0656 33 - 0.0658 0.6 

April 390 92 0.1 62 O.ttjo6 0.8 June 5525 124 0.0638 94 0.0648 0.5 

May 390 62 0.1006 
I 

0.0~9 31 0.9 July 5525 94 0.0648 65 0.061 0.6 

June 404 124 0.0997 93 
I 

o.1q35 0.8 Aug 5525 65 0.061 32 0.0563 0.6 

July 404 93 0.1035 
I 

62 o.1q1 0.9 Sept 5608 124 0.0559 94 0.0553 0.5 

Aug 404 62 0.107 33 o.1ios 0.9 Oct 5608 94 0.0553 63 0.0542 0.5 

Sep 412 128 0.1116 96 0.125 0.7 Nov 5608 63 0.0542 33 0.05 0.5 

o,, 412 96 0.125 65 0.1057 1.4 Dec 5798' 122 0.0492 92 0.0445 0.5 

Nov 412 65 0.!057 37 0.125 0.6 Jan(96) 5798 92 0.0445 60 0.0423 0.4 

Dec 420 125 0.1109 92 0.1375 0.4 Feb 5798 60 0.0423 32 0.0429 0.3 

Jan(93) 420 92 0.1375 61 0.1181 15 Marts 5871 123 0.0428 93 0.0397 0.4 

Feb 420 61 0.1181 33 0.145 0.7 April 5871 93 0.0397 62 0.036 0.4 

May 5871 62 0.036 31 0.0383 0.3 
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June 5954 123 0.038 94 

July 5954 94 0,0369 62 

Aug 5954 62 0.0368 31 

Sept 6093 124 0.036 96 

Oct 6093 96 0.0348 63 

Nov 6093 63 0.0346 33 

' Dec 6176 122 0.0355 94 

Jan(97) 6176 94 0.0351 61 

Feb 6176 61 0.0351 31 
' 

Marts 6259 122 0.0354 96 

April 6259 96 0.0363 61 

May ,6259 61 0,035 31 

June 6333 123 0.0358 92 

July 6333 92 0.0348 61 

Aug 6333 61 0,0351 32 

Sept 6416 156 0.03701 124 ' 
Oct 6416 124 0.0368 93 

Nov 6416 93 0,0389 6JJI 

Dec 6416 65 0.0384 ':h 

Jan(98) 6689 121 0,0396 90 

Feb 6689 90 0.0373 62 

Marts 6689 62 0.0395 30 

April 6762 124 0.0381 94 i 

May 6762 94 0.0386 64 

June 6762 64 0.0416 33 

July 6846 124 0.0392 93 

Aug 6846 93 0.0391 62 i 
Sept 6846 62 0.0422 32 

Oct 6929 123 0.047 93 

Nov 6929 93 0.0433 62 

Dec 6929 62 0.0413 32 

Jan(99) 7067 123 0.0372 93 

Feb 7067 93 0.0347 63 

Marts 7067 63 0.0348 32 

April 7141 123 0.0322 93 

May 7141 93 0.0296 62 

June 7141 62 0.0305 32 

July 7224 123 0.0298 93 

Aug 7224 93 0.0305 61 
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I 
0.0~69 0.3 

0.0368 0.3 

O.Of5 0.3 

I 
0.0148 0.3 

I 
0.0~46 0.3 

0.0342 0.3 

0.0351 0.3 

O.Of51 0.3 

I 
o.op 0.3 

I 
0.0~63 0.2 

o.oi5 0.4 

I 
0.0152 0.3 

o.o}48 0.3 

I 
0.0151 0,3 

I 
0.0~48 0.3 

I 
0,0168 0.4 

0.01~89 0.3 

I 
o.oi3s4 0.3 

0.01~76 0.4 

o.q373 0.4 

I 
o.oi39s 0.3 

o.q374 0.4 

o.q386 0.3 

o.q416 0.3 

I 
0.9389 0.4 

o.q391 0.3 

I 
o.q422 0.3 

o.q4n 0.3 

o.q433 0.5 

o.q413 0.4 

0.94 0.4 

0.?347 0.4 

0,0348 0.3 

0.033 0.3 

0,0296 0.3 

0:0305 0.2 

0.0291 0.3 

0,0305 0.2 

0.0297 0.3 

Sept 7224 61 0.0297 31 0.0292 0.3 

Oct 7307 123 0.0324 94 0.0339 0.2 

Nov 7307 94 0,0339 62 0.0339 0.3 

Dec 7307 62 0.0339 33 0.0324 0,3 

Note: The holding period return is calculated as [(P2/P1)-l]*IOO. P, =[l-(rd/360)], where r is the decimal yield 
and d is the number of days to maturity as of time t. 

_, 
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Chapter 5 

I 

On the Pricing of Exchange Rate
1 

Risk: 
A Firm Level Analysis 

B0Dan01 

Abstract I 

This paper investigates exchange rate exposure for firms'1 within the shipping 
sector and examine pricing of exchange rate risk in the cdntext of an arbitrage 
pricing framework. The main findings are, that for four oftqe largest firms in this 
sector, a depreciation (appreciation) of the exchange rate! vis-a-vis the United 
States is significantly correlated with an increase

1 
( decrea*e) in excess returns. 

Furthermore, the exchange rate price coefficient is not $ignificant when the 
framework contains nine firms within the sector, but the: exchange rate price 
coefficient is significant at the ten percent level when the1 system contains five 
sectors and one of the firms which are found tq be significantly exposed to 
exchange rate movements. · 

1Copenhagen Business School, Department of Economics, 2000 Frederiksberg, Den­
mark. Without implications, useful comments and suggestions from Lisbeth Funding la Cour 

are gratefully acknowledged. 
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1 Introduction 
Motivated by some evidence of significant exchange rate exposure for the . 

shipping sector in Denmark, this paper conducts a more comprehensive 

investigation of exchange rate exposure for firms within this sector and examine; 
i 

the pricing of exchange rate risk. In the literature, several contributions have 
I 

investigated whether or not exchartge rate risk is priced on national stock markets, 

cf. among others Jorion (1991), Brown and Otsuki (1990) and Choi, Hiraki and1· 

Takezawa (1998). Jorion (1991) finds that while the relation between stock returns, 

and the value of the dollar differs systematically across industries in the United 

States, the empirical evidence does not suggest that exchange rate risk is priced: 

on the stock market in the United States. Investigating the effect of macro­

economic factors in the pricing of Japanese securities, Brown and Otsuki (1990). 

find that exchange rate risk is not priced in Japan, whereas Choi, Hiraki and 

Takezawa (1998) more recently have provided evidence that exchange rate risk is 

priced on the Japanese stock market 

In this paper, pricing of exchange rate risk is discussed in the context of the. 

arbitrage pricing framework. In the empirical analysis, the market and innovations f 

in the exchange rate orthogonal to the market are applied as the two factors in I 
order to empirically investigate whether exchang~ rate exposure commands a risk I 

premium for firms in the shipping sector. Within this framework, the issue is 

whether the premium on exchange rate changes is significant, i.e. whether changes 

in exchange rates are priced in a manner consistent with the APT-model. 

The paper is organized as follows: Section 2 reviews the APT- model and 

the assumptions to be tested, and section 3 describes the data employed in the 
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paper. In order to avoid spurious pricing of the exchange factor because oJ( 

possible correlation with a priced market, the exchange rate exposure for nine 
j 

firms in the shipping sector purged for the influence of the tjmrket is estimated in 

section 4. Section 5 estimates the parameters in the model, ~µd section 6 contains 

the concluding remarks. 

I 

2 The Model . I 

To test whether exchange rate exposure is priced in,the sense of APT, two factors 
I 

are applied, i.e. the market and the exchange rate, and this can also be interpreted 
I 

as a test of the CAPM against the alternative that the exchJnge rate factor is not 

diversifiable. With two factors, Ross' s ( 1976) APT ~model idiplies a linear relation , I 

between expected returns and the sensitivity t~ markef and exchange rate 

movements, i.e.: I 

(1) 

where Riis the nominal return in excess of the risk-~ee rate ror portfolio i, Eis the 

expectations operator, and /Jt' and /J/ denote sensitivity tojmarket and exchange 

rate movements, respectively, and where the exchangl rate component is 

orthogonal to the market. Since E (R
111

) = 80 + 8J3,;;' + 8,/3,,; ,:with /3,,; = 0 and since, 

the market beta is equal to one, 81 = E (R
111

) - 80 • I?serting ~his in (1), the relation 

can also be expressed as: 

(2) E(R;)=80 +[E(R 111 )-80]/3/"+8,/3/ 
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In order to test the pricing of exchange rate exposure empirically, the rate of retul 

on asset i at time t can be statistically decomposed into an expected 

componentE (Ru) and an innovation, i.e.: 

(3) 
,._,· ~ 

where F,
1 

= R,, - Yo - y1R1111 is the residual oftheordinaryleastsquaresregressioh 
! 

of the exchange rate movement R ,1 against the rate ofreturn on the stock market. 

When there is some correlation between the exchange rate and the market th~ . , I 
exchange rate cannot be used directly as the second factor. Without 

I 
orthogonalization, the second factor could appear to be priced because of a nonL 

I 
zero correlation with a priced market. Since equation (2) holds at every point iii 

time: 

(4) 

Inserting (4) in (3) yields: 

(5) R. = 8. (1 - R. 111
) + 8 t:P + nm R + R.' F + £ It O 1-'i sf', fl, ml l-'1 st it 

i 

In equation (5), the component of exchange rate risk orthogonal to the market is 
I 

priced if the coefficientc5, is significantly different from zero, and equation (5) 
! 

represents the model to be tested in this paper. [ 
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The data 
I 

.I 
As for the data on stock market values, the stock market indh, the sto~k index for 

five sectors in the economy and the stock index for thJ nine largest firms -

measured in terms of capital - in the shipping sector, are applied. All these time 

series are in nominal terms and are measured ultimo motith. Neither the stock 

market index, the stock index for the five different sectors ~r the stock index for 

3 

the nine largest firms in the shipping sector include dividends, so changes in these 

variables reflect capital gains or losses2
• The stock,market ihdex include all firms 

listed on the Danish stock exchange, and the stock index !for the five different 

sectors is based on the classification constructed by Dahmarks Statistik and 
I ' 

include bank, insurance, trade, industry and investment. T~e nine largest firms in 

the shipping sector, measured in terms of capital, i~ DIS 19l2 A, DIS 1912 B, DIS 

Svendborg A, DIS Svendborg B, DFDS, La)}ritzen, DIS Nprden , DIS Torm and 

Progress B. Stock prices for these nine firns are shown inlthe appendix. 

Excess returns are constructed by subtracting the r!sk-free rate of return 

· from the monthly rate of change in the stock mar~et indek the monthly rate of 

change in the stock index for the five different sectors and !from the monthly rate. 

of change in the stock index for the nine largest firms iii the shipping sector, 

respectively. As a measure of the risk-free rate of:return, the one month holding 

period return for a one Treasury-bill portfolio that is the shortest-term Treasury-
1 

bill with no less than 30 days to maturity is calculated, 'cf. also McElroy and· 

Burmeister (1988) and Ibbotson and Sinquefield (2000). Each month a one bill 

portfolio containing the shortest-term bill having not less than one month to 

maturity is constructed. To measure holding period returns for the one-bill 

portfolio, the bill is priced as of the last trading day of the previous month-end and 

2Data on dividends do not exist on a monthly frequency. 
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I 

a~ of the last trading day of the cu~ent month. The price of the bill at time t, p1, !is 

given byp
1 
= [1- (rdl360)], wherer 1s the decimal yield and dis the number of days 

I 

to maturity as of time t. The one month holding period return on the bill is the 

month-end price, p2, divided by the previous month-end price, p1, minus one, i.e. 

(p/p1)-1, times 100. This measure of the risk-free rate ofreturn is well-suited for 
.. _ .. ' I 

the present purpose, since itis ~ssumed that the risk-free rate reflects realizable 

returns. Constructing the risk-free rate of return on the basis of the one-month 

holding period return on a one bill portfolio is in line with research conducted ~or 

_ other countries, cf. for example McElroy and Burmeister (1988), Jorion (199i). 
I 

Data on the number of days to maturity, yield and holding period return for each 

month in the sample have been shown in the appendix of Chapter 4. / 

With respect to innovations in the exchange rate, the exchange rate vis-a-Jis 

the United States, defined such that an increase is a depreciation and a decrease! is 

an appreciation, is applied. The sample period starts in April 1990, corresponditg 

to the first available data on the risk-free rate ofreturn based on Treasury Bilis I' 

and ends in December 1999. Altogether, this gives 116 observations on ea}h 

variable. According to an augmented Dickey Fuller test, it cannot be rejected that 
I 

all variables are stationary time series. 
I 
i 
i 

4 Exchange rate exposure orthogonal to the market ! 
To avoid spurious pricing of the exchange rate factor because of possiBle 

correlation with a priced market, the model is examined for values of innovatiohs 

in the exc~ange rate purged of the influence of the market, cf. also Jori on ( 199 i). 
I 

In order to obtain innovations in the exchange rate orthogonal to the market the '.! 

linear regression R,, = Yo + y1R111
, + F,1 is estimated first, where Rs, is the monthly 
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i 
change in the exchange rate, Rm1 is the monthly excess return,.,on the market, Yo is 

a constant and Fs1 is the residual. The ordinary least square~ estimates from this 

regression, implemented with the exchange rate vis-a-vis the United States is 
I 

shown in Table 1. I; 
·I 

T bl 1 R R a e ··1 = Y() + Y1 •ml+ F st 
I 

Yo Y1 
I R2 

0.22 (3.79) 
I 

Exchange rate vis-a- 0.13 (0.52) 
:1 

0.11 
vis the United States i 

Note: The t-stat1sttcs are shown 111 parenthesis. 

Table 1 shows that y1 is significant in the period under consid~ration. In particular, 

an increase (decrease) in the excess return OJ the stock market is significantly 
• I 

correlated with a depreciation (appreciation) of the exchange rate vis-a-vis the 

United States3
• The approach followed in this paper is to giye full weight to the 

data by assuming that the sample correlation between R.(. and Rs is the true 

correlation and to orthogonalize Rs with respect to Rm by r~placing Rs with the 

residuals from the regression in Table 1. By construction, these residuals are 
, I 

orthogonal to Rm. The exchange rate exposure orthogonal to the market for each 

of the nine firms is estimated as: 

3Since the sample period under consideration is not the same as in Chapter 2 and 
Chapter 3 of the thesis, and since this chapter is dealing with excess returns on the stock 
market, the results are not directly comparable with the findings in Chapter 2 and Chapter 3. 
However, that an increase (decrease) in stock market values is significantly correlated with a 
depreciation (appreciation) of the exchange rate vis-a-vis the United States is in line with the 
findings in Chapter 2 and Chapter 3. 

118 

(6) 

~here Ru is the return on the. i'~;-~rm (i=l, .. ,9~ in excess of the ris~- free rat~, R.11 
1s the return on the market mexcess of the nsk-free rate, and Fs1 1s the residua 

from the regression in Table 1. Applying the exchange rate vis-a-vis the United 

States, the exchange rate exposure orthogonal to the market for the nine firms are 

shown in Table 2. I 

Table 2: Exchange rate exposure of firms in the Shipping sector, orthogonal 
to the market. / 

I 

Market beta (jJm) Exchange rate beta (JP) I 
,1 
I 

D/S 1912 A 1.48** (12.43) 0.42* (2.23) I 

D/S 1912 B 1.49** (13.32) 0.39* (2.21) 

D/S Svendborg A 1.45** (12.81) 0.32 (1.80) I 
I 

D/S Svendborg B 1.51** (13.17) 0.36* (2.00) I 

DFDS 0.94** (5.32) -0.24 (-0.86) 

Lauritzen 0.85** (3.56) 0.25 (0.65) 

D/S Norden 0.33 (1.80) - 0.17 (0.57) I 
I 

D/S Torm 1.00 **(6.47) 0.17 (0.71) 

Progress B 0.37 (0.65) 0.22 (0.24) 
Note: The table shows the ordinary least squares estimates from the regression, 

R it = a; + /3;"' R 1111 + /3,' F,, + S;, . !-values are in parenthesis and*(**) denotes significance at the 5 (I) 
percent level. . / I 
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Table 2 shows that the market beta is positive and highly significant for all firms 

I 

with the exception of D/S Norden and Progress B and that th! exchange rate beta 
I 

is positive and significant at the five percent level for D/S 1912 A, D/S 1912 B and 

DIS Svendborg B and significant at the ten percent leyel for D~S Svendborg A. For 

these four firms, a depreciation (appre,ciation) of the exchan~e rate vis-a-vis the 
I 

United States is correlated with an increase (decrease) in excess returns. In this 

context it should be noted that besides shipping, these firm~ are involved in oil 

production and both freight rates and oil prices are usually ~et in US dollar, cf. 

Tolofari (1989) and the Annual Report (1998) from Dampskihsselskabet afl 912. 

If the firms face prices that are exogenously determined in uJ dollar on the world 
I ! 

market, then the firms cannot deliberately change their price, when the exchange 

rate fluctuates. If costs are relatively fixed in domestic currery, which may be a 

realistic assumption in the short run, then excl],ange rate changes may have strong 

effects on the firm's profitability and thereby on excess stocl returns. However, 

it has not been possible to obtain any specific information on income and cost in 
! 

US dollar for these firms. 

i 
5 Pricing of exchange rate risk in the sense of th~ APT 
This section investigates whether the exchange rate factor is priced in the sense of 

the APT-model. In this context, the parameters ~ estimatyd by ordinary least 

squares in section 4, is applied, which yields the coriiponent of innovations in the 

exchange rate vis-a-vis the United States orthogonal to tl\.e market. Then the 

parameters q and /3; in equation (5) are estimated jointly, with one equation 

applying to each of the nine firms, i.e. 
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(7) R1t Oo - Oo/Jm1 + 0JJ81 + /Jm1Rm, + /Js1Fs1 + t:1t 
J 

(8) R21 Oo - Oo/Jm2 + os/Js2 + /Jm2Rm1 + /Js2Fs1 + t:21 

(9) R3, Oo - Oof P' 3 + os/J s 3 + /J m 3Rm, + ps 3Fs, + t:3, 

(10) R41 Oo - Oo/Jm4 + os/J\'+ pm4Rm1 + /J\Fs, + t:4, 

(11) R51 Oo - Oo/J'\ + Os/J's+ /Jm5Rmt + /Js5Fst + E:51 

(12) R61 Oo - Oo/J m 6 + os/J s 6 + /J 111 ~mt + /J s 6Fs1 + t:61 

(13) R71 Oo - Oo/J"' 7 + Os/JS 7 + /J m 7Rmt + /J s 7Fst + E:71 

(14) Rs1 Oo - Oo/Jms + os/Jss + /JmsRm1 + /JssFs1 + t:s1 

(15) R91 Q - r5pm + ops + pm~ + ps~ + e 0 0 9 s 9 mt st 91 

Equations (7) to (15) constitute a multivariate system of nonlinear, seemingly 

unrelated regressions, and the system is estimated by applying the iterated non­

linear seemingly unrelated regression method. This approach gives rise to joint! 

estimates of asset sensitivities and risk prices that are strongly consistent andl 
I 

asymptotically_normally distributed even in the-absence of normally distributed: 

errors. If the errors are assumed to be normally distributed, then iterating on the: 

contemporaneous covariance matrix to obtain iterated nonlinear seemingly: 

unrelated regressions (ITNLSUR) estimates provide tail equivalent maximum 

likelihood estimators, cf. McElroy, Burmeister and Wall (1985) and McElroy and 
11 

Burmeister (1988). Applying the approach suggested by McElroy, Burmeister and 
I 

Wall (1985) and by McElroy and Burmeister (1988) implies the parameters are. 

estimated jointly. McElroy, Burmeister and Wall (1985) and McElroy and 

Burmeister (1988) argue, that by avoiding a two-step procedure which might 
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i 
introduce an errors-in-variables problem into the estimatio*, c£ also Shanken 

(1992), this positively affects the robustness of the resulting estimations, and they 

note that their method is similar in spirit to that of Gibbons (1:982). The approach 
,I 
:I 

has also been .applied in Choi, Hiraki and Takezawa (1918), Koutoulas and 

Kryzanowski (1994), Brown and Otsuki (1990), among others4
• The pricing 

coefficients are shown in Table 3. 

bl Ta e3: Pncmg c ffi . oe 1c1ents 

oo <>s 

April 1990 - Dec. 1999 -1.22 (-1.46) I 0.43 (0.36) 
I 

I 
Note: The table shows the pricing coefficients in the system R,, = 00 - 00/Jm; + o,/J';+ fr,Rm, + /J';F,,+ e;, (i=l, ... 9), 
containing the residual of the exchange rate vis-a-vis the United States orthogonal to t~e market, F,,. The factor risk 
exposure coefficients and risk premiums are estimated jointly in nonlinear iterations by applying the ITS UR model 
procedure in SAS. A fairly large number of different starting val9es for the iterative process have been tried. In all 
cases the iterative process gave rise to the estimates reported in this table or - for some; starting values - the process 
did not converge. !-statistics are shown in parenthesis. I 

i 
Table 3 shows that the exchange rate price coefficient ( o,) is positive but not 

I 
significant on a conventional level. The values of the beta estiipates obtained when 

equation (7) to (15) is estimated by applying the iterated nonlinear seemingly 

umelated regression method are reported in Table 4. 

4Bekker, Dobbelstein and Wansbeek (1996) note that the iterative seemingly unrela­
ted regression method is demanding from a computational point of view since it involves a 
nonlinear problem in many parameters and show that the model also can be estimated as a 
reduced-rank regression. 
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Table 4· Beta estimates 

Market beta (/} "') Exchange rate beta (/}') 

D/S 1912 A 1.47** (12.52) 0.41 * (2.23) 

D/S 1912 B 1.49** (13.42) 0.39* (2.22) 

D/S Svendborg A~ 1.45** (13.02) 0.32 (1.80) 

D/S Svendborg B ,.,· ,1.51 ** (13.30) 0.36* (1.99) 
. -

DFDS 0.95** (5.65) -0.22 (-0.82) 

Lauritsen 0.83** (3.62) 0.23 (0.61) 

D/S Norden 0.34 (1.82) 0.18 (0.59) 

.D/S Torm 0.92** (6.14) 0.10 (0.42) 

Progress B 0.45 (0.84) 0.30 (0.34) ; 

Note: The Table shows the estunates of fJ m, and fJ '1 m the system R,, = o,- o,/Jm, + o,/J', + pm,Rm, + /J',F,, + e1, 

(i= 1, ... 9), containing the residual of the exchange rate vis-a-vis the United States orthogonal to the market, F,,. The 
system is estimated in nonlinear iterations by applying the ITSUR model procedure in SAS. A fairly large number 
of different starting values for the iterative process have been tried. In all cases, the iterative process gave rise to 
the estimates reported in this table or - for some starting values - the process did not converge. I-statistic are showh 
in parentheses.*(**) denotes significance at the 5 (!) percent level. \ 

As it appears from Table 4, the market beta estimates are significant at the 1 

percent level, with the exception ofD/S Norden and Progress B, and the parameter 
I 

values are fairly similar to the estimates obtained from the ordinary least square~ 

regression, cf. Table 2. On an overall level, the exchange rate beta estimates are 

also fairly similar to results obtained in the ordinary least squares regression, anf 

the exchange rate beta is significant at a five percent level for D/S 1912 A, D/S 

1912 B and D/S Svendborg B and significant at the ten percent level for D/S 

Svendborg A. I 

These four firms are the largest firms within the shipping sector and that i 
depreciation (appreciation) of the exchange rate is correlated with an increas~ 

(decrease) in excess returns for these firms is in line with the results obtained for 
d 

the shipping sector, cf. Chapter 4. This could indicate that it might be these fimif 
that give rise to the results obtained for the shipping sector in Chapter 4. In this 
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context it should be noted that replacing the shipping sector in Chapter 4 with for 

example D/S 1912 A, i.e. investigating pricing of exchange rate risk in a system 

containing D/S 1912 A and the five main sectors (bank, insurance, trade, industry 

:and investment), give rise to pricing coefficients that are fairly similar to the 

pricing coefficients obtained in Chapter 4, cf. Table 5. 

T bl 5 P . . C ffi . a e ncmg oe 1c1ents 

oo os 
April 1990 - Dec. 1999 0.93 (0.59) 5.21 * (1.87) 

.. 
Note. The Table shows the pncmg coefficients m the system R11 = o0- 00pm1 + o,P', + pm,Rm, + P',F,, + c,, (1= 1, ... 6), 
containing the residual ofthe exchange rate vis-a-vis the United States orthogonal to the market, F,,. The factor risk 
exposure coefficients and risk premiums are estimated jointly in nonlinear iterations by applying the ITS UR model 
procedure in SAS. A fairly large number of different starting values for the iterative process have been tried. In all 
cases the iterative process gave rise to the estimates reported in this table or - for some starting values. the process 
did not converge. I-statistics are shown in parenthesis. * denotes significance at the IO percent level. 

Table 5 shows that the exchange rate price coefficient ( 08 ) in this case also is 

positive and significant at the ten percent level. The positive and significant value 

of the exchange rate price coefficient shows that firms within the shipping sector 

with a positive exchange rate exposure - i.e. firms for which a depreciation ofDkr. 

vis-a-vis the United States is correlated with an increase in returns - are expected 

to have a higher rate ofreturn5
. In other words, a positive exchange rate exposure 

is a source of higher risk and higher expected return. Again, these results are in 

contrast with empirical findings for firms on the stock market in the United States, 

I 

cf .. Jori~n (1991~. In particular, Jo~on (1991) ~~d~ that exchange rate risk is not 

pnced m the Umted States, where mvestors do not seem to require compensation 

for the risk of exchange rate changes. Examining pricing of exchange rate risk in 

5Similar results are obtained using eighter DIS 1912 B, DIS Svendborg A or DIS 
Svendborg B instead of DIS 1912 A. 
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Japan, Brown and Otsuki (1990) find that exchange rate risk is not priced in Japan, 

whereas Choi, Hiraki and Takezawa (1998) more recently have provided evidence 

that exchange rate risk is priced on the Japanese stock market. The values of the 

beta estimates obtained when the iterated nonlinear seemingly unrelated regression 

model was applied to the five sectors and D/S 1912 A are reported in Table 6. 

Table 6· Beta estimates 
I 

Market beta (/3"') Exchange rate beta (/3') 

Bank 
' 

0.99**(13.70) -0.03 ( -0.55) 
I 

Insurance ' 0.85** (8.71) -0.11 (-1.26) 
! 

I 

Trade : ' 
0.94** (16.09) 0.04 (0.77) 

DIS 1912A I 1.49** (12.52) 0.26 (l.65) 

Industry I 0.80** (21.64) -0.03 ( -0.60) 
I 

' i Investment - 0.95**(12.25) -0.21 * (-2.03) 

Note: The Table shows \he estimates of pm, and P', in the system R,, = 00 - o,pm, + o,P', + /r,Rm, + P',F,, + c,, 
(i=l, ... 6), containing the residual of the exchange rate vis-a-vis the United States orthogonal to the market, F,,. The 
system is estimated in nonlinear iterations by applying the ITSUR model procedure in SAS. A fairly large number 
of different starting valubs for the iterative process have been tried. In all cases, the iterative process gave rise to 
the estimates reported in \this table or'- for som~. starting values - the process did not converge. !-statistic are shown 
in parentheses.*(**) denotes significance atthe S (1) percent level. 

! />"' 

In Table 6, all m1rket beta estimates are significant.at the 1 percent level and the 

exchange rate be~a estimates are significant at the 5 percent level for Investment . 

and at a 10 percebt level for D/S 1912A 6• 

I 

\ 
6 Again, similar results are obtained using eighter DIS 1912 B, DIS Svendborg A or 

DIS Svendborg B iristead of DIS 1912 A. 
I , 
I 
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6 Concluding remarks 
This paper has investigated exchange rate exposure and the pricing of exchange 

rate risk for the nine largest firms in the shipping sector. Applying monthly data 

on the stock market index, the stock index for these firms alongside with data on 

the risk free interest rate and the exchange rate vis-a-vis the United States, the 

findings are that exchange rate exposure orthogonal to the market is positive and 

. significant for four ofthe firms under consideration. For these firms, a depreciation 

(appreciation) of the exchange rate vis-a-vis the United States is correlated with 

an increase (decrease) in excess returns. In this context it should be noted that 

these firms are involved in shipping and oil production and both freight rates and 

, oil prices are usually set in US-dollar, cf. Tolofari (1989) and the Annual Report 

(1998) from Dampskibsselskabet af 1912. If the firms face prices that are 

exogenously determined in US dollar on the world market, then the firms cannot 

: deliberately change their prices when the exchange rate fluctuates. Furthermore, 

if costs are relatively fixed in domestic currency, then exchange rate changes may 

have strong effects on the firm's profitability and thereby on excess returns. 

However, it has not been possible to obtain any specific information on income 

and costs in US dollar for these firms. 

Furthermore, to investigate the pricing of exchange rate risk for the sample 

of firms, two factors are applied, i.e. the market and innovations in the exchange 

rate orthogonal to the market. Estimating the model as a system of seemingly 

• unrelated regressions by applying the iterated nonlinear seemingly unrelated 

regression method, the findings are that the exchange rate price coefficient is not 

! significant when the :framework contains nin(lJi,rms within this sector. However, 

the exchange rate price coefficient is significant at the ten percent level, when the 

system contains the five sectors and one of the firms which are found to be 

significantly exposed to exchange rate movements. Again, this results is in contrast 
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to empirical findings for the stock market in the United States. In particular, Jori on 

(1991) finds that exchange rate risk is not priced in the United States, where 

investors do not seem to require compensation for the risk of exchange rate 

changes. For other large stock markets, such as Japan, the results are more mixed. 

Hamao (1988) and Brown and Otsuki (1990) find that exchange rate risk is not 

priced in Japan, whereas Choi, Hiraki and Takezawa (1998) more recently have 

provided evidence that exchange rate risk is priced on the Japanese stock market. 
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6 r 
TJ,' o-1 

lices for the individual firms 

· .. 

.g. 
/:j 

100.000.ll .. , 

50,000.00 

:1:·•~~~I~~ 
!!£!!:;-::-:: 

tvs Svendborg B 

600,000.00 

550.000.00 
500,000JlO 

450,000.00 
400,000.00 
350,000.00 

300,000.00 

250,000.00 

200,000.00 
150.000.00 

100,000.00 

I ~ i 
·:· ! ! ! ::: 

! ! ! 

Norden 

1,600.00 

1,400.00 

1,200.00 

1,000.00 

800.00 

600.0C· 

400.00 

200.00 

I ! ~ 
•;• :;; 

I ! ! ' ! ! ! 

D'S 1912 B 

450.000.00 

400.000.00 

350.000.00 

300,000.0() 

250,000.00 

200.000.00 

150,000JJO· 

100,000J)Q 

50,000.00 

b :.:: 
! ! i 

:;.'. t ! 
•;• •; 

! ! ! 

DFDS 

7,000.00 

6,000.00 

s,soo'.oo 
5,000.00 
4,500.00 

4,000.00 

3,500.00 
3.000.00 
2,500.00 

2,000.00 

l I i ' ~ ! i ! ! ! 

Progress B 

100.00 

90.00 
80.00 

70.00 

60.00 

SO.OD 

40.00 

30.00 

20.00 

10.00 

ODO 

i I i I i ! ¥ ! ~ 

! ! 

600.000.00 
550,000.00 

500,000.00 

450,000.00 

400,000.00 

350,000.00 

300.000.0Q 

2so.ooono 
200,000.00 
lSOJJOOJ'IO 
100.000.oq 

O'S Svendborg A 

'i' 't' ... • .......... 

Et~itttt 

Lauritzen 

2,400.00 

2,200.00 

2,000.00 

1,600.00 
1.400.0ci 
1,200.00 

400.00 

I ~ ~ •; •:• 

~ ! ! i ¥ 

Torm 

12,000.00 

10,000.00 

8,000.00 

6,000.00 

4,000.00 

2.000.00 

I ~ ! 
•; •;• 

¥ ! :;: ! ! ! 

•; 

! 

I 
Note: The data are from the Copenhagen Stock Exchange. For D/S l 912A, D/S 19128, D/S Svendborg A and D/S 

1

Svendborg B, stock prices are for a face value of 1.000. In May 1998, these companies issued 4 new shares for each 
:exi~ting share. Hence, to ensure comparability, stock prices for these companies have been multiplied by 5 in the 
penod from 1998:5 to 1999: 12. Stock prices are for a face value of l .Q.OOJor DFDS, of20 for Lauritzen, of 100 for 
DIS Norden, of 50 for Progress B and of 1.000 for D/S Torm. kP 
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Chapter 6 

Summary in Danish 

Afhandlingen be$tar af en introduktion og fire selvstrendige kapitler. Kapitleme 
I 

omhandler dels j forskellige aspekter af valutakurseksponering og dels 
I 

prisfastsrettelse !if valutakursrisiko, og alle de empiriske unders0gelser er 
I 

gennemfort pa d~nske da~a. 

Introdukti<imen, sorii er kapitel 1 i afhandlingen, indeholder en gennemgang 

og diskussion ai en rrekke vresentlige bidrag til den eksisterende litteratur pa 
I 

omradet idet del efterfolgende kapitlers placering i forhold til denne litteratur 
' I . 

samtidigt diskuteres. 
I I 

I kapitelj 2 inkorporeres regressionstilga~g~vinklen til valutakurs-

eksponering i e 
I 

regime-skift-I?,odel, og den sambdtge sammenhreng mellem 

aktiekurser og \lalutakurser uriaers0ges inden for rammeme af denne model. 

Modollcn idenHf cenrr to ,ogime,. I dot en, ,ogime, de, domine,o< i en koncre 

periode, er der ,ikke nogen signifikant sammenhreng mellem aktiekurser og 

valutakurser. I ~et andet regime, der dominerer i en lrengere periode, er 

s~mmenhrengen \ signifikant, idet en depreciering (appreciering) af den 

handelsvregtede ~alutakurs i dette regime er korreleret med en samtidig stigning 

(fald) i aktiekurden. 

I kapitel 3 unders0ges den dynamiske interaktion mellem aktiemarkedet, 

valutakurs og rente. Dette sker ved at benytte sakaldt innovation accounting i en 
I 

vektor autoregressiv model. Ved at anvende denne tilgangsvinkel unders0ges de 
I ' 

dynamiske effekiter pa aktiemarkedet, induceret afhenholdsvis rendringer i rente 
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og valutakurs. Resultateme viser, at en stigning i renten inducerer en appreciering 

af valutakursen, og at korrelationen lJ)ellem rente og valutakurs resulterer i et 

lrengerevarende fald i afkastet pa aktiemarkedet, approksimeret ved den 

procentvise, manedlige rendring i aktieindekset. En depreciering inducererikke en 

ensartet renterendring, men resulterer i en lrengerevarende stigning i afkastet pa 

aktiemarkedet. 

I kapitel 4 unders.0ges prisfastsrettelse afvalutakursrisiko pa sektomiveau. 

I den empiriske analyse anvendes to faktorer, nemlig markedsindekset og 

innovationer i valutakursen, og systemet estimeres som en itereret ikke-linerer 

: SUR model. I modsretning til relateret forskning for aktiemarkedet i USA viser de 
I 

empiriske resultater, at valutakiirsrisiko prisfastsrettes pa det danske aktiemarked. 

i Saledes er risikoprremien positiv og signifikant pa et ti procent niveau. I kapitel 

'5 unders0ges prisfastsrettelse afvalutakursrisiko pa firmaniveau, idet der i dette 

, kapitel fokuseres pa firmaer inden for shipping sektoren. Ligesom i kapitel 4 

I anvendes markedsindekset og innovationer i valutakursen som to faktorer, og 

lsystemet estimeres igen som en itereret ikke-linerer SUR model. Resultateme viser 
i 
:blandt andet, at for fire af de st.0rste virksomheder i denne sektor er en 

'ldepreciering ( appreciering) signifikant korreleret med en stigning (fald) i afkastet. 

IEndvidere viser resultateme, at risikoprremien er signifikant pa et ti procent 
1

niveau, nar prisfastsrettelse unders0ges i et system, der inkluderer de fem 0vrige 

sektorer fra kapitel 4 samt et af disse fire firmaer. 
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