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Abstract: This paper uses numerical techno-economic modelling to analyse the effect of current
national renewable targets and climate goals on the cost and structural composition of the Mexican
energy system. For this, we construct a scenario base analysis to compare current policies with two
alternative states of the world—one without climate policies and one attaining full decarbonization.
Furthermore, an additional iterative routine allows us to estimate the cost-optimal share of renewable
technologies in the energy sector and the effect that deviating from this share has on total discounted
system costs, emissions and the structure of the energy mix. In general, model results exhibit
three key insights—(1) A marked dependence of the energy system on photovoltaics and natural
gas; (2) The 2050 cost-optimal share of renewables for the production of electricity, transportation
and industrial heating is respectively 75%, 90% and 5%; and (3) As national renewable targets
for the power sector are lower than the cost-optimal share of renewables, equivalent to the shares
in an scenario without climate policies and completely disconnected from national climate goals,
these should be modified.

Keywords: renewable transition; numeric modelling; Mexico; climate policies; energy transition;
energy policy; GENeSYS-MOD

1. Introduction

Examining the cost and structure of energy systems under different decarbonization policies
is an essential scientific exercise to understand the consequences of current renewable targets and
climate goals on future energy outcomes. Policies seeking to decarbonize the energy sector are a
response to the adverse effects of human emissions of environmental contaminants and greenhouse
gases (GHGs) imposed on the planet, society and individuals, such as climate change [1–3], loss of
biodiversity [4,5], adverse health outcomes [6–8] and productivity shocks to labour supply [9–12].
The National Aeronautics and Space Administration (NASA) states that climate change is likely to
continue throughout this century, with changes in harvesting seasonality, variation in precipitation
rates, an increasing number of droughts, stronger heatwaves, bigger hurricanes and higher water
levels [2].
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In the first United Nations Framework Convention on Climate Change (UNFCCC), the majority
of national governments acknowledged the substantial evidence in favour of human-made climate
change and, at the first conference of the parties (COP1), the Kyoto protocol was signed [13]. The Kyoto
protocol was the first collective agreement to recommend a decrease in GHG emissions and, since
then, serves as the cornerstone for all intergovernmental negotiations regarding climate change and
mitigation of anthropogenic emissions. In 2015, during the 21st conference of the parties of the
UNFCCC (COP21), 195 national governments, including Mexico, signed the Paris Agreement, a
collective arrangement to hold global warming below two degrees Celsius. However, even though
there is a common understanding to reduce anthropogenic emissions, each nation is independently
developing its own mitigation strategies. Among these strategies are the introduction of national
renewable targets for increasing the percentage of renewables in the energy sector and climate goals
for decreasing national anthropogenic emissions. In Mexico, there is a general climate objective that
goes hand in hand with the Paris Agreement. The law sets the aspirational goal to reduce emissions
by 50% in 2050 (base year 2000). Furthermore, the country also has renewable targets aiming to
generate 50% of its power through renewable production in 2050. This study aims to analyze not just
the effect of current renewable targets and climate goals in the Mexican energy sector but also how
these policy instruments deviate from two alternative scenarios: one without climate policies and
another with full decarbonization. For this, we optimize the energy sector using the Global Energy
System Model (GENeSYS-MOD), a bottom-up techno-economic model developed by Löffler et al. [14].
Techno-economic energy system models, like GENeSYS-MOD, can assist policymakers by providing
unbiased assessments on the effects of different policies on future energy outcomes. Specifically, these
models allow modelers to infer the consequences of different climate policies in the cost, structure
and composition of the energy mix. Although the name of the model suggests a global approach, the
application to specific regional energy sectors is possible. In this case, we apply the model to Mexico,
using a regional extension of the global data set and warn the reader about the potentially misleading
nature of the name.

The primary objective of this optimization study is to answer four questions: first, how do
costs and power mixes change in response to variations in energy and climate policies? Specifically,
what are the effects of current renewable targets and climate goals vis-a-vis a scenario without the
implementation of climate policies and another attaining full decarbonization. Second, what is the 2050
cost-optimal share of renewables in the Mexican energy mix for the power, heating and transportation
sectors? Third, what is the marginal cost increase in each sector resulting from deviating from
cost-optimal renewable targets? And fourth, are the climate goals and renewable targets aligned
and how much do these deviate from the full decarbonization and policy free scenarios? To answer
these questions we use four different scenarios —BAU, National Targets, Climate Goals and 100
percent Renewables—plus a iterative optimization routine of the Mexican energy system. We answer
the first question by comparing all four scenarios, allowing us to contrast current public policies
for the introduction of renewables or the reduction of emissions with the two additional scenarios
(BAU, and 100 percent Renewables). To answer the second and third questions, we use an iterative
optimization routine consisting of 20 different scenarios under increasing and binding renewable
targets. In each optimization, the share of renewables in the system increases from 0% to 100% in
5% intervals. After each optimization, we calculate total discounted system costs and, with this
information, determine the cost-optimal share of renewables in the energy system and the marginal
cost of deviating from this optimal share. Finally, to answer the last question, we compare the effect of
current National Targets and Climate Goals between them and with BAU in order to infer the alignment
between both goals and their specific effect in the system. This article is, to the best of our knowledge,
the first techno-economic model looking at the optimal cost-share of renewable technologies and the
associated costs of deviating from this optimal in the transportation, heating and power sectors while
accounting for sector coupling.
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The following list presents a detailed explanation of the four main scenarios and the
iterative routine:

• BAU: the model has no requirements regarding renewable targets or climate goals.
• National Targets: the model has to comply with current renewable targets in the power sector:

25% by 2018, 35% by 2024 and 50% by 2050 (Mexico defines these targets for clean energies
(including nuclear as well as carbon capture and storage facilities). However, to stay in line with
international comparisons, this paper defines clean energies as only those related to traditional
renewable technologies.) [15]. Additionally, Renewable targets are only set for the power sector
and all Mexican states should jointly achieve them. This cooperation means that renewable-rich
regions can export their renewably produced surplus to other parts of Mexico.

• Climate Goals: the model has to comply with current climate goals for the reduction of GHG
emissions: 30% by 2020 and 50% by 2050 [16]. The climate objectives are defined on the national
level across all sectors and regions of the economy. The model minimizes costs across all sectors
with the underlying goal of achieving the necessary reductions in greenhouse gas emissions.

• 100 percent Renewables: the model has to reach full decarbonization of the energy system by 2050.
• Iterative routine: The model runs 20 different optimization routines by assuming 20 different

renewable shares. The share of renewables in the system starts at 0% and linearly increases in
5% intervals until it reaches 100%. At each iteration, the model is required to comply with the
renewable share without exceeding it.

Analyzing the Mexican energy system is interesting for several reasons. First, Mexico is one of the
largest greenhouse gas emitters (13th) [17], oil producers (11th), electricity producers (13th), electricity
consumers (15th), natural gas consumers (9th) and oil consumers (10th) in the world [18]. Second,
the country has a high potential for the deployment of renewable technologies, like solar and wind,
with respective potential capacities of 1172 and 583 gigawatts [19]. Third, the geographical location of
the country opens the possibility of further integrating its electricity system with the United States and
Canada, forming an integrated North American energy market, which would be one of the largest in
the world.

Currently, the Mexican energy mix is heavily reliant on fossil fuels. Figure 1 (left) plots the input
share of each energy carrier in the mix. As can be seen, the system heavily relies on oil to satisfy its
energy demands. Regarding the sectoral composition of the energy system, Figure 1 (right) illustrates
that the transportation sector is responsible for the highest share of demand for energy in the country.

Figure 1. Percent Share of Final Energy Demand for Sources and Sectors.

Figure 2 plots the fuel and technology mix of the demand for energy in each sector. Industrial
heating heavily relies on natural gas, transportation on oil and the generation of electricity on
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thermometric, carboelectric and hydroelectric power plants. Specifically, natural gas has increased its
share in the energy mix because of steady increments in the national demand for electric power and
drops in the price of natural gas due to fracking activities in the United States (see Wang et al. [20])
that push oil away from the energy demand in the power and heating sectors. In 2002, natural gas was
responsible for 37% of national capacity and 46% of electricity generation. By 2015 these shares had
grown to 49% and 53% respectively. In general, 81% of all required new capacity between 2002 and
2015 came from natural gas power plants.

Figure 2. Fuel and Technology Composition of the Heating, Power and Transport Sectors.

In 2015, the country consumed 288,232 GWh of electric power. It reached minimum demand on 1
January, at 18,341 MWh/h and maximum on 14 August, at 39,840 MWh/h. Higher demand for electric
power comes in the summer months and afternoons due to the use of air conditioning and cooling
technologies. This peak demand coincides with periods of high solar radiation when photovoltaic
facilities can produce more power but is counter-cyclical to the production of wind and hydroelectric
technologies. Figure 3 plots the intraday behaviour (load curve) of the national electric system for an
average winter and summer day.

Figure 3. Load profile of the Mexican electric system.

The industrial heating sector (the heating sector consists of residential and industrial heating.
However, due to its geographical location, Mexico has no relevant demand for house heating) has
no available public information on its energy demand. However, data on total energy and electricity
demand at the industry level is publicly available [21]. Using this information, under the assumption
that industrial demand for energy comprises electricity and heating and then combining it with
the gross domestic product estimates of each industry at the state level [22], allows us to create
an approximated value for the demand for heat in each control region. Imputed values show an
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aggregated heating demand in 2015 of 1060 Petajoules (PJ). The industries contributing most to this
share are steel, cement and chemical at 18%, 12% and 13%, respectively.

The national center for energy control (CENACE) divides the country into nine different regions.
The model uses these regions to optimize the Mexican energy system. However, the regions of the
model are slightly different than the regions of CENACE as the datasets with energy information come
at the state level and the regions of CENACE are defined at the municipality level. Figure 4 maps each
region into the map of Mexico and plots their respective installed capacity (for more information about
the regional disaggregation, see Appendix A).

Figure 4. Modelled regions and Installed Capacity per Region.

The rest of this article is structured as follows: Section 2 describes the data sources. Section 3
provides a historical review of numerical models in energy markets, explains the structure and
characteristics of GENeSYS-MOD and outlines some related literature. Section 4 presents the results of
the model and Section 5 concludes, summarizing the main findings.

2. Data

Numerical models of energy systems require large quantities of information on the electric,
transportation and heating sectors to provide accurate estimates on the behaviour of the whole energy
sector. For the Mexican power sector, capacity and generation data come from the Energy Information
System of the energy ministry [21] and the North American Cooperation on Energy Information
System [23]. Data on the potential for renewable sources is taken from the National Atlas for the
Assessment of Areas with High Renewable Potential [19] and the National Inventory of Clean Energies
of the Energy Ministry [24]. Load profiles per state, nodal structure and transmission capacities
come from citizen requests to the National Center for Energy Control. Finally, planned mid-term
improvements to the transmission grid originate from the National Electric System Development
Program 2017 [25].

Transportation data on the number of cars, buses, trains, passengers and cargo, as well as the
length of highways, railways and motorways and total energy consumption was obtained from the
Ministry of Transportation and Communications statistics portal [26].

For industrial heating, unfortunately, there is no publicly available data on the exact demand in
each region. However, we impute the regional demand with the following method. We assume
that national consumed energy by the industrial sector (δst) is the sum of electricity (φst ) and
heat consumption (γst): δst = φst + γst. (The data on energy and electricity consumption may
disregard production or transportation losses. Unfortunately, there is no available information on the
accountability process with which the government reached these figures. To determine the demand of
industrial heat in each state we thus assume the following. All three: total consumed energy, power
and heat are subject to a losses of the form δst − δ̂st = (φst − φ̂st) + (γst − γ̂st), where the hat above the
variable indicates the aggregate of transmission, production and efficiency losses. By a simple exercise,
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we can see that δst = φst + γst − (φ̂st + γ̂st − δ̂st) which can be simplified to δst = φst + γst + εst.
The main assumption of this estimation is that εst ∼ 0 or equivalently φ̂st + γ̂st = δ̂st.) The national
system of energy information provides national data on the first two elements: industrial consumed
energy and electricity. This information allows us to determine the national demand for industrial heat.
Once we obtain the national demand for industrial heat, we use additional segregated national data
on national energy and power demand per industry to determine the share of the national heating
demand that accrues to each industrial sector. Then we use data from the 2015 economic census of the
national institute of geography and statistics (INEGI) to calculate the share of each industry in each
state and, thus, the demand for heat that accrues to each state. For example, if the national heating
demand of the cement industry is 6.816 PJ and if 50% of the national gross domestic product of the
cement industry belongs to a specific state, this state will also have 50% of the total demand (3.408 PJ).
Concerning additional inputs, Table 1 summarizes the main sources and assumptions. Fore additional
input data, please refer to Appendix B.

Table 1. Key sources for demand and technology data.

Variable Source

Energy and power demand PRODESEN [25]
Demand for energy in transport SCT [26]

Demand for energy in high temperature heating Own calculations based on data from SENER [21]

Forecast for energy demand PRODESEN [25] and linear growth based on
GDP and population forecasts.

Power plant capacities in 2015 Global Power Plant Database and PRODESEN [25]
Capacity factors of RES renewables.ninja, see Pfenninger and Staffell [27]

Potential of RES

Solar: own assessment based on capacity factors,
available, usable, area and conversion efficiencies.

Hydropower and Wind: SENER [19]
Geothermal: Gerardo Hiriart Le Bert [28]

Fuel prices SENER [21] and International Energy Agency [29]

Remaining technology data
Carlsson et al. [30], Basis [31],

Gerbaulet and Lorenz [32], Ram et al. [33]
and Burandt et al. [34]

Notes: The following table summarises the main data sources of the model. Acronyms: PRODESEN: National Program
for the development of the electric system—SCT: Ministry of Transport and Communications—GDP: Gross domestic
product—SENER: Energy Ministry.

3. Model

Numerical models of energy systems use a system of equations to simulate the consequences
that exogenous shocks and different states of the world have on the overall structure of the energy
sector. The necessity for this kind of model originated in the acute effects experienced by oil-dependent
industrialized countries during the 1970s oil crisis. The oil crisis increased the necessity to simulate
the behaviour and reliability of energy markets under exogenous supply and demand shocks [35].
After the development of these oil models, there was a steady change in scope to incorporate climate
change, pollution and other relevant externalities from the energy sector. Traditionally, these new
energy models analyze the interdependencies and optimal shares between the three main sources
of primary energy: fossil fuels, nuclear and renewables. However, recent debates regarding the
possibility of fully decarbonized energy systems (Clack et al. [36], Jacobson et al. [37], Hansen et al. [38],
Geels et al. [39]) and the availability of low-cost storage technologies shifted interest to the analysis of
decarbonization paths and the future development of green energy operations.

Overall, numerical models can be broadly divided into techno-economic and macroeconomic
models [35]. Techno-economic models permit separating the energy system into different technologies,
processes and interdependencies across energy carriers. This ability to divide the energy system
into smaller technology blocks allows the model to internalize the impact of specific policies in
each subdivision and to play with the relationships between sectors, technologies and regions.

https://github.com/wri/global-power-plant-database
https://www.renewables.ninja/
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Macroeconomic models, on the other hand, account for the economic determinants behind energy
systems. They experience a trade-off between technical detail and economic insights while attempting
to capture links between the energy sector, the economy and society. The separation between
techno-economic and macroeconomic models resulted in the need to develop a new set of models
that internalize the advantage of both approaches. For example, computable general equilibrium
(CGE) models simulate energy systems up to a certain level of technical detail within a particular
market structure. Prominent examples of CGE models are the MIT-EPPA model used to simulate
the world economy and the GEM-E3 model used by the European Commission [40]. Concerning
other prominent techno-economic models. One well known model is the MARKAL model, developed
by the International Energy Agency [41]. While MARKAL belongs to the group of optimization
models, recent modules try to bridge the gap between the techno-economic and macroeconomic
models [42], one of them being TIMES (The Integrated MARKAL-EFOM System). TIMES combines a
technical engineering with an economic approach, thus merging the characteristics of both [43]. Further,
recent techno-economic models try to incorporate aspects of system dynamics into energy system
models, for example, POLES [35,44]. System Dynamics models are used to analyze the behaviour of
different actors and, thus, are able to provide new insights to energy system modelling.

GENeSYS-MOD is based on the Open-Source Energy Modelling System (OSeMOSYS) framework,
developed by the Royal Institute of Technology in Stockholm, Sweden [45]. OSeMOSYS was used
by Moura et al. [46] in a game-theoretical framework to understand the bargaining power of South
American countries concerning energy policies, by Rogan et al. [47] to analyze the impact of different
energy efficiency measures in the Irish energy market and by Lyseng et al. [48] to model the Alberta,
Canada, energy system and to study the ability of the region to comply with the 2 degrees commitment
of the COP 21. Löffler et al. [14] extended OSeMOSYS to GENeSYS-MOD by including new
functionalities, such as a modal split for transportation, an improved trade system and an enhanced
focus on environmental budgets. Lawrenz et al. [49] further enhanced GENeSYS-MOD in their case
study on transition pathways of the Indian energy system, while Burandt et al. [34] introduced the
second model version, with improvements to storages, time slices and performance optimization (for a
detailed description of GENeSYS-MOD and its blocks of functionality, see Appendix C).

Specifically, GENeSYS-MOD is different from CGE models because of its capacity to split the
energy market into different sectors, technologies and processes; from traditional electricity market
models because of its capacity to endogenously optimize the power, transportation and heating
sectors, while accounting for sector coupling (Sector coupling refers to the interdependency and
substitutability of energy carriers across sectors, for example, electric vehicles and electrolysis.); and
from macroeconomic models because of its high level of technical detail. Overall, GENeSYS-MOD is
similar to the TIMES model regarding its modular structure and general modelling paradigm. The key
advantage of GENeSYS-MOD is the open-source approach of code and data and that the model is freely
available. The capacity of GENeSYS-MOD to subdivide the energy system into sectors, technologies
and regions; its ability to account for sector coupling; and its high degree of technological features
are necessary characteristics of a model attempting to understand the consequences of exogenous
variations in energy and climate policies on each supply option, energy sector and modeled region.
Overall, numerical models allow analyzing a great variety of problems across several sectors and
sciences. Techno-economic models have shown the ability to analyze costs and effects of a transition
toward low-carbon technologies in national energy and power mixes. The power sector is the one sector
that historically and recently, has received the most attention. With European [50,51], American [52] and
global models [14,53] analyzing different transition pathways and their effect on the aggregated cost of
the system. Additionally, the scope of these models have expanded to other regions, like China [54] and
India [49,55], as well as to other sectors of the energy system in multi-sectoral models [33]. The latter is
of high importance, as most previous studies only target the power sector, omitting significant effects
due to sector-coupling. Still, a detailed analysis of the Mexican energy system using an integrated,
multi-sectoral, approach is missing.
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GENeSYS-MOD optimizes the energy system by using a system of linear equations as constraints
and inputs to minimize the aggregated cost of the energy system, while securing the supply of energy
in a specific region. Equations (1) and (2) show the objective function, as well as the decomposition of
technology costs in the model. Equation (1) minimizes the total discounted costs of the energy system
(z). Furthermore, Equation (2) defines the costs of each technology as the discounted sum of operating
costs, capital investment, emission penalties and salvage values. These equations serve as the core
of the model, with additional constraints (see Appendix C) determining the proper functionality of
elements, such as energy balances, emission limits or renewable integration.

Min z = ∑
y,r

(
∑

t

(
TotalDiscountedCostByTechnology(y,t,r)

)
+ ∑

s

(
TotalDiscountedStorageCost(y,s,r)

)
+DiscountedAnnualTotalTradeCosts(y,r) + ∑

f ,rr

(
DiscountedNewTradeCapacityCosts(y, f ,r,rr)

) (1)

TotalDiscountedCostByTechnology(y,t,r) =

DiscountedOperatingCost(y,t,r) + DiscountedCapital Investment(y,t,r)

+ DiscountedTechnologyEmissionsPenalty(y,t,r) − DiscountedSalvageValue(y,t,r) ∀y, t, r (2)

Figure 5 portrays a stylized version of the general structure of the model. From left to right,
we have power generation technologies. These technologies provide electricity to the grid and extract
resources from raw energy carriers that also provide energy for industrial and residential heating.
The electricity provided to the power grid can be used to satisfy power demand in the region, regional
power trade, electric engines, batteries and generation of gas or heat through power-to-heat and
power-to-gas technologies. Other critical energy carriers are waste and biomass, which can be used for
biofuels or direct use for heat. Finally, the transportation sector is divided into passenger and freight
transport with respective technology options. The model then uses the range of technology options to
fulfil the (exogenously) defined demands for electricity, heat and transportation, while staying true to
constraints, such as renewable targets or emission reduction goals. To achieve this, the model optimizes
the construction of new capacities of generation facilities, sector-coupling options, and energy storage.
(Since the model can choose freely how to fulfil the final demands, it can use technologies that link the
different sectors, usually by electrification. This means that heat or transportation can be provided by
electric options, thus coupling the traditionally segregated sectors). As a result, the cost-optimal pathway
toward the achievement of these long-term scenarios is obtained for all sectors. For more information
on the technical side of the model, please refer to Appendix C, Löffler et al. [14], Howells et al. [45]
and Burandt et al. [34].

As a techno-economic numerical model, GENeSYS-MOD is subject to the relevant limitations of
these kind of models. It requires exogenous inputs on forecasted demands, costs and technological
paths. Regarding the demand for transportation, power and heating, these come from third-party
sources, such as the national program for the development of the energy system (PRODESEN) or
are imputed with the use of GDP and population estimates. Furthermore, because of the integrated
modelling approach for the entire period between 2015 and 2050, it is only possible to include a given
number of time slices per year, sixteen-time slices, including four different seasons (spring, summer,
autumn, winter) and four intraday cuts (morning, peak, evening, night). These time slices intend to
account for peak demand periods in summer and afternoons. Welsch et al. [56] compare an enhanced
OSeMOSYS implementation with 16 time slices to a full hourly dispatch model and find the differences
to be relatively small (roughly 5% deviation). However, it is true that more granular time windows
would be optimal, given the difficulties to push the system toward a full decarbonization path. Linking
the more broadly-based energy system development done in this paper to more detailed electricity
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sector models might be a good point for further research. Further, assessing the cost-optimal transition
on a smaller regional level (e.g., municipalities) can lead to additional insight into the development
of the Mexican energy system. This also holds true for the assessment of optimal renewable shares,
where a regional approach (instead of a sectoral approach) might provide further insights, especially
since policies are often determined at a regional level (e.g., using decision making processes, instead of
pure optimization) [57–59]. Finally, capital, variable and O&M costs come from exogenous sources
and, therefore, influence the model results.

Figure 5. Stylized graph of the stucture of the Global Energy System Model (GENeSYS-MOD).

For this exercise, the model looks at the Mexican energy system by dividing it into three sectors
(power, (low-and high-temperature) heat and (passenger and freight) transportation), 9 regions (BCN,
BCS, North, Northeast, Northwest, West, Central, East and Peninsula), a multitude of generation
technologies (e.g., utility PV, onshore wind, hydropower, biomass, gas (biogas), geothermal, nuclear,
oil, gas (natural gas), hard coal, ...) and 16 time-slices. The modeled period runs from 2015 to 2050,
computed in 5-year steps, with 2015 serving as the baseline (calibrated based on the data outlined in
Section 2).

4. Results

Before addressing the results of each scenario run, it is essential to point out that there were no
noteworthy differences between BAU and National Targets, as shown in Figure 6. The objectives
of renewables penetration in the power sector of National Targets are attained even without the
intervention of climate policies. This outcome means that current national targets in the power sector
are insufficient and do not shape the behaviour of the market. Because the results from both scenarios
are so similar, the remaining section presents them as a unified scenario: BAU/National Targets. To
verify the proper workings of the model, a model validation has been conducted and can be found in
Appendix D.
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Figure 6. Electricity generation per year for all four scenarios.

4.1. Electricity Sector

The electricity sector sees a significant increase in generation from of renewable technologies.
This general trend is independent of the scenario (see Figures 6 and 7). However, the Climate Goals
and 100 percent Renewables scenarios result in overall higher renewable shares. Solar power reveals
itself as the dominant technology in all scenarios. Even in the BAU/National Targets scenario, it
reaches 52.3% of electricity generation, while for 100 percent Renewables, it provides as much as 75.4%
by 2050. Electricity generation due to sector-coupling drastically reacts to more ambitious climate
targets, with the 100 percent Renewables scenario clearly surpassing BAU/National Targets, as well as
Climate Goals (see Figures 6 and 7). In the BAU/National Targets scenario, generation from natural
gas increases in the early years of the modelling horizon, peaking in 2030 and then remaining steady
with just a small decline toward the end of the modeled period. For the other two scenarios, it peaks in
2025, after which generation from gas-fueled technologies immediately starts to decline. In 100 percent
Renewables, the production from natural gas facilities almost disappears by 2040.

Figure 7. Electricity generation from nat. gas, solar photovoltaic (PV) and onshore wind energy
per scenario.
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Each regional power mix heavily depends on its environmental endowments and demand
structure. Figure 8 exhibits the regional development of electricity generation for each scenario.
While the system is strongly reliant on natural gas across all scenarios for the year 2030, renewable
generation also starts ramping up. Solar technologies are ubiquitous to Mexico and appear with
varying intensities across all regions. Hydroelectric power generation remains relatively constant
(in absolute terms), although its share diminishes due to the general increase in electricity generation.
By 2050, all scenarios show large amounts of solar PV, especially in the Northern regions. Especially in
the 100 percent Renewables scenario, the North region supplies large amounts of solar-based electricity
to the surrounding regions. Finally, biofuels only appear competitive in the electricity sector for the
Central region in the scenarios Climate Goals and, to a lesser extent, in 100 percent Renewables. This
is due to the region’s small size and comparatively small endowments of RES potentials, yet high
energy demands.

Figure 8. Regional generation of electricity in the years 2030 and 2050 per scenario.

Table 2 presents the installed capacity for natural gas, onshore wind, solar PV and storage
technologies across years and scenarios. Intense solar radiation across the nation drives the steady
increase in solar PV deployment, with 2050 values ranging from 320.73 GW (BAU/National Targets)
to 842.89 GW (100 percent Renewables). Wind also experiences a steady expansion of generation
capacities (especially in the East region) but to a much smaller degree than solar. Onshore wind
capacities increase from 3.4 GW in 2015 to 56.9 GW in BAU/National Targets, 67.8 GW in Climate Goals
and 121.5 GW in 100 percent Renewables by 2050. Strong sector-coupling effects between the electricity
and other sectors (see Section 4.2 for more cross-sectoral information) drive the exponential growth
behind wind and solar power in the 100 percent Renewables and Climate Goals scenarios. Furthermore,
going hand-in-hand with generation from intermittent renewables, the need for electricity storage also
increases. While BAU/National Targets utilizes about 110.1 GW of electric storage options, (electricity
storage in GENeSYS-MOD v2.0 include Lithium-Ion Batteries, Redox-Flow Batteries, Pumped Hydro
Storages and Compressed Air Electric Storages) the 100 percent Renewables scenario requires about
366.7 GW. This difference in storage capacities implies that the storage requirements of 100 percent
Renewables are more than three times higher than in BAU/National Targets.
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Table 2. Installed capacities for major electricity-generating and storage technologies across scenarios
in GW.

2020 2030 2040 2050

Gas
BAU / National Targets 33.20 36.54 36.22 46.19

Climate Goals 32.87 32.87 34.02 40.44
Green Future 32.97 32.84 28.18 26.89

Wind [Onshore]
BAU / National Targets 8.75 21.24 39.26 56.86

Climate Goals 8.75 21.27 39.34 67.77
Green Future 8.76 28.26 76.05 121.45

Solar
BAU / National Targets 11.88 56.63 164.81 320.73

Climate Goals 13.05 78.63 209.22 430.19
Green Future 21.60 129.81 372.08 842.89

Storages [Electricity]
BAU / National Targets 5.53 18.70 48.18 110.07

Climate Goals 5.09 25.74 71.42 173.97
Green Future 6.68 153.99 309.85 366.74

4.2. Energy System Development

Looking at the entire energy system, RES play a vastly different role for each scenario (see Figure 9).
While the most ambitious 100 percent Renewables scenario sets the target of 100% renewables use
in 2050 (and thus is required to achieve it), the more conservative BAU/National Targets does not
enforce climate targets and, thus, remains significantly fueled by conventional energy sources, namely
natural gas and oil, even as late as 2050. The Climate Goals scenario takes the middle ground,
with about 50% RES-based energy generation by 2050. The total final energy generation only shifts
marginally between the scenarios but with Climate Goals and 100 percent Renewables consistently
lower than BAU/National Targets. This is due to efficiency gains made possible by sector-coupling,
with electrification options being used far more extensively.

Figure 9. Final energy mix across all sectors per scenario in Exajoule (EJ).

4.2.1. Sectoral Analysis

Figure 10 plots the sectoral share of RES across scenarios. The figure also portrays
(sector-coupling) electricity usage in the sectors mobility (aggregating passenger and freight transport)
and industrial heating.
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Figure 10. Share of Renewable Energy Sources per sector and scenario.

For the power sector, the entrance of solar and wind technologies to the power matrix replaces
natural gas across scenarios. The only difference between them is the steepness of the decarbonization
path. The electricity sector of 100 percent Renewables is fully decarbonized by 2045, while Climate
Goals still has a marginal share of natural gas facilities in 2050 and under the BAU/National Targets,
natural gas production remains at almost 30%. After the power sector, the transportation sector is the
next to decarbonize. The sector remains oil-powered in the BAU/National Targets scenario, although
a significant share of electricity and RES appears after 2025. For Climate Goals, the transportation
sector is about 80% decarbonized by 2050, mostly with the use of electric vehicles and biofuels.
100 percent Renewables achieves 100% renewables in the transportation sector with a higher share of
electric-powered vehicles. On the other hand, a particular issue in the path toward full decarbonization
is high-temperature heating. In high-temperature heating, both BAU/National Targets and Climate
Goals show almost no decarbonization, only 100 percent Renewables enforces a renewable target
that obliges the total decarbonization of industrial heating. When the model decarbonizes industrial
heating, it opts for a mixture of electricity, hydrogen and biomass (mostly in the form of biogas). The
reason behind difficulties in the decarbonization of industrial heating is the sharp cost difference
between low-carbon and (regular) carbon-intensive processes in the sector.

In general, a strong trend of sector-coupling can be seen when climate goals are prioritized.
This holds mostly true for the mobility sector, where even the BAU/National Targets scenario achieves
about 30% electricity share, reaching almost 90% in the 100 percent Renewables scenario. This
behaviour also explains the heavy increase in electricity generation across scenarios, as observed in
Section 4.1.

4.2.2. Costs

In this section, we analyze the effect of the iterative routine. This routine consists of optimizing
the power, transportation and industrial heating sectors under 20 different and binding shares of
renewables. The binding shares start at 0% and grow in 5% intervals until reaching full decarbonization.
Figure 11 presents the sectoral percentage change in total-discounted-system-costs between a fully
decarbonized system and a partially decarbonized one. This graph does not portray any specific
scenario assumption but instead takes the technology learning curves and forces the model to use a
fixed percentage of renewables in each respective sector(s). Electricity used in the heat or transportation
sectors is being distributed to renewable/non-renewable energy via the annual share of RES in the
power mix (e.g., RES produced 70% of electricity in 2035, then 70% of electricity in transport would
count as renewable and 30% as non-renewable). In the figure, values above zero represent higher total
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costs than the 100 percent Renewables scenario, while values below zero mean that this level of RES
integration would be more cost-competitive than 100 percent Renewables. Naturally, the minimum
of the curves represents the cost-optimum share in each of the sectors. To the best of our knowledge,
this is the first time a techno-economic optimization model looks at cost variations of the entire energy
system across different shares of renewables while accounting for sector coupling.

Figure 11. Relative cost difference of different levels of renewable integration (Baseline: 100% RES).

For the power sector and the energy system as a whole, the model portrays two U-shape convex
curves. Industrial heating resembles a curve of positive slope, with the percentage increase in total
system costs steadily increasing with the share of renewables. On the other hand, the transportation
sector display the opposite behaviour, with a negative slope indicating that sector costs decrease
with renewable integration. Two insights come from this figure. First, the energy-system cost-curve
reaches its cost-optimal share at 75%. High-temperature heat reaches it at 5%, power at 75% and
transportation at 90%. Another result is the low-cost difference between the cost-optimal point of 75%
RES in the electricity sector and its marginal cost of increasing its share of renewables. Between 75%
and 100%, the cost difference is merely 1.28%. For the entire energy system, this difference increases
to 6.09% of total system costs due to the high costs of decarbonizing industrial heating. It is worth
mentioning that uncertain technology learning curves, fossil fuel prices or energy demands drive these
results. However, these results provide an estimate of the cost difference between different penetration
scenarios of renewable sources in the energy sector.

A sensitivity exercise, introducing an exogenous CO2 price, representing an internalization of
adverse external effects of carbon dioxide emissions [60], is shown on the right-hand side of Figure 11.
The introduction of such an environmental carbon tax (of 180e/tCO2 in 2015) shifts results quite
significantly, although the overall picture remains the same. Industrial heat still sees a low share of
RES in its cost-optimal version, while the electricity sector moves up to 95%, pushing the cost-optimal
share of RES in the energy system to 85%. In addition, the steepness of the curves is shifted, with a
vastly higher increase in total system costs for low amounts of renewables. This exercise demonstrates
that a CO2 tax that internalizes these negative environmental effects can have a significant effect on the
outcome of such cost-driven studies and move the cost-optimality even further in favour of RES.

4.2.3. Emissions

Figure 12 plots the relative annual emissions for each of the three scenarios compared to 2015.
While the Climate Goals scenario reduces its emissions by 36%, the BAU/National Targets scenarios
remain rather constant in their emissions and result in a net increase of about 4% in 2050. What is
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important to keep in mind, however, is that this 4% increase in emissions in BAU/National Targets goes
against a major increase in energy demand across all sectors that comes along with the expected growth
of population and wealth. Finally, 100 percent Renewables reaches its target of 100% decarbonization
in 2050.

Figure 12. Annual CO2 emissions per scenario (relative to 2015).

Summing up the yearly emissions, 100 percent Renewables, with its 100% renewable target in
2050, reaches total emissions of about 7.16 Gt CO2, while Climate Goals emits about 9.63 Gt CO2

and BAU/National Targets just above 12.0 Gt CO2, thus more than 60% more than the 100 percent
Renewables scenario.

5. Conclusions

In this article, we use the Global Energy System Model (GENeSYS-MOD) to optimize pathways
for the Mexican energy system under different energy and climate policies. GENeSYS-MOD is a
techno-economic cost-minimizing energy model that differentiates from traditional bottom-up models
by the integration of traditionally segregated energy sectors (power, transport and heat). The goal
of the study is to analyze the consequences of current renewable targets and climate goals in the
future cost composition and structure of the energy sector, to do this we use four different scenarios:
BAU, National Targets, Climate Goals and 100 percent Renewables. BAU optimizes the energy system
without any constraints regarding renewable targets or climate goals. National Targets forces the
model to attain current renewable targets. Climate Goals does the analogous with Mexico’s climate
goals, and, finally, 100 percent Renewables forces the optimization routine to decarbonize the energy
system by 2050. Additionally, we also run an iterative optimization routine by increasing the share
of renewables in each sector between 0% and 100% in 5% steps. In each iteration, the model attains,
without exceeding, the imposed share of renewable sources. Our modelling approach allows us to
investigate the cost consequences and changes in energy mix of national renewable targets and climate
goals between the scenarios. Moreover, comparing BAU with Climate Goals and National Targets
permits us to infer the suitability of these policies by understanding how much they deviate from the
two extreme scenarios (BAU and 100 percent Renewables). Finally, the optimization routine allows
us to determine the cost-optimal share of renewables in the energy system and the marginal cost of
deviating from this optimal share. To the best of our knowledge, this paper is the first optimization
approach analyzing how the total discounted costs of the energy system vary under different sectoral
renewable targets. Additional contributions relate to the analysis of the Mexican energy sector while
accounting for sector coupling and the insights gained from the comparison of various scenarios.

Results from the study show that Mexican renewable targets are insufficient and sub-optimal:
the model shows that the optimal share of renewables for the generation of electricity is 80%, that is,
30% higher than current commitments in the national strategy for the promotion of clean fuels and
technologies [15]. Even more, the share of renewables in the power mix between BAU and National
Targets is very similar. This indicates that current renewable targets do not even deviate from a scenario
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without climate policies, meaning that there is a misalignment between climate goals and renewable
targets. In principle, both policies should aim for the same goal. For example, if the power sector
renewable target of 50% is significantly lower than the penetration of renewables under the fulfillment
of climate goals, it is redundant and inefficient to implement both policies. At the minimum, renewable
targets should mimic the sectoral decarbonization paths of climate goals. Regarding the energy mix,
natural gas and photovoltaics shape the future of the Mexican energy system, across all regions, except
for the wind-rich East region, strongly relying on onshore wind turbnies for the generation of electric
power. In the intermediate term, however, an ongoing dependence on natural gas can be observed
across all scenarios. When aiming for full decarbonization (100 percent Renewables), the energy mix
relies on solar, wind and biomass to satisfy the energy needs of the country, using the grid, as well as
energy storages, as load balancing options.

Concerning sectoral decarbonization paths, it is evident that the power, transport and heating
sectors present different patterns. For electric power, the cost competitiveness of photovoltaics and
wind turbines push the sector toward decarbonization across all scenarios and regions. Moreover, due
to sector coupling, the introduction of these cost-competitive technologies in the power mix is a crucial
factor for the decarbonization of the transportation sector. The higher the share of renewables in the
power sector, the greater the introduction of electric vehicles in the transportation sector. The heating
sector is the last sector to decarbonize because of substantial cost differences between conventional
and renewable heat.

Furthermore, the computation of sectoral cost minima exhibits interesting results. As previously
noted, the cost-optimal share of renewable targets in the power sector is 75%, 25% points higher
than current renewable targets. For the transportation sector, the share is as high as 90%, suggesting
significant economic advantages of increasing the share of electric vehicles in this sector. For the heat
sector, its share reflects the high cost of renewable heat and present an optimal renewable target of
only 5%. Finally, for the energy system as a whole, the 2050 optimal renewable share is 75%. As
an additional exercise, we analyze how costly it is to increase the share of renewables in both the
power and energy sectors. Increasing the power sector to full decarbonization only increases total
costs by 1.28%; for the whole energy system, total costs would increase by 6.09% (mostly driven
by industrial heating). Finally, the difference in total cumulative emissions between BAU/National
Targets and 100% Renewable is 4.85 gigatonnes of CO2 (more than 10 times the current yearly emissions
of Mexico [61–63]).

The results of this study air several exciting conclusions: public policies for the introduction of
renewables in the power sector need to change. They are equivalent to a scenario without climate
policies, disconnected from the climate goals of the country and significantly lower than the estimated
cost-optimal share of renewables in the power sector. Furthermore, aiming for more stringent shares
of renewables in the power sector or stricter climate goals for the mitigation of greenhouse gases
only marginally increases the total cost of the energy and power systems. Other relevant insights
are the reliance of the power system on photovoltaic and natural gas, the high cost-optimal share of
renewables in the transportation sector and its low counterpart in industrial heating. Moreover, this
article can help policymakers in the design and implementation of specific targets and policies for
the decarbonization of the heating and transportation sectors by providing the cost-optimal share of
renewables in each sub-sector.
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Appendix A. Regional Disaggregation

East, located in the eastern-southernmost part of the country has the largest installed capacity
and penetration of renewables across regions. Wind-parks and hydroelectric-dams cover up to 50%
of the region’s installed capacity. West, located in the center west of the country is the second largest
region regarding installed capacity. Its energy mix has combined-cycle, hydroelectric, carboelectric and
oil-indexed facilities as driving technologies. Northeast is located in the north-east of the country, next
to the Gulf of Mexico and south of Texas. An extensive network of gas pipes connects it with the shale
reserves of the United States making its power mix heavily dependant on natural gas. This region is
also experiencing a surge of wind parks in the north part of the Gulf of Mexico. Northwest and North
are industrial and scarcely populated regions that use combined natural gas, oil and dams to satisfy
their energy demands. Central includes Mexico City and its metropolitan area plus additional center
states. The region is poor in natural endowments and it is a net importer of electric power. Its power
matrix consists of natural gas and oil. BC locates south of California, in the northwest of Mexico. It has
natural gas and geothermal energy as the main sources of power. Finally, Peninsula, located in the
Yucatan peninsula and BCS in the southern part of the California peninsula depend on natural gas and
oil plants.

Table A1. States and their corresponding Regions.

Baja California (BC)

Baja California

Southern Baja California (BCS)

Baja California Sur

Central

Hidalgo Mexico City
Mexico Morelos

East

Chiapas Guerrero
Oaxaca Puebla
Tabasco Tlaxcala
Veracruz

North

Chihuahua Durango

North-East

Coahuila Nuevo Leon
Tamaulipas

North-West

Sonora Sinaloa

Peninsula

Campeche Quintana Roo
Yucatan
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Table A1. Cont.

West

Aguascalientes Colima
Guanajuato Jalisco
Michoacan Nayarit
Queretaro San Luis Potosi
Zacatecas

Appendix B. Input Data

Appendix B.1. Technology Costs

Table A2. Capital Costs of main electricity generating technologies in Me/GW. Data based on
Carlsson et al. [30], Basis [31], Gerbaulet and Lorenz [32], Ram et al. [33] and Burandt et al. [34].

2015 2020 2025 2030 2035 2040 2045 2050

Utility PV 1000 580 466 390 337 300 270 246
Onshore Wind 1250 1150 1060 1000 965 940 915 900
Offshore Wind 3500 2637 2200 1936 1800 1710 1642 1592

Geothermal 3988 3775 3584 3392 3221 3049 2895 2740
Coal-Fired Thermal Plant 1600 1600 1600 1600 1600 1600 1600 1600
Gas-Fired Thermal Plant 650 636 621 607 593 579 564 550
Oil-Fired Thermal Plant 650 627 604 581 559 536 513 490

Coal-Fired CHP 2030 2030 2030 2030 2030 2030 2030 2030
Gas-Fired CHP 977 955 934 912 891 869 848 826
Oil-Fired CHP 819 790 761 733 704 675 646 617

Appendix B.2. Fuel Costs

Table A3. Fossil Fuel Cost in Me/PJ, based on SENER [21], International Energy Agency [29].

2015 2020 2025 2030 2035 2040 2045 2050

Oil [Import] 7.12 10.18 11.02 11.86 11.37 10.88 10.39 9.91
Coal [Import] 1.52 1.54 1.53 1.52 1.44 1.36 1.28 1.20

Nat. Gas [Import] 6.63 6.54 7.72 8.91 9.15 9.38 9.62 9.86
Oil [Domestic] 6.76 9.68 10.47 11.27 10.80 10.34 9.87 9.41

Coal [Domestic] 1.44 1.47 1.45 1.44 1.36 1.29 1.21 1.14
Nat. Gas [Domestic] 6.30 6.21 7.34 8.46 8.69 8.91 9.14 9.36

Appendix B.3. Renewable Potentials

Table A4. Renewable Potentials in Gigawatts (GW) installed capacity per region. Data (wind and
hydro) based on SENER [19]. The data used for the computation of solar capacity potentials can be
found in Table A5.

Utility PV Onshore Wind Hydro

BC 147.0 159.0 0.6
BCS 152.8 67.5 0.6

CENTRAL 25.4 33.0 0.4
EAST 369.9 188.9 8.3

NORTH-EAST 318.9 339.5 2.3
NORTH-WEST 841.7 85.7 1.0

NORTH 1815.1 418.6 1.2
PENINSULA 113.7 175.9 0.0

WEST 429.4 110.1 4.1
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Table A5. Data and assumptions used for the computation of solar PV potentials.

Control Region Irradiation [kWh/m2/d] Surface Area [km2] Total Population Population per km2 Available Area [%] Conversion Efficiency Resulting Potential in GW

BC 7155.1 71,450 3,155,070 44.2 0.03 0.23 147.0
BCS 7190.0 73,909 637,026 8.6 0.03 0.23 152.8

CENTRAL 5354.0 49,538 28,469,187 574.7 0.01 0.23 25.4
EAST 5279.4 365,524 27,943,184 76.4 0.02 0.23 369.9

NORTH-EAST 5761.1 144,405 7,406,680 51.3 0.04 0.23 318.9
NORTH-WEST 7394.6 237,555 5,629,180 23.7 0.05 0.23 841.7

NORTH 7251.7 522,372 7,787,790 15.0 0.05 0.23 1815.1
PENINSULA 5578.8 141,736 4,103,596 29.0 0.015 0.23 113.7

WEST 6310.8 355,014 26,012,744 73.3 0.02 0.23 429.4
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Appendix C. Model Structure

The GENeSYS-MOD framework consists of multiple blocks of functionality, that ultimately
originate from the OSeMOSYS framework. GENeSYS-MOD is a cost-optimizing linear program,
focusing on long-term pathways for the different sectors of the energy system, specifically targeting
emission constraints, the integration of renewables and sector-coupling. The model minizes the
objective function, which comprises total system costs (encompassing all costs occurring over the
modeled time period).

(Final) Energy demands are given exogenously for each modeled time slice, with the model
computing the optimal flows of energy and the resulting needs for capacity additions and storages.
Additional demands through sector-coupling are derived endogenously. Constraints, including energy
balances (ensuring all demand is met), maximum capacity additions (e.g., to limit the usable potential
of renewables), RES feed-in (e.g., to ensure grid stability) and emission budgets (given either yearly or
as a total budget over the modeled horizon) are given to ensure proper functionality of the model and
yield realistic results.

All fiscal units are discounted towards the base year of 2015, using a discount rate of 5%. Also, the
model assumes a sinking fund depreciation, with assets that are within their operating lifetime at the
end of the modelling period (here: 2050) being given a salvage value that is added back to the objective
function. This ensures that investment in the later periods of the model does not come to a halt.

In its basic configuration, GENeSYS-MOD operates from the perspective of an omniscient social
planner, including perfect foresight and perfect competition within markets. Figure A1 present the
underlying block structure of GENeSYS-MOD v2.0, with the additions made in this study (namely a
more detailed regional data set and a new block that adds the option for finding the cost-optimal level
of RES in the energy system).

Figure A1. Model structure of the GENeSYS-MOD implementation used in this study.

This determination of the cost-optimal level of RES, as well as the resulting changes in total
system costs are obtained via an iterative loop of model runs, each with a predefined and fixed level
of RES penetration for the chosen sectors (ranging from 0% to 100% RES). This yields a cost level for
each iteration of the process, thus yielding both the lowest (and thus cost-optimal) point, as well as the
relative increase that occurs when deviating from the optimum.
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Appendix D. Model Validation

To demonstrate the robustness of the model results, a comparison of computed model results of
the (base) year 2015 with actual data from official international reports [61–65] has been conducted.
Figure A2 shows the results for emissions, electricity and final energy generation, each with the
respective counterpart.

Figure A2. Comparison of model results with actual historical data for the year 2015. Data for emissions
from Boden et al. [61], UNFCCC [62] and BP [63]; data for electricity from International Energy Agency [64];
and final energy from International Energy Agency [65].

It can be shown that reasonably close results are obtained within the model computation, with
differences between total numbers ranging from 0.4% to close to 2%. As all model data stems from
official sources or peer-reviewed academic articles (and is thus assumed to be correct), the model
therefore demonstrates that it is working properly.
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