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POWER GENERALIZATION OF CHEBYSHEV’S 
INEQUALITY – MULTIVARIATE CASE 

Katarzyna Budny 1 

ABSTRACT 

In the paper some multivariate power generalizations of Chebyshev’s inequality 
and their improvements will be presented with extension to a random vector with 
singular covariance matrix. Moreover, for these generalizations, the cases of the 
multivariate normal and the multivariate t distributions will be considered. 
Additionally, some financial application will be presented. 

Key words: multivariate Chebyshev’s inequality, Mahalanobis distance, 
multivariate normal distribution, multivariate t distribution. 

1.  Introduction 

Chebyshev’s inequality yields a bound on the probability of a univariate 
random variable taking values close to the mean expressed by its variance. 
Pearson (1919) proposed its univariate power generalization presenting bounds 
by the central moments of a random variable of even orders. 
 

Theorem 1.1. (Pearson, 1919). If we take a random variable R:  with 

finite central moments of 2s order  s2 , then for all 0  

  
ss

sEP
22

2




  .                                     (1.1) 

There also exist multivariate generalizations of Chebyshev’s inequality (see, 
e.g. Olkin and Pratt, 1958, Marshall and Olkin, 1960, Osiewalski and Tatar, 1999). 

In the paper we present one of those providing upper bounds on the 
probability that the Mahalanobis distance of a random vector from its mean is 
greater or equal than the fixed value. These bounds will be given by the power 
transformations and will constitute the multivariate extension of (1.1).  

There are many applications of the Mahalanobis distance in statistical 
analysis. In particular, this is used in classification methods and in cluster 
analysis. The multivariate power generalization of Chebyshev’s inequality 
presented below can be exploited to detect outliers. 
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2. Multivariate power generalization of Chebyshev’s inequality  

We begin by recalling the inequality which is given by the measure of 
multivariate kurtosis. 
 

Theorem 2.1. (Mardia, 1970) Let 
nR:X  be a random vector with 

nonsingular covariance matrix   and finite fourth–order moments. Then, for any 

0 the following inequality holds 

        
2

,21






X
XXXX

nT
EEP   ,                     (2.1) 

where         




   21

,2 XXXXX EEE
T

n   is Mardia’s kurtosis of a 

random vector (Mardia, 1970). 

Chen (2007, 2011) proposed a tight upper bound (see Navarro, 2014) in the 
case of a random vector for which only mean and covariance matrix are known. 
 

Theorem 2.2. (Chen, 2007, Chen, 2011) Assume that 
nR:X  is a random 

vector with positive covariance matrix  . Then, for all 0  we get 

      



n

EEP
T

 
XXXX

1 .                          (2.2) 

Budny (2014) obtained the multivariate power generalization of Chebyshev’s 
inequality. 
 

Theorem 2.3. (Budny, 2014) Suppose that 
nR:X  is a random vector with 

nonsingular covariance matrix  . Let us consider any 0s  such that 

        




   sT

ns EEEI XXXXX
1

,   

exists. Then, for all 0  

        
s

nsT I
EEP




X
XXXX

,1   .                       (2.3) 

 
Remark 2.1. (Budny, 2014) Observe that theorems 2.1 and 2.2 can be 

considered as the special cases of theorem 2.3. Taking 1s  we get (2.2) and for 

2s  we obtain (2.1). 

Budny (2016), following Navarro (2016), extended (2.3) to the case of 
a random vector with singular covariance matrix by using the spectral 
decomposition. 
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Assume that nR:X  is a random vector with covariance matrix  , 

mrank ,  nm ,...,1 . Let 
TPP  be a spectral decomposition of 

a covariance matrix, i.e. P  is an orthogonal matrix such that n
TT IPPPP   

and  0,...,0,,...,diag 1 m  is the diagonal matrix with the ordered eigenvalues 

0...... 11   nmm  . 

Hence, the Moore-Penrose generalized inverse matrix of   is of the form 
TPCP , where  0,...,0,,...,diag 11

1
 mC  . 

Let us consider any 0s  such that 

        




   sT

ms EEEI XXXXX ,  

exists.  
 

Theorem 2.4. (Budny, 2016) Under the above assumptions, for any 0 , we 

have 

        
s

msT I
EEP




X
XXXX

,
  .                    (2.4) 

We will denote by S  the set of all 0s  such that  XmsI ,  exists. Let us 

define, for fixed 0 , the function  RSBd : : 

 

 
 
s

msI
sBd



X,
 ,      Ss . 

It is easily seen that for Sss 21,  if 21 ss  , then the following conditions are 

equivalent: 

   21 sBdsBd              
 

 

12

1

2

1

,

,
ss

ms

ms

I

I 
















X

X
  

and 

   21 sBdsBd            
 

 

12

1

2

1

,

,
0

ss

ms

ms

I

I 
















X

X
 . 

 
Summarizing, we get following remark.  



158                                                          K. Budny: Power generalization of Chebyshev’s… 

 

 

Remark 2.2. For Sss 21,  if 21 ss  , then the upper bound  2sBd  of  

       
XXXX EEP

T
  is better than  1sBd  for all 

 

 

12

1

2

1

,

,
ss

ms

ms

I

I 
















X

X
 . On the contrary, the upper bound  1sBd  is better than 

 2sBd  for all 
 

 































 12

1

2

1

,

,
,0

ss

ms

ms

I

I

X

X
 .  

In particular, if we consider 11 s , 22 s  and nrank , then the upper 

bound  2sBd  is better than  1sBd  for all 
 

n

n X,2
  . Conversely, the upper 

bound  1sBd  is better than  2sBd  for all 
 













n

n X,2
,0


 . 

3. The case of the multivariate normal distribution 

Budny (2016) proposed the form of the multivariate power generalization of 

Chebyshev’s inequality for a normally distributed random vector for all  0\Ns . 

In the next theorem we extend this result to the case of any real 0s . 

 

Theorem 3.1. Let 
nR:X  be a normally distributed random vector with 

mean   and covariance matrix  ,  ,nN~X . Suppose that mrank , 

 nm ,...,1 . Then, for all 0  and 0s  we obtain 

        XX 
T

P






























2

22

m

s
m

s


.                   (3.1) 

Proof: The proof is similar to that presented for theorem 3.1 in Budny (2016). 
A slight change is that we consider sth uncorrected moment (sth moment about 

zero) of a chi-square distribution with m degrees of freedom for any real 0s  

(not only for  0\Ns ). Hence, for 0s : 

 






















2

2
2

,
m

s
m

I

s

ms X  

(Johnson, Kotz and Balakrishnan, 1994, p. 420) and it completes the proof. 
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Remark 3.1. For  0\Ns  the inequality (3.1) takes the following form 

         
s

T smmm
P




12...2 
 

XX      (Budny, 2016). 

 
 

Remark 3.2. On account of remark 2.2, if 21 ss  , then the upper bound  2sBd  

is better than  1sBd  for all 
12

1

12
22

2
ss

s
m

s
m 


























 . Conversely, 

the upper bound  1sBd  is better than  2sBd  for all 












































 12

1

12
22

2,0
ss

s
m

s
m

 . 

 

Particularly if we take 11 s  and 22 s , then the upper bound  2sBd  is 

better than  1sBd  for all 2 m . Conversely, the upper bound  1sBd  is 

better than  2sBd  for all  2,0  m . 

 
 

Example 3.1. Let us consider normally distributed random vector 
nR:X  

with mean   and covariance matrix  ,  ,nN~X . Assume that 

3rank  m .  

A random variable      
XX 

T
 has a chi-square distribution with m 

degrees of freedom (Kotz, Balakrishnan and Johnson, 2000, p. 110, Budny, 

2016), hence we know the exact value of P .  

From remark 3.2 for 11 s  and 22 s  we get that the upper bound  2sBd  is 

better than  1sBd  for all 52  m  and the upper bound  1sBd  is better 

than  2sBd  for all  5,0  (see Figure 3.1). 
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Figure 3.1. The upper bounds ( 1s , 2s ) and exact value of P  for 

 ,~ nNX , rank 3 . 

In turn Figure 3.2 shows the upper bounds of       
XX

1
T

P  for 

various values of s . 
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Figure 3.2.  The upper bounds ( 5.0s , 1s , 2s , 4s ) and exact value of P  for 

     ,~ nNX , rank 3 . 

4. The case of the multivariate t distribution  

A n variate random vector 
nR:X  is said to have multivariate t 

distribution with degrees of freedom  , mean   and nonsingular covariance 

matrix R
2


, 2 , denoted by  nt ,,R , if its joint probability density 

function (pdf) is given by 
 

 
 

   
  2/

1

2/12/

1
1

2
πν

2
n

T

n

xRx

R

n

xf
































 











     nRx . 

If  nt ,,~ RX  , then the random variable 
   

n

T








XRX
1

 has 

a central F-distribution with n ,  degrees of freedom,   ,~ nF  (Lin, 1972).  
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It follows that for any 
2


s  we get 

 















































22

22








n

ss
n

n
E

s

s                                  (4.1) 

(Johnson, Kotz and Balakrishnan, 1995, p. 349). 

The power generalization of Chebyshev’s inequality for multivariate t 
distribution is established by our next theorem. 
 

Theorem 4.1. Assume that  nt ,,~ RX  , rank nR . Then, for any 0  the 

inequality  3.2  takes the following form 

    











































 
 

22

2221















n

ss
n

P

s
T

XX         (4.2) 

for any 0s  such that 
2


s . 

Proof: We first observe that 
11 2  

 R



 . From this it is obvious that 

   ss

s

ns EnI 











 


2
, X .                      (4.3) 

Substituting (4.1) into  (4.3) yields 

   







































22

22
2,






n

ss
n

I
s

ns X .                 (4.4) 

This establishes the inequality  (4.2). 
 

Remark 4.1. For  0\Ns , 
2


s  from  4.4  we get  

 
      

     svvv

snnnv
I

s

ns
2...42

12...22
,




X .                 (4.5) 

Hence, the inequality (4.2) is of the form 

         
     svvv

snnn
P

s

T

2...42

12...22
XX 1











 
 




  . 
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Remark 4.2. According to remark 2.2, if 
2

21


 ss , then the upper bound 

 2sBd  is better than  1sBd  for all  

12

1

11

22

22

22
2

ss

ss
n

ss
n 






























































 .  

 

On the contrary, the upper bound  1sBd  is better than  2sBd  for all 

 

 








































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


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


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

 12

1

11

22

22

22
2,0

ss

ss
n

ss
n





 . 

 

In particular, if we consider 11 s , 22 s  and 4v , then from (4.5) the 

upper bound  2sBd  is better than  1sBd  for all 
   

 4

22






v

nv
 . Conversely, 

the upper bound  1sBd  is better than  2sBd  for all 
   

  













4

22
,0

v

nv
 . 

 
 

Example 4.1. We will consider a random vector 
3: RX  that has multivariate 

t distribution with degrees of freedom 9 ,  3,,~ 9 RX t , rank 3R . Let us 

observe that 

        
  























nv

v

n
PP

T
T

2

1
1 


XRX

XX  , 

thus we know the exact value of P . For 11 s  and 22 s  we get 

   
 

7
4

22
0 






v

nv
 . From this it follows that the upper bound  2sBd  is better 

than  1sBd  for all 7  and the upper bound  1sBd  is better than  2sBd  for 

all  7,0  (see Figure 4.1). 
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Figure 4.1.  The upper bounds ( 1s , 2s ) and exact value of P  for    

     3,,~ 9 RX t . 

 

The next figure presents the upper bounds of       
XX

1
T

P  for 

various values of 5.4
2



s . 
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Figure 4.2.  The upper bounds ( 5.0s , 1s , 2s , 4s ) and exact value of P  for 

     3,,~ 9 RX t . 

5.  Improvement of some multivariate power generalization of 
Chebyshev’s inequality – extension to a random vector with 
a  singular covariance matrix 

In this section we will consider some improvement of multivariate power 
generalization of Chebyshev’s inequality. We should mention that this 
improvement will be given by restricting the range of  , it means for   sufficiently 

large. 

Loperfido (2014) proposed improvement of the inequality (2.4) for 2s  in the 

case of a random vector with nonsingular covariance matrix. 
 

Theorem 5.1. (Loperfido, 2014) Let  Xn,2  be Mardia’s kurtosis of a random 

vector 
nR:X  with nonsingular covariance matrix   and finite fourth–order 

moments. Then for any n  the following inequalities hold 

        

 

 
2

,2

,2
2

2
,21

2 








X

X

X
XXXX

n

n

nT

n

n
EEP 




  .       (5.1)  

In the next theorem we will extend (5.1) to the case of a random vector with 
singular covariance matrix. 
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Theorem 5.2. Assume that 
nR:X  is a random vector with covariance 

matrix  , mrank ,  nm ,...,1 . Let Y  denote the random variable 

     XXXX EEY
T

  . Let us consider Y  such that    2
,2 YEI m X  is 

finite. Then, for all m  we obtain 

        

 

 
.

2 2

,2

,2
2

2
,2




X

X

X
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m

m

mT I

Im

mI
EEP 




        (5.2)  

Proof: At the beginning we should mention that the proof will be similar to that 

presented in Loperfido (Loperfido 2014, proof of Theorem 1) for 2s .  

We first consider the random variable      22
,2 mImmYZ m  X . 

Let us observe that  
 

               XXX mmm ImmImImYEmZE ,2
22

,2

22
,2

22
2  

. 

This gives that expected value of a nonnegative random variable 

  2

,2
2 2 XmIm

Z
W





 

exists for all m  and takes the form  
 

 X

X

m

m

Im

mI
WE

,2
2

2
,2

2 





. Markov’s 

inequality implies that 

 
 

 X

X

m

m

Im

mI
WP

,2
2

2
,2

2
1







. 

The assumption m , in turn, leads to equality    1 WPYP  . 

Indeed, the set   YD  takes the form  mmYD   . It follows that for 

m : 

        XX mm ImmImmYD ,2
22

,2 2   . 

Thus, from Jensen’s inequality we have: 

    12
2

,2
2 









 WImZD m X . 

Finally, we get 
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To prove the second inequality    

 X

XX

m

mm

Im

mII

,2
2

2
,2

2

,2

2 





, let us observe that 

simple transformations lead to equivalent form   

    
0

2
,2

22

2

,2






mIm

mI

m

m

X

X



 , 

which holds for all m , since   2
,2 mI m X . 

 

Remark 5.1. If nm rank , then 
1    and    XX nmI ,2,2  . Hence, 

we obtain the inequalities  1.5 . 

 

Remark 5.2. Let 
nR:X  be normally distributed random vector with mean 

  and covariance matrix  ,  ,nN~X . Assume that mrank , 

 nm ,...,1 . Then, for any m  we get: 

    
 

 
.

2

22 22 






  mm

mmm

m
P

T
XX       (5.3) 

We will illustrate the improvement  (5.3) for 3m with Figure 5.1. 

 

 
 

Figure 5.1.  The upper bound 2s , its improvement and exact value of P  for  

     ,~ nNX , 3rank  . 
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Remark 5.3. Let us consider  nt ,,~ RX  , rank nR , 4v . Then, from (4.5) 

for any n  the inequalities (5.1) take the following form 
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nn
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nn
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v
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nnn
v

v

P
T
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(5.4) 

 
 

As the example, we will consider a 3 -variate random vector  3,,~ 9 RX t , 

rank 3R  (see example 4.1). The inequalities (5.4) are presented in Figure 5.2. 

 
 

 

 

Figure 5.2.  The upper bound 2s , its improvement and exact value of P  for  

     3,,~ 9 RX t . 
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6. Applications in finance 

Let us take a random vector tr  of n assets returns on a specific day t  with 

mean   (sample mean vector of historical returns) and covariance matrix   

(sample covariance matrix of historical returns). Kritzman and Li (2010) propose 
to use the Mahalanobis distance as a measure of financial turbulence, which is 
understood as occurrence of unusual multivariate financial data. They defined 
(the so-called “the turbulence index”) turbulence for a particular time t  as: 

     
t

T

tt rrd 1 . 

In the examples presented in section 3 and 4, for any 0 , we know the 

exact value of       
t

T

tt rrdP 1 . In the general case, this 

probability may not be easy to compute and if we are able to calculate the upper 

bounds  2.5 , then we can estimate the exact value of P.  

Other financial applications of the Mahalanobis distance were presented by 
Stöckl and Hanke (2014). 
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