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DEALING WITH HETEROSKEDASTICITY WITHIN
THE MODELING OF THE QUALITY OF LIFE
OF OLDER PEOPLE

Katarzyna Jabtonska*

ABSTRACT

Using the estimation method of ordinary least squares leads to unreliable results
in the case of heteroskedastic linear regression model. Other estimation methods
are described, including weighted least squares, division of the sample and
heteroskedasticity-consistent covariance matrix estimators, all of which can give
estimators with better properties than ordinary least squares. The methods are
presented giving the example of modelling quality of life of older people, based on
a data set from the first wave of the COURAGE - Poland study. The comparison
of estimators and their practical application may teach how to choose
methodologically the most appropriate estimation tool after detection of
heteroscedasticity.

Key words: heteroskedasticity, linear regression, HC-estimators, quality of life.

1. Introduction

Homogeneity of error variance, called homoskedasticity, is one of the main
assumptions of linear regression. Many models, especially based on cross-
sectional data, do not satisfy it (Greene, 2012, p.297). Such a situation is called
heteroskedasticity. Then, parameters estimation with ordinary least squares
method (OLS) does not give optimal results. There are many alternative methods
which are either resistant to disturbance of homoskedasticity or they transform a
model into a new one, which is henceforth homoskedastic.

Our aim is to discuss methods of parameters estimation in linear regression
models in the case of heteroskedasticity and to focus on their strengths,
weaknesses and important properties of obtained estimators. While weighted
least squares method and the division of the sample are well known, HC-
estimators are not commonly used, which may be surprising in light of the fact
that new ones are still being created, improving previous ones. A comparison of
those methods can be valuable for professional sociologists and practitioners to
help them choose an appropriate estimation tool in the occurrence of
heteroscedasticity in linear regression model.
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Methodological considerations will be presented giving the example of
modelling of quality of life of older people depending on psychosocial,
demographical and other factors, based on data from the first wave of the
COURAGE - Poland population-based study from 2011. Due to the population
aging, the group of older people has been recently a subject of great interest and
its analysis can be crucial in understanding how quality of life is affected by, in
particular, psychosocial factors in an old age. We investigate a group without
chronic diseases to detect what accompanies healthy aging. Analyses are done
separately for a group of men for whom regression model is heteroskedastic and
for a group of women for whom regression model is homoskedastic. The division
into gender is justified because there are some significant gender-related
differences in effects of psychosocial factors on older people’s quality of life, as
shown by Tobiasz-Adamczyk (et al., 2017).

In Section 2 properties of estimators from the ordinary least squares method
are recalled. Alternative methods of parameters estimation are presented in
Sections 3-6. The next section contains an empirical example of older people’s
quality of life models using previously described methods, separately for men and
women. Results for both genders are discussed in Subsection 7.5. Section 8
includes conclusions and indications as to the proper choice of the method of
estimation in the case of heteroskedasticity.

2. Linear regression model and the method of least squares
estimation

In a classic linear regression model we have Y = X + ¢. Given a vector
Y = (y4,..,¥,) Of n-observations, called dependent variable, and a matrix X =
(x1,..,x,) With p-independent variables, where V;_; _,:x; = (xjy,..., X ), We want
to find the value of an unknown parameter § = (b, b,,..,b,) to be able to predict
values of Y with a random error ¢, called residual.

Unknown parameters must be estimated, which means approximated in a
sufficiently good way. Fortunately, there exist some objective measures of such
sufficiency goodness: consistency, unbiasedness and effectiveness (the last is
considered in a specified class of estimators). Consistency is a stochastic
convergence to the estimated parameter; unbiasedness means that its expected
value is equal to the value of the parameter which is estimated; effectiveness
characterizes an estimator with the least variance within the specified class of
estimators.

A classic way to estimate parameters is to use the method of ordinary least
squares (OLS), where the value of the sum of squares of errors (X, €?) is
minimized. To make a model and its estimation purposeful, a number of
assumptions are required. The first is homogeneity of error variance, called
homoskedasticity. If, in addition, a model has a correct linear structure, a matrix X
of fixed independent variables has rank p, the size of a sample is greater than the
number of all parameters (n>p+1), random errors have mean zero and they are
uncorrelated, then, on the basis of Gauss-Markov theorem (Dodge, 2008, p. 217-
218), the OLS estimator will be linear, unbiased and effective among all linear and
unbiased estimators. It will also be consistent (Verbeek, 2004). This estimator is
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expressed by the formula § = (X"X)~'XTY. By the same theorem, the estimator

of covariance matrix of the examined parameter, expressed by V(f) = s?(XTX)™1,

1 . . . . . .
where s? = o ™ &2, will also be unbiased. It gives important information

about approximated standard errors of components of B. If we additionally
assume that errors are normally distributed, then significance tests (F test and
Student’s t-tests) will be possible to conduct. On this basis, one can determine
which elements of vector 8, thereby, which independent variables, have
significant relationship with variable Y.

If the assumption of homoskedasticity is violated, then we are talking about
heteroskedasticity. To detect it, diagnostic tests should be conducted, for example
three most popular: Breusch-Pagan test (Breusch and Pagan, 1979), which tests
hypothesis that the error variance is linearly dependent with variables from the
model; White’s test (White, 1980), which finds out whether error variance is
constant or Goldfeld-Quandt test (Goldfeld and Quandt, 1965), which checks
whether heteroskedasticity is due to the one specified variable. Heteroskedasticity
can also be detected with the help of OLS regression plots: errors and squared
errors against predicted values, as well as errors against independent variables.

If we conclude that the analysed model is heteroskedastic, then OLS
estimator of 8 is still consistent and unbiased, but no longer effective (Verbeek,
2004). Also, covariance matrix estimator V() is biased and inconsistent, and
there is a problem with conducting statistical tests of the significance of
parameters, because test statistics do not have required distributions (Verbeek,
2004). OLS estimation becomes unfounded in the case of heteroskedasticity,
because there is a risk of both incorrect parameters approximation and
untrustworthy tests results. Therefore, other methods of estimation should be
used.

3. Weighted least squares method

A model with heteroskedasticity differs from a classic one in that consecutive
observations have distinct values of error variance, that is Var(e) = ¢2Q with
different positive numbers w;, ... ,w, (called weights) on the main diagonal of
matrix . Then, the sum Y7, e2w; is to be minimized. If Q is known, estimator g =
XTQ 1X)"1XT(Q)~1Y is effective among its unbiased estimators (Verbeek, 2004),
covariance matrix for § equals

VB =c?(XTX)1XTax(XTXx)!
and its unbiased estimator is
V(B =s2(XTX)" 1 xTax(x"x)~L.

A method which uses weights is called weighted least squares method (WLS).
Knowledge of a matrix Q is an unrealistic assumption and its values can only
be approximated. We can use the model £ = aX + ¢ or eventually modify it to
receive predicted values of €2, which we use as the diagonal of Q. Then we can
complete the main model of Y with weights equal to reciprocals of elements from
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the diagonal of Q. WLS estimator with the weights estimated before can be
asymptotically more effective than classic OLS (Davidian, Carroll, 1987),
assuming we used a proper and well-fitted model to predict £2. Otherwise, there is
a big risk that the new model will still be heteroskedastic. It is one of the biggest
WLS disadvantages, but this method has one important strength. It helps to
detect presumptive cause of heteroskedasticity in a model. Assuming error
squares regression was analysed and a variable significantly dependent on &2
was found, we can suspect that we detected the reason of the problem. It leads
us to the next method of dealing with lack of homoskedasticity.

4. Division into subsamples

Having a variable significantly dependent on error squares, we can try to
divide the sample into subsamples which depend on its values. It is obvious that
we look for a division such that error variances among both subsamples are
constant. Similar approach was considered by Goldfeld and Quandt (1965), and
yield a test of heteroskedasticity based on the assumption that variances
heterogeneity is due to the one specified variable.

It is crucial to select the division with a strong theoretical justification. Only
then our original aim, which is drawing conclusions about the whole population
based on its randomly selected part, will be preserved. It is much easier to isolate
subsamples relying on a factorial variable than on a continuous one (in the latter
case we have to arbitrary impose cut-off points). Other good idea is to divide the
sample based on factorial variables like: gender, marital status, group of age and
so on. Such divisions are almost always justified, but we should not forget to
check homoskedasticity of new subsample models — the division had no sense
without its occurrence.

5. Heteroskedasticity-consistent covariance matrix estimators

There is another estimation method which can be applied without any
assumption about the error variance — heteroskedasticity-consistent covariance
matrix estimators (HC-estimators). This method uses OLS to estimate § and one
of HC-estimators to estimate its covariance matrix (then, standard errors) and to
conduct tests. The main purpose of their use is to minimize the violation of
inference caused by heteroskedasticity.

The first HC-estimator was HCO proposed by White (1980), called a Sandwich
estimator. Next were: HC1 by Hinkley (1977), HC2 by MacKinnon and White
(1985), HC3 by Efron (1982), HC4 by Cribari-Neto (2004), HC5 by Cribari—Neto,
Souza and Vasconcellos (2007), HC4m by Cribari-Neto and da Silva (2011) and
there are still being created new ones, like the newest HC5m by Li et al. (2017),
each improving previous ones. Formulas of all eight are given below.

512 e 0
HCO=XTX)"1 :+ -~ ] (XTX)™%,
0o - &
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. &2 0
HC1 = m(XTX)_l (XTX)_l y
0 £2
CH
/(1—’111)51 0
HC2 to HC5m are equal to (X"X)~'| : | x™x)~1 with
&
0 (1—hpp)8n

different values of §; (i = 1, ..., n) for each:

HC2: 6, = 1,
HC3: 6, = 2,

. nhi;
HC4: §; = mm{m,z}},

HC4m: §; = min { Ztii,yl} + min { Zzili,yz},

n

hi; n-k-h
ii ,max {4’ max} ,
p+1 p+1

HC5: 6; = min{

HC5m: §; = k4 min{%,yl} +k, min{%,yz} + k3 min{%,max{ﬁl,kh%}} ,

where:

&

=Yi—V =Y

- xiBL ’

h;; is i-th element of a matrix H = X(XTX)~1XT (i-th leverage),

hipax = max{h; | i € {1,..,n}},

_ ZT}= Ris
h = &=t u,

n

k € [0,1] (Cribari-Neto, Souza and Vasconcellos (2007) recommend k=0.7),

¥1, V2 > 0 (Cribari-Neto and da Silva (2011) recommend y; = 1, y, = 1.5),
ki, ky, k3 = 0 (Li(etal., 2017) recommend k; = 1,k, = 0,k; = 1).

The fact of the existence of so many HC-estimators inclines to make a
comparison of their strengths and weaknesses, which will help to choose best
estimators in specific situations.

HC1, in comparison with HCO, is corrected for degrees of freedom, whereas
HC2 takes into account values of leverage, which has been improved by HC3 and
later. All HC estimators do not demand homoskedasticity and are asymptotically
consistent, nonetheless they have their own disadvantages. It is common for HCO
to become severely biased as mentioned by Cribari-Neto, Ferrari and Cordeiro
(2000), especially in the case of a small sample (Long and Ervin, 2000) or
occurrence of many high-leverage observations (Chesher and Jewitt, 1987).
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Moreover, t-tests with HCO-estimator are liberal, which means that it is easy for
them to achieve significant results, and similar can be said about HC1 and HC2.

In the case of a small sample, n<250, Long and Ervin (2000) recommend the
use of HC3. For large samples HCO, HC1 and HC2 estimators should behave
almost the same as HC3, but in the case of occurrence of high-leverage
observations they become more biased than HC3. As it was shown by Cribari-
Neto and Zarkos (2001), high-leverage observations can have even bigger
influence on tests conservation, hence, their reliability, and estimator properties
(primarily, their bias) than severity of heteroskedasticity. That is why HCA4-
estimator was proposed and, as it was shown by Cribari-Neto (2004), it has an
advantage over HC3 in the case of many high-leverage observations.

The first HC4 modification, called HC5-estimator, was presented by Cribari—
Neto, Souza and Vasconcellos (2007) and their innovation was taking into
account the maximal leverage instead of only individual ones. Numerical
evaluations showed that HC5-based inferences are much more reliable than HC3
and HC4-based: they are less size-distorted and tests are less liberal. HC5 can
be crucial when observations are very strongly leveraged.

Another approach to HC4 modification was HC4m-estimator presented by
Cribari-Neto and da Silva (2011). It improves the squared residuals discounting
dependently on values of leverage: a heavier discount for low leverage
observations and inversely for high leverage ones. HC4m is also a better
alternative for HC4 in the case of non-normal errors (Cribari-Neto and da Silva,
2011). HC4m tries to fix HC4 and HC5 weaknesses in the case of a low degree of
leverage, but it is worse than them when the high degree of leverage occurs.

The most recently presented HC5m-estimator by Li (et al., 2017), combines
strengths of HC4m for low degree of leverages and HC5 for high degree of
leverages. Simulations performed by Li (et al., 2017) showed that HC5m-based
tests are reliable at points both with low or with high leverages and they have the
smallest size distortions among tests based on all of HC3, HC4, HC4m and HC5.

It is worth pointing out that in the case of homoskedasticity HC-estimators can
have worse properties than OLS estimator — almost all are biased then
(Kauerman and Carroll, 2001). However, only HC2 is an unbiased estimator for
homoskedastic data (Hayes and Cai, 2008), which gives it a supremacy in a
situation when it is hard to confirm with certainty that there is a lack of variance
homogeneity.

The last very important thing is that newer HC-estimators make significance
tests less and less liberal. It means that a significant result received with a newer
estimator is much more reliable than the one received with the older one,
however, it is hard itself to achieve a significant result with the help of newest
estimators. When there is no proven need to use a more conservative estimator,
researchers can choose a bit less conservative one, provided that the model was
analysed in detail and its use is fully justified. The newest does not always mean
the best — it depends on model’s properties.
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6. Other methods

There are many other methods applied for heteroskedastic data. One of the
most frequently mentioned in the literature is connected with transforming
variables (Carroll and Ruppert, 1984), (Box and Cox, 1964), however, it can be
very problematic in regard to interpreting its results (Sakia, 1992).

The other option is the general method of moments — GMM (Cragg, 1983),
but as it was shown in (Kiviet and Feng, 2015), it has huge defects, and some
modifications are proposed. Other ideas are General Linear Models, Penalized
Least Squares Method (Wagener and Dette, 2012) or Residual Maximum
Likelihood Estimation (Smyth, 2002).

The latest ideas concern Bayesian regression (Startz, 2017) and Generalized
Least Squares based on machine-learning (Miller and Startz, 2017). They still
need a deeper exploration, but give hope to accurate estimation without regard to
the sample size and the values of leverages.

7. Empirical example of quality of life model

7.1.Statistical analysis

Linear regression will be used to model the assessment of quality of life of
people aged 60 or over, who have not been diagnosed with any serious disease,
including depression and chronic diseases (angina, arthritis, asthma, POCHP,
diabetes and stroke), depending on: age, body mass index (BMI), assessment of
activities of daily living (ADL) on Katz's scale described by Wieczorowska-Tobis
and Talarska (2010), social network (Zawisza, Gatas and Tobiasz-Adamczyk,
2014), loneliness (Hughes et al., 2004), social support (Dalgard, 1996) and two
types of participation: relations with other people and activity in a local
community. Models are additionally adjusted into education level, marital status
and having children.

The data come from the first wave of the COURAGE - Poland population-
based study from 2011. Values of quality of life are based on the Polish version of
WHOQOL-AGE scale (Caballero et al., 2013; Zawisza, Gatas and Tobiasz-
Adamczyk, 2016), ranged from 0 to 100 points, and higher score of WHOQOL-
AGE is interpreted as better health-related quality of life. Also loneliness, social
support and social network range from 0 to 100 points. Higher score of ADL
assessment means that more problems with daily living activities were reported.

We firstly consider a model for men. At the beginning, OLS estimation is
conducted, but after detection of heteroskedasticity other methods are used.
Finally, the most proper estimator is chosen. The same model for group of women
is analysed with OLS and HC2-estimator, because both have good properties in
the case of homoskedasticity, which was observed in this model. Then, a
comparison of results for women and men is presented.

Analyses are conducted with SAS 9.4. To calculate standard errors and p
values with HC4-estimator, we use a macro created by Hayes and Cai (2007)
given in (Hayes and Cai, 2007, Appendix), while for HC4m, HC5 and HC5m we
created new SAS macros, just like we did to conduct a Goldfeld-Quandt test. The
adopted level of significance is 0.05.
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7.2. Men’s quality of life model

We conducted OLS estimation for the linear regression model of older men’s
quality of life with the sample size: n=366. Results are given in Table 1. Five
psychosocial variables (ADL, social network, loneliness, participation - relations
and social support) turned out to be significant with p values below 0.05. The
model meets assumptions of errors normality with mean equals 0, significant
linear structure of the model, no autocorrelation of errors, no correlation of
independent variables, but it has a problem with homoskedasticity. Results of
White’s test (p=0.001) and Breusch-Pagan test (p=0.009) show that there is
possibly a relationship between error variance and one or more independent
variables.

Table 1. Results of OLS estimation of parameters from men’s quality of life
model, adjusted into: education level, marital status, having children

oLs
(R?=0.283, p<0.001)
B Std. error P
BMI -0.095 0.133 478
Age -0.057 0.073 434
ADL -1.169 0.286 <.001
Social network 0.189 0.054 .001
Loneliness -0.114 0.032 <.001
Participation - local community 0.580 0.765 449
Participation - relations 1.654 0.777 .034
Social support 0.150 0.041 <.001

The scatter plot of predicted values of quality of life against error squares with
a regression line (Figure 1) confirms that presumably error variance is not
constant and seems to decrease with an increase in predicted quality of life. We
need the other method of estimation.
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Figure 1. Regression line of error squares against predicted quality of life
(WHOQOL-AGE scale) for men

Error squares regression with stepwise selection was conducted with all
independent variables used in the quality of life model. It helped to choose their
best linear model (Table 2), which turned out to be the one with social support
(p=0.001) and loneliness (p=0.067). Their additive effect makes the whole model
significant (R?=0.044; p<0.001), but it has many failures, like non-normally
distributed errors with non-zero mean.

Table 2. Results of the OLS estimation from the error squares model

B Std. error P

Social support -1.950 0.566 .001

Loneliness 0.826 0.449 .067
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One unit higher feeling of social support (= —1.950; p=0.001) is
associated with almost two units lower error variance and this variable can be
suspected to cause heteroskedasticity in the quality of life model. Indeed, error
variance is much higher for men who have the lowest level of social support
(below its first quartile) compared to groups with higher levels (Table 3).
Unfortunately, after adding weights to the basic quality of life model and
conducting WLS estimation, a new model is still heteroskedastic. However, a
strong relationship between error squares and social support could be seen and a
natural idea is to divide the sample into subsamples relying on values of social
support. We propose to create a dichotomous variable with value 1 if social
support is below or equal to its first quartile (<=54.55) and value O for the other
case.

Table 3. Error variances for social support quartile-based levels from quality of

life OLS model
) <=54.55 <=63.64 <=72.73 <=100
Social support
(Q1) (Q2) (Q3)
N 121 91 75 73
Error variance 144.12 102.51 89.65 83.99

To see whether such a division has a chance to be proper, let us conduct a

Goldfeld-Quandt test. A test statistics is of the form
S2

—(p+1
Fln, — (p + 1),ny — (p + 1)] = 2240

n;—(p+1)

where p is the number of independent variables, n; is an i-th subsample size, s? —
i-th subsample sum of squares, where i=1 is for a subsample with relatively small
error variance (higher social support in our case) and i=2 is for a subsample with
relatively large error variance (lower social support). It has a chi-square
distribution when the equality of variance of both subsample hypotheses is
fulfilled, as followed by Goldfeld and Quandt (1965). In our case p=0.010, which
means that error variances are significantly different among both subsamples and
the division is reasonable. Quality of life model will be study separately for them.

For men with a low social support, Breusch-Pagan test indicates it still has a
problem with heteroskedasticity (White: p=0.294; Breusch-Pagan: p=0.043) and
the same can be told about White’s test for the group with a higher social support
(White: p=0.019; Breusch-Pagan: p=0.218). The division is not appropriate and
we should try another one or consider a different method of estimation.

Results of estimation with HC-estimators for men’s quality of life model are
given in Table 4. The same five psychosocial variables as with OLS method
turned out to be significant after estimations with HCO, HC1, HC2, HC3, HC4 and
HCS5. Standard errors are usually greater for HC than for OLS and the same can
be told about p values. Participation — relations was just below 0.05 with HC3,
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HC4 and HCS5, but crossed this line after HC4m and HC5m estimations. For
HC5m also ADL assessment was not significant (p=0.067). HC4 and HC5 gave
almost exactly the same results, which clearly indicates that the degree of
leverage must not be very high in our model.

Table 4. Results of HC estimation of standard errors with p values from men’s
quality of life models, adjusted into: education level, marital status,
having children

HCO HC1 HC2 HC3 HC4 HC5 HC4m HC5m

Std. P [(Std P |[Std P |Std P |Std P |Std P | St P Std. P

error error error error error error error error
BMI 0.133 .478|0.135 .485|0.137 .490(0.141 .503|0.144 511{0.144 .511|0.143 .507 |0.162 .560
Age 0.075 .448(0.076 .455|0.077 .458|0.078 .468|0.079 .469|0.079 .469|0.079 .471 |0.085 .503
ADL 0.361 .001|0.367 .002|0.384 .003(0.409 .005|0.461 .012{0.461 .012|0.422 .006 |0.636 .067
Social 0.062 .003 [ 0.063 .003 |0.064 .004|0.066 .005|0.068 .006|0.068 .006 |0.067 .005 |0.076 .014

network
Loneliness  0.033 .001|0.034 .001|0.034 .001|0.035 .001|0.035 .001|0.035 .001{0.035 .001 |0.039 .003

Participation- 0.682 .396|0.694 .404 |0.697 .406|0.712 .415|0.708 .413|0.708 .413|0.714 .417 (0.741 .434
local
community

Participation- 0.800 .039|0.813 .043|0.818 .044|0.837 .049|0.834 .048|0.834 .048|0.842 .050 |0.877 .060
relations

Social 0.043 .001|0.044 .001|0.044 .001|0.045 .001|0.045 .001|0.044 .001(0.045 .001 [0.046 .001
support

An observation is called an outlier if the absolute value of its studentized

residual is greater than 2, whereas it is called a high-leveraged point if its

leverage is greater than @ ~ 0.0655. Outliers and high leveraged observations

are shown in Figure 2. There are 16 outliers (4%), 20 high-leverage observations
(5%) and 3 points with both these features (0.8%). In our case, h,,,, = 0.162 and

0.7-h . . .
% < 4, which means that the degree of maximum leverage is moderate and

not very high.
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Figure 2. Scatter plot of leverages towards studentized residuals

The questions is which of HC-estimators is the most suitable in our case. We
have a strong evidence of heteroskedasticity, the sample size is not very small
and the maximum degree of leverage is moderate. HC4m, HC5m or even HC3
are better adapted for the situation of low or moderate leverages than HC4 and
HC5, which are better in the case of very high leverages, so we can restrict to
those 3 estimators. As it was outlined earlier in Section 5, the conservativeness of
tests increases with every consecutive estimator. HC5m makes them severely
conservative, but there is no need to use it for our model. In our opinion, the best
option is to choose HC4m, which is still much more conservative than somewhat
liberal HC3. As a result of use of HC4m-estimator, four variables (ADL
assessment, social network, loneliness and social support) are considered
significant in the context of men’s quality of life.

7.3. Women'’s quality of life model

We will now consider the same model of quality of life for the group of women
aged 60 or over (sample size: n=519), which meets all linear regression
assumptions including homoskedasticity (White: p=0.452; Breusch-Pagan:
p=0.590). The scatter plot of predicted values of quality of life against error
squares with a regression line (Figure 3) confirms that error variance is rather
constant.
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Figure 3. Regression line of error squares against predicted quality of life
(WHOQOL-AGE scale) for women

Table 5 presents the results of OLS estimation of women’s quality of life.
There are four significant variables: ADL, social network, loneliness and social
support. In the light of facts previously presented in Section 5, it might be valuable
to compare OLS results with an unbiased, but a slightly more conservative HC2-
estimator. Despite both OLS and HC2 variance estimators are unbiased, values
of standard errors estimators and results of significance tests are not equally
same, but they are very similar. This is mainly due to the fact that in both cases
the variances are estimated and square roots are computed to finally get standard
errors. While p value for participation—local community is equal to the level of 0.05
for HC2-estimator, it is much higher for OLS (p=0.071) and we consider this
variable insignificant. Despite HC-estimators almost always increases the
conservativeness of tests, it is not a set rule for all variables in a given model.
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Table 5. Results of estimation with OLS and HC2-estimator of women’s quality of
life, adjusted into: education level, marital status and having children

OLS HC2
(R?=0.343, p<0.001)
B Std. P Std. P
error error
BMI -0.020 0.086 .819 0.084 .813
Age -0.114 0.063 071 0.064 .078
ADL -1.121 0.157 <.001 0.174 <.001
Social network 0.128 0.040 .002 0.040 .001
Loneliness -0.076 0.023 .001 0.025 .003
Participation — local community 1.274 0.704 .071 0.648 .050
Participation - relations 0.887 0.586 131 0.596 137
Social support 0.112 0.031 <.001 0.032 .001

7.4. Discussion on the results from quality of life models

Men’s quality of life model turned out to have a problem with
heteroskedasticity. OLS estimation method was unreliable, therefore we tried
methods of WLS and division into subsamples, both of which did not result in
homoskedasticity. Then, HC-estimators were used and HC4m was found the
most appropriate. Thanks to the estimation with HC4m four variables are
considered to have a significant relationship with quality of life among older men:
social network, loneliness, social support and ADL assessment.

Men who feel more lonely have worse quality of life assessment (B =
—0.114; p = 0.001), which means that one unit increase in the feeling of
loneliness results in 0.114 unit decrease of quality of life. The more problems
connected with daily living activities were reported, the significantly lower quality
of life was detected (B = —1.169; p = 0.006). In turn, the better the assessment of
social network, the higher quality of life was reported (B = 0.189; p = 0.005), as
well as for social support (B = 0.150; p = 0.001).

For women, the applicability of the OLS method was fully justified. As a result,
the same four variables turned out to have a significant relationship with quality of
life: ADL (B = —1.121; p < 0.001), social network (B = 0.128; p = 0.002), social
support (B =0.112; p < 0.001) and loneliness (B = —0.076; p = 0.001). Results
of estimation with unbiased HC2-estimator were very similar to OLS results.



STATISTICS IN TRANSITION new series, September 2018 447

As it can be seen, the same four variables turned out to be significant in the
context of quality of life both for men and women and trends for all four are very
similar. Nonetheless, absolute values of all estimated parameters are higher in
the case of men. Especially feeling of loneliness has 1.5 times stronger effect on
quality of life among men than among women. While it has been shown before
that QOL can be significantly reduced by loneliness among older people (Musich
et al.,, 2015), there are very few studies on gender differences in older people
quality of life affected by feeling of loneliness (Tobiasz-Adamczyk et al., 2017).
Despite women seem to suffer from loneliness more frequently than men (Beal,
2006; 1. Thomopoulou, D. Thomopoulou and Koutsouki, 2010), men’s reaction to
a higher feeling of loneliness, resulting in poorer quality of life assessment, can be
stronger than women’s. Deeper sociological inferences were not the main scope
of this paper, but we hope that our results will encourage sociologists to make
further analysis.

8. Conclusion

Giving the example of men’s quality of life model, we could observe what are
possible consequences of ignoring heteroskedasticity. We could also investigate
how to choose the best alternative method of estimation.

Following Hayes and Cai (2007), if there is rationale for stating that our model
does not meet the homoskedasticity assumption, it is recommended to have a
very critical view on the results obtained by the OLS and to use other estimation
methods. However, not all of them work equally well. WLS requires the form of
heteroskedasticity to be known, which is usually difficult to meet and we are not
assured that a new model will be free of lack of homoskedasticity. The latter can
also be said about the division of a sample into subsamples.

It seems that the best idea is to use heteroskedasticity-consistent variance
matrix estimators. Some HC-estimators are offered by statistical programs, for
example SAS (HCO0-HC3) and R (it offers also HC4m and HCS5 in the Sandwich
package presented in 2017).

Despite HC-estimators asymptotically have desirable properties, some
problems with their credibility can occur. Generally, when it comes to choose the
best HC-estimator, we recommend the following criteria:

e HC2 is the best option when heteroskedasticity is not clear or it is relatively

low.

e |If the sample size is small, HC3 and later estimators are preferred. The
degree of leverages should be taken into account to choose the best
among them.

¢ In the case of the occurrence of some high leveraged observations, HC3,
HC4, HC5 or HC5m are recommended. If the degree of leverage is very
high, HC5 and HC5m prevail over others.

e |If the degree of leverage is low or moderate (%<4), the best

choices are HC4m or HC5m.
¢ Inthe occurrence of non-normal errors, use of HC4m is preferable.
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Since we now have the knowledge and such an easy access to more precise
tools, we should use HC-estimators in the occurrence of heteroskedasticity to
verify the significance of model parameters and to analyse them in depth.
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