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A GENERALIZED EXPONENTIAL TYPE ESTIMATOR
OF POPULATION MEAN IN THE PRESENCE OF

NON-RESPONSE

Siraj Muneer1,Javid Shabbir2, Alamgir Khalil3

ABSTRACT

In this article, we propose a class of generalized exponential type estimators to esti-
mate the finite population mean by using two auxiliary variables under non-response
in simple random sampling. The proposed estimator under non-response in different
situations has been studied and gives minimum mean square error as compared to
all other considered estimators. Usual exponential ratio type estimator, exponential
product type estimator and many more estimators are also identified from the pro-
posed estimator. We use three real data sets to obtain the efficiencies of estimators.

Key words: auxiliary variables, bias, MSE, efficiency, non-response.

1. Introduction

In survey sampling, it is assumed that all the observations are correctly measured
on the characteristics under study. But in practice, when we fail to collect the
complete information on different variables, non-response is supposed to occur.
Non-response occurs due to many reasons, which includes the lack of information
provided by respondents, also some of the respondents refuse to answer the ques-
tionnaire, sometimes it is difficult to find out the respondents, etc. The common
approach to overcome non-response problem is to contact the non-respondents
and obtain maximum information as much as possible. Generally auxiliary informa-
tion is used to increase the precision of the estimators when there exists a corre-
lation between the study and the auxiliary variables. Ratio, product and regression
estimators are good examples in this context. In daily life there are many situa-
tions when we are unable to access the complete information either on the study
variable or the auxiliary variable or at the same time both on the study and the
auxiliary variables. Hansen and Hurwitz (1946) were the first to suggest a non-
response handling technique in mail surveys combined the advantages of mailed
questionnaires and personal interviews. Later on, several authors, including Sri-
nath (1971), selected the subsample of non-respondents, where the sub-sampling
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fraction varied according to the non-response rates. Rao (1986) suggested a ra-
tio type estimator for population mean, in the presence of non-response for two-
phase sampling, when the population mean of the auxiliary variable x was unknown
and non-response occurred on the auxiliary variable. Khare and Srivastava (1993,
1995, 1997, 2010) and Olkin (1958) suggested different ratio and product types
estimators for estimation of population mean using the auxiliary information under
non-response. Similarly, Singh and Kumar (2008) and Singh et al. (2010) have
made significant contributions and proposed ratio, product and difference classes
of estimators under non-response. El-Badry (1956), Bahl and Tuteja (1991), Ku-
mar and Bhougal (2011), Muneer et al. (2017) and Ismail et al. (2011) suggested
many estimators in two-phase sampling with sub-sampling of non-respondents in
estimating the finite population mean. Khare and Sinha (2007, 2009, 2011) pro-
posed some classes of estimators for estimating population mean in the presence
of non-response using multi-auxiliary characters in different ways. For controlling
the non-response bias and eliminating the need for call backs in survey sampling,
Tabasum and Khan (2006), Shabbir and Nasir (2013) and references cited therein
have discussed some good techniques and plans for the estimation of finite popu-
lation mean followed the technique proposed by Hansen and Hurwitz (1946) using
one or more auxiliary variables in the presence of non-response. Now, we explain
the Hansen and Hurwitz (1946) strategy for non-response.
Suppose a finite population U = (1,2, ...,N) of size N units can be divided into two
classes N =N1+N2. Let N1 and N2 be the number of units in the population that form
the response and non-response classes respectively. We draw a sample of size n
units from U by using a simple random sample without replacement (SRSWOR)
sampling scheme. Let r1 units respond and r2 = (n− r1) units do not respond in the
first attempt. Let a subsample of size k2 units be selected from r2 non-respondents
units, such that r2 = k2h,(h > 1). Let yi and (xi,zi) be the values of the study vari-
able (y) and the auxiliary variables (x,z) respectively. Let ȳ and (x̄, z̄) be the sample
means corresponding to population means Ȳ and (X̄ , Z̄) respectively.

2. Notations and Symbols with Selected Estimators

To obtain the properties of estimators, we define the following symbols and nota-
tions.
Let e∗0 =

(
ȳ∗−Ȳ

Ȳ

)
,e∗1 =

(
x̄∗−X̄

X̄

)
,e1 =

(
x̄−X̄

X̄

)
, e2 =

(
z̄−Z̄

Z̄

)
, e∗2 =

(
z̄∗−Z̄

Z̄

)
are the relative error terms, such that
E(ei

∗) = 0,(i = 0,1,2), E(ei) = 0,(i = 1,2).
E(e∗20 ) = λC2

y +θC2
y(2) =V ∗y , E(e∗21 ) = λC2

x +θC2
x(2) =V ∗x ,

E(e∗22 ) = λC2
z +θC2

z(2) =V ∗z , E(e∗0e∗1) = λCyx +θCyx(2) =V ∗yx,

E(e∗0e∗2) = λCyz +θCyz(2) =V ∗yz,E(e
∗
1e∗2) = λCxz +θCxz(2) =V ∗xz,

E(e∗1e1) = E(e2
1) = λC2

x =Vx,E(e∗0e1) = E(e0e1) = λCyx =Vyx,

where
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C2
y =

S2
y

Ȳ 2 , C2
x = S2

x
X̄2 , C2

z =
S2

z
Z̄2 , Cyx = ρyxCyCx, Cyz = ρyzCyCz,

Cxz = ρxzCxCz, C2
y(2) =

S2
y(2)
Ȳ 2 , C2

x(2) =
S2

x(2)
X̄2 , C2

z(2) =
S2

z(2)
Z̄2 ,

Cyx(2) = ρyx(2)Cy(2)Cx(2), Cyz(2) = ρyz(2)Cy(2)Cz(2), Cxz(2) = ρxz(2)Cx(2)Cz(2),

λ = ( 1− f
n ), f = n

N , θ =W2(
h−1

n ) and W2 =
N2
N .

Now, we review some important estimators which are available in the literature.

1. Hansen and Hurwitz (1946) were the first who formulated an unbiased es-
timator of the population mean Ȳ of the study variable Y in the presence of
non-response. Initially they considered the mailed survey in the first attempt
and personal interviews in the second attempt after the deadline was over.
The estimator is given by

ȳ∗ =
( r1

n

)
ȳr1 +

( r2

n

)
ȳk2 , (1)

where ȳr1 =
1
r1

∑
r1
i=1 yi and ȳk2 =

1
k2

∑
k2
i=1 yi.

The variance of ȳ∗, is given by

V (ȳ∗) = Ȳ 2V ∗y . (2)

2. The ratio and product estimators under non-response case.
When non-response exists on the study variable y as well as on the auxiliary
variable x, the traditional ratio and product estimators for population mean Ȳ
are given by

ȳ∗R = ȳ∗
(

X̄
x̄∗

)
, (3)

and

ȳ∗P = ȳ∗
(

x̄∗

X̄

)
, (4)

where ȳ∗ and x̄∗ are the Hansen and Hurwitz (1946) estimators for population
means Ȳ and X̄ respectively and are defined by ȳ∗ =

( r1
n

)
ȳr1 +

( r2
n

)
ȳk2 and

x̄∗ =
( r1

n

)
x̄r1 +

( r2
n

)
x̄k2 with (ȳr1 , x̄r1) and (ȳk2 , x̄k2) are the sample means of (y,x)

based on the samples of r1 and k2 units respectively.

The MSEs of ȳ∗R and ȳ∗P, to the first order of approximation, are given by

MSE(ȳ∗R)∼= Ȳ 2(V ∗y +V ∗x −2V ∗yx), (5)

and
MSE(ȳ∗P)∼= Ȳ 2(V ∗y +V ∗x +2V ∗yx). (6)

We observed that ȳ∗R and ȳ∗P perform better than ȳ∗ , if V ∗yx >
1
2V ∗x and V ∗yx <

− 1
2V ∗x respectively.
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3. Rao (1986) suggested ratio and product estimators under no-response.
When non-response exists only on the study variable y, while the complete
information on the auxiliary variable x is available, the ratio and product esti-
mators, are given by

ȳ∗Rao(R) = ȳ∗
(

X̄
x̄

)
, (7)

and

ȳ∗Rao(P) = ȳ∗
(

x̄
X̄

)
, (8)

where x̄ is the sample mean X̄ based on complete information, and X̄ is the
population mean of the auxiliary variable.

The MSEs of ȳ∗Rao(R) and ȳ∗Rao(P), to the first order of approximation, are given
by

MSE(ȳ∗Rao(R))
∼= Ȳ 2(V ∗y +Vx−2Vyx), (9)

and
MSE(ȳ∗Rao(P))

∼= Ȳ 2(V ∗y +Vx +2Vyx). (10)

Note that ȳ∗Rao(R) and ȳ∗Rao(P) perform better then ȳ∗ if Vyx >
1
2Vx and Vyx <− 1

2Vx

respectively.

4. Bahl and Tuteja (1991) exponential ratio and product type estimators for pop-
ulation mean Ȳ , when non-response exists on the study variable y as well as
on the auxiliary variable x as:

ȳ∗exp(R) = ȳ∗ exp
(

X̄− x̄∗

X̄ + x̄∗

)
, (11)

and

ȳ∗exp(P) = ȳ∗ exp
(

x̄∗− X̄
x̄∗+ X̄

)
. (12)

The MSEs of ȳ∗exp(R) and ȳ∗exp(P), to the first order of approximation, are given
by

MSE(ȳ∗exp(R))
∼= Ȳ 2

(
V ∗y +

1
4

V ∗x −V ∗yx

)
, (13)

and

MSE(ȳ∗exp(P))
∼= Ȳ 2

(
V ∗y +

1
4

V ∗x +V ∗yx

)
. (14)

Both the estimators ȳ∗exp(R) and ȳ∗exp(P) are more efficient than ȳ∗ if V ∗yx >
1
4V ∗x

and V ∗yx <− 1
4V ∗x respectively.

5. Singh and Kumar (2008) suggested ratio, product and difference type estima-
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tors in the case of non-response. They considered the situation in which the
population mean of the auxiliary variable x is known, but some units fail to
provide information on the study variable y and the auxiliary variable x. The
estimator is given by:

ȳ∗SK(R1) = ȳ∗
(

X̄
x̄∗

)(
X̄
x̄

)
, (15)

where x̄∗ and x̄, both are unbiased estimators of the population mean X̄ of the
auxiliary variable x.
The MSE of ȳ∗SK(R1), to the first order of approximation, is given by

MSE(ȳ∗SK(R1))
∼= Ȳ 2 (V ∗y +V ∗x +3Vx−2(V ∗yx +Vyx)

)
. (16)

Note that ȳ∗SK(R1) performs better than ȳ∗ if (V ∗yx+Vyx)>
1
2 (V

∗
x +Vx). The product

estimator of the above mentioned situation is

ȳ∗SK(P) = ȳ∗
(

x̄∗

X̄

)(
x̄
X̄

)
. (17)

The MSE of ȳ∗SK(P), to the first order of approximation, is given by

MSE(ȳSK(P))∼= Ȳ 2 (V ∗y +V ∗x +3Vx +2(V ∗yx +Vyx)
)
. (18)

Note that MSE of ȳ∗SK(P), is smaller than ȳ∗ if V ∗yx +Vyx <− 1
2 (V

∗
x +3Vx).

Singh and Kumar (2008) also suggested the generalized ratio-type estimator
of the above mentioned situations as

ȳ∗SK(R2) = ȳ∗
(

X̄
x̄∗

)α1
(

X̄
x̄

)α2

, (19)

where α1 and α2 are constants whose values are to be determined.

The minimum MSE of ȳ∗SK(R2) to the first order of approximation, at optimum

values of α1 and α2 i.e. α1opt =
(V ∗yx−Vyx)

(V ∗x −Vx)
and α2opt =

(V ∗x Vyx−V ∗yxVx)

Vx(V ∗x −Vx)
, is given by

MSE(ȳ∗SK(R2))min ∼= Ȳ 2

[
V ∗y −

VxV ∗2yx +V ∗x V 2
yx−2VyxV ∗yxVx

Vx(V ∗x −Vx)

]
. (20)

Note that ȳ∗SK(R2) performs better than ȳ∗

if VxV ∗2yx +V ∗x V 2
yx−2VyxV ∗yxVx

Vx(V ∗x −Vx)
> 0

Singh and Kumar (2008) also suggested a difference type estimator in the
case of non-response as

ȳ∗SK(d) = ȳ∗+d1(x̄− x̄∗)+d2(X̄− x̄), (21)
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where d1 and d2 are constants whose values are to be determined.
The minimum MSE of ȳ∗SK(d) to the first order of approximation, at optimum

values of d1 and d2 i.e. d1opt =
Ȳ (V ∗yx−Vyx)

X̄(V ∗x −Vx)
and d2opt =

ȲVyx
X̄Vx

, is given by,

MSE(ȳ∗SK(d))min ∼= Ȳ 2

[
V ∗y −

(V ∗yx−Vyx)
2

(V ∗x −Vx)
−

V 2
yx

Vx

]
. (22)

Note that ȳ∗SK(d) performs better than ȳ∗ if
[
(V ∗yx−Vyx)

2

(V ∗x −Vx)
+

V 2
yx

Vx

]
> 0. Also, we ob-

served that MSE(ȳ∗SK(d))min = MSE(ȳ∗SK(R2))min.

6. Kumar and Bhougal (2011) proposed ratio-product-type exponential estima-
tor for the population mean Ȳ , when non-response exists on both the study
variable y and the auxiliary variable x as

ȳ∗KB = ȳ∗
[

α exp
(

X̄− x̄∗

X̄ + x̄∗

)
+(1−α)exp

(
x̄∗− X̄
x̄∗+ X̄

)]
, (23)

where α is a constant whose value is to be determined.
The minimum MSE of ȳ∗KB at optimum value of αopt =

1
2 (1+ 2

V ∗yx
V ∗x

), to the first
order of approximation, is given by

MSE(ȳ∗KB)min ∼= Ȳ 2

(
V ∗y −

V ∗2yx

V ∗x

)
. (24)

Note that ȳ∗KB performs better than ȳ∗ if V ∗2yx
V ∗x

> 0, which is always true.

3. Class of Estimators

In application, our purpose was to construct a type of general class of estimators
which contains many estimators, stable and efficient. So motivated by Singh and
Shukla (1993) and Shukla et al. (2012), we propose the following general class of
estimators in the case of non-response exists on the study variable as well as on
the two auxiliary variables. Initially Bahl and Tuteja (1991) gave the idea of expo-
nential ratio type and product type estimators for estimating the population mean
by using the single auxiliary variable. Also, we can generate many more estima-
tors by substituting different values of (Ki, i = 1,2,3,4). The proposed estimator is
constructed by combining the ideas of Bahl and Tuteja (1991), Singh and Shukla
(1993) and Shukla (2012), given by

ȳ∗prop = ȳ∗
[

exp
(

G1−D1

G1 +D1

)
exp
(

G2−D2

G2 +D2

)]
, (25)

where ”prop” indicates proposed. G1 = (A1+C1)X̄ + f B1x̄∗, G2 = (A2+C2)Z̄+

f B2z̄∗,
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D1 =(A1+ f B1)X̄+C1x̄∗, D2 =(A2+ f B2)Z̄+C2z̄∗, Ai =(Ki−1)(Ki−2), Bi =(Ki−
1)(Ki−4), Ci = (Ki−2)(Ki−3)(Ki−4), (i = 1,2,3,4).
Substituting different values of Ki in (25), we can generate many more different
types of estimators from our proposed class of estimators given in Table 1.

Table 1: Some members of the proposed class of family of estimators ȳ∗prop
Estimators Estimators
K1 = 1 and K2 = 1 K1 = 1 and K2 = 2

ȳ∗prop1 = ȳ∗ exp
(

X̄−x̄∗
X̄+x̄∗

)
exp
(

Z̄−z̄∗
Z̄+z̄∗

)
ȳprop2 = ȳ∗ exp

(
X̄−x̄∗
X̄+x̄∗

)
exp
(

z̄∗−Z̄
z̄∗+Z̄

)
K1 = 1 and K2 = 3 K1 = 1 and K2 = 4

ȳ∗prop3 = ȳ∗ exp
(

X̄−x̄∗
X̄+x̄∗

)
exp
(

n(Z̄−z̄∗)
2NZ̄−n(z̄∗+Z̄ )

)
ȳ∗prop4 = ȳ∗ exp

(
X̄−x̄∗
X̄+x̄∗

)
K1 = 2 and K2 = 1 K1 = 2 and K2 = 2

ȳ∗prop5 = ȳ∗ exp
(

x̄∗−X̄
x̄∗+X̄

)
exp
(

Z̄−z̄∗
Z̄+z̄∗

)
ȳ∗prop6 = ȳ∗ exp

(
x̄∗−X̄
x̄∗+X̄

)
exp
(

z̄∗−Z̄
z̄∗+Z̄

)
K1 = 2 and K2 = 3 K1 = 2 and K2 = 4

ȳ∗prop7 = ȳ∗ exp
(

x̄∗−X̄
x̄∗+X̄

)
exp
(

n(Z̄−z̄∗)
2NZ̄−n(z̄∗+Z̄ )

)
ȳ∗prop8 = ȳ∗ exp

(
x̄∗−X̄
x̄∗+X̄

)
K1 = 3 and K2 = 1 K1 = 3 and K2 = 2

ȳ∗prop9 = ȳ∗ exp
(

n(X̄−x̄∗)
2NX̄−n(x̄∗+X̄)

)
exp
(

Z̄−z̄∗
Z̄+z̄∗

)
ȳ∗prop10 = ȳ∗ exp

(
n(X̄−x̄∗)

2NX̄−n(x̄∗+X̄)

)
exp
(

z̄∗−Z̄
z̄∗+Z̄

)
K1 = 3 and K2 = 3 K1 = 3 and K2 = 4

ȳ∗prop11 = ȳ∗ exp
(

n(X̄−x̄∗)
2NX̄−n(x̄∗+X̄)

)
)exp

(
n(Z̄−z̄∗)

2NZ̄−n(z̄∗+Z̄ )
)

ȳ∗prop12 = ȳ∗ exp
(

n(X̄−x̄∗)
2NX̄−n(x̄∗+X̄)

)
K1 = 4 and K2 = 1 K1 = 4 and K2 = 2

ȳ∗prop13 = ȳ∗ exp
(

Z̄−z̄∗
Z̄+z̄∗

)
ȳ∗prop14 = ȳ∗ exp

(
z̄∗−Z̄
z̄∗+Z̄

)
K1 = 4 and K2 = 3 K1 = 4 and K2 = 4

ȳ∗prop15 = ȳ∗ exp
(

n(Z̄−z̄∗)
2NZ̄−n(z̄∗+Z̄ )

)
ȳ∗prop16 = ȳ∗

Solving ȳ∗prop given in Eq. (25) in terms of e′s (defined earlier in Section 2), we
have

ȳ∗prop
∼=Ȳ (1+ e∗0)

(
1+

1
2

σ1e∗1−
1
4

σ1ν1e∗21 +
1
8

σ
2
1 e∗21 + ....

)
(

1+
1
2

σ2e∗2−
1
4

σ2ν2e∗22 +
1
8

σ
2
2 e∗22 + ....

)
, (26)

where σ1 =
f B1−C1

A1+ f B1+C1
, ν1 =

f B1+C1
A1+ f B1+C1

, σ2 =
f B2−C2

A2+ f B2+C2
, ν2 =

f B2+C2
A2+ f B2+C2

.

To first order of approximation, we have
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ȳ∗prop− Ȳ ∼= Ȳ (e∗0 +
1
2

σ1e∗1 +
1
2

σ2e∗2 +
1
2

σ1e∗0e∗1 +
1
2

σ2e∗0e∗2−
1
4

σ1ν1e∗21

−1
4

σ2ν2e∗22 +
1
8

σ
2
1 e∗21 +

1
8

σ
2
2 e∗22 ). (27)

The bias of ȳ∗prop to the first order of approximation, is given by

B(ȳ∗prop)
∼= Ȳ

[
1
2

σ1V ∗yx +
σ1

2
σ2V ∗yz +

1
8

V ∗x (σ
2
1 −2σ1ν1)+

1
8

V ∗z (σ
2
2 −2σ2ν2)

]
. (28)

The MSE of ȳ∗prop to the first order of approximation, is given by

MSE(ȳ∗prop)
∼= Ȳ 2E

[
e∗0 +

1
2

σ1e∗1 +
1
2

σ2e∗2

]2

.

Solving above equation, we have

MSE(ȳ∗prop)
∼= Ȳ 2

[
V ∗y +

1
4

σ
2
1V ∗x +

1
4

σ
2
2V ∗z +σ1V ∗yx +σ2V ∗yz +

1
2

σ1σ2V ∗xz

]
. (29)

Differentiate Eq.(29) with respect to σ1 and σ2, we get the optimum values of σ1 and
σ2 i.e.

σ1(opt) =
2(V ∗yzV

∗
xz−V ∗yxV

∗
z )

V ∗x V ∗z −V ∗2xz

and

σ2(opt) =
2(V ∗yxV

∗
xz−V ∗yzV

∗
x )

V ∗x V ∗z −V ∗2xz
.

Substituting the optimum values of σ1(opt) and σ2(opt) in Eq.(29), we get minimum
MSE of ȳ∗prop, given by

MSE(ȳ∗prop)min ∼= Ȳ 2

[
V ∗y −

V ∗2yx V ∗z +V ∗2yz V ∗x −2V ∗yxV
∗
yzV
∗
xz

V ∗x V ∗z −V ∗2xz

]
. (30)

4. Theoretical Comparison

A comparison of our MSE estimator and previously presented 12 different estima-
tors is given as
• By variance of Hansen and Hurwitz (1946) estimator and our MSE estimator:

MSE(ȳ∗prop)min <V (ȳ∗) if
A1
A2

> 0, where
A1 = (V ∗2yx V ∗z +V ∗2yz V ∗x −2V ∗yxV

∗
yzV
∗
xz) and A2 = (V ∗x V ∗z −V ∗2xz ).

• By MSE of Rao (1986) estimator and our MSE estimator:
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MSE(ȳ∗prop)min < MSE(ȳ∗Rao(R)) if

(Vx−2Vyx)+
A1
A2

> 0.
•By MSE of Rao (1986) estimator and our MSE estimator:
MSE(ȳ∗prop)min < MSE(ȳ∗Rao(P)) if

(Vx +2Vyx)+
A1
A2

> 0.
• By MSE of ratio estimator and our MSE estimator:
MSE(ȳ∗prop)min < MSE(ȳ∗R) if

(V ∗x −2V ∗yx)+
A1
A2

> 0.
• By MSE of product estimator and our MSE estimator:
MSE(ȳ∗prop)min < MSE(ȳ∗P) if

(V ∗x +2V ∗yx)+
A1
A2

> 0.
• By MSE of Bahl and Tuteja (1991) exponential ratio estimator and our MSE esti-
mator:
MSE(ȳ∗prop)min < MSE(ȳ∗exp(R)) if

( 1
4V ∗x −V ∗yx)+

A1
A2

> 0.
• By MSE of Bahl and Tuteja (1991) exponential product estimator and our MSE
estimator:
MSE(ȳ∗prop)min < MSE(ȳ∗exp(P)) if

( 1
4V ∗x +V ∗yx)+

A1
A2

> 0.
• By MSE of Singh and Kumar (2008) ratio type estimator and our MSE estimator:
MSE(ȳ∗prop)min < MSE(ȳ∗SK(R1)) if

[V ∗x +3Vx−2(V ∗yx +Vyx)]+
A1
A2

> 0.
• By MSE of Singh and Kumar (2008) product type estimator and our MSE estima-
tor:
MSE(ȳ∗prop)min < MSE(ȳ∗SK(P)) if

[V ∗x +3Vx +2(V ∗yx +Vyx)]+
A1
A2

> 0.
• By MSE of Kumar and Bhougal (2011) ratio and product type estimator and our
MSE estimator:
MSE(ȳ∗prop)min < MSE(ȳ∗KB)min if
A1
A2
− V ∗2yx

V ∗x
> 0.

• By MSE of Singh and Kumar (2008) chain ratio type estimator and our MSE esti-
mator:
MSE(ȳ∗prop)min < MSE(ȳ∗SK(R2))min if

A1
A2
− B1

B2
> 0, where
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B1 = (V ∗2yx Vx +V 2
yxV
∗
x −2VyxV ∗yxVx) and B2 =Vx(V ∗x −Vx).

• By MSE of Singh and Kumar (2008) difference type estimator and our MSE esti-
mator:
MSE(ȳ∗prop)min < MSE(ȳ∗SK(d))min if

A1
A2
− (V ∗yx−Vyx)

2

(V ∗x −Vx)
− V 2

yx
Vx

> 0.
Note: The proposed class of estimators performs better than all other considered
estimators, if the above mentioned conditions (i)− (Xii) are satisfied.

5. Numerical Comparison

To observe the performance of our proposed generalized class of estimators with
respect to other considered estimators, we use the following data sets, which were
earlier used by many authors in the literature. We used different values of h, i.e. 2,
4, 6, 8 and 16, in Tables 2-4 in our study.

1. Data set 1 [Source: Khare and Sinha (2007)]

y : Weights of the children in kilograms.
x : Skull circumference of the children in centimeter.
z: Chest circumference of the children in centimeter.

N = 95,n = 30,W2 = 0.25,Ȳ = 19.4968, X̄ = 51.1726, Z̄ = 55.8611,
ρyx = 0.3280, ρyx(2) = 0.4770, ρyz = 0.8460, ρyz(2) = 0.7290,
ρxz = 0.2970, ρxz(2) = 0.5700, Cy = 0.1562, Cy(2) = 0.1207,
Cx = 0.0301, Cx(2) = 0.0247, Cz = 0.0586, Cz(2) = 0.0541.

2. Data set 2 [Source: Khare and Sinha (2012)]

y : Number of literate persons in the village.
x : Number of workers in the village.
z: Number of non-workers in the village.

N = 109,n = 30,W2 = 0.25,Ȳ = 145.30, X̄ = 165.26, Z̄ = 259.08,
ρyx = 0.81, ρyx(2) = 0.78, ρyz = 0.90, ρyz(2) = 0.87,ρxz = 0.81,
ρxz(2) = 0.74,Cy = 0.76,Cy(2) = 0.68,Cx = 0.68, Cx(2) = 0.57,
Cz = 0.76, Cz(2) = 0.54.

3. Data set 3 [Source: Khare and Sinha (2009)]

y : Number of agricultural labors in the village.
x : Area (in hectares) of the village.
z: Number of cultivators in the village.
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N = 96,n = 30,W2 = 0.25,Ȳ = 137.92, X̄ = 144.87, Z̄ = 185.21,
ρyx = 0.77, ρyx(2) = 0.72, ρyz = 0.78,ρyz(2) = 0.78,ρxz = 0.81,
ρxz(2) = 0.72, Cy = 1.32, Cy(2) = 2.08,Cx = 0.81, Cx(2) = 0.94,
Cz = 1.05, Cz(2) = 1.48.

We use the following expression to obtain the percent relative efficiency (PRE)
for different estimators using different values of h:

PRE =
V (ȳ∗)

MSE(i) or MSE(i)min
×100, i = ȳ∗, ȳ∗Rao(P), ȳ

∗
Rao(P), ȳ

∗
R, . . . , ȳ

∗
prop.

Results based on three data sets are given in Tables 2, 3 and 4.
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Table 2: PRE of estimators with respect to ȳ∗ for data set 1

.

Estimator h=2 h=4 h=6 h=8 h=16
ȳ∗ 100.000 100.000 100.000 100.000 100.000

ȳ∗R 111.204 112.946 113.987 114.678 116.057

ȳ∗P 84.9820 83.8472 83.200 82.782 81.974

ȳ∗Rao(R) 107.908 105.704 104.460 103.662 102.134

ȳ∗Rao(P) 88.1636 91.004 92.745 93.922 96.314

ȳ∗exp(R) 106.369 107.189 107.672 107.991 108.621

ȳ∗exp(P) 92.6901 92.032 91.654 91.407 90.929

ȳ∗SK(R1) 112.749 114.116 114.927 115.465 116.532

ȳ∗SK(P) 72.8894 74.829 76.007 76.799 78.397

ȳ∗KB 114.506 117.822 119.946 121.417 124.495

ȳ∗SK(R2) 114.819 118.348 120.506 121.961 124.915

ȳ∗SK(d) 114.819 118.348 120.506 121.961 124.915

ȳ∗prop 309.222 270.592 254.538 245.755 231.530
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Table 3: PRE of estimators with respect to ȳ∗ for data set 2

.

Estimator h=2 h=4 h=6 h=8 h=16
ȳ∗ 100.000 100.000 100.000 100.000 100.000

ȳ∗R 277.329 269.560 265.571 263.144 258.764

ȳ∗P 31.268 31.832 32.144 32.341 32.712

ȳ∗Rao(R) 203.460 155.016 137.471 128.411 114.442

ȳ∗Rao(P) 36.190 44.8313 51.411 56.588 69.561

ȳ∗exp(R) 205.995 201.434 199.072 197.627 195.006

ȳ∗exp(P) 52.514 53.144 53.488 53.705 54.111

ȳ∗SK(R1) 90.356 112.140 128.782 141.911 174.939

ȳ∗SK(P) 16.087 19.056 21.147 22.701 26.275

ȳ∗KB 282.247 273.501 269.048 266.350 261.505

ȳ∗SK(R2) 282.309 273.589 269.133 266.427 261.559

ȳ∗SK(d) 282.309 273.589 269.133 266.427 261.559

ȳ∗prop 549.804 521.751 510.740 505.259 498.002
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Table 4: PRE of estimators with respect to ȳ∗ for data set 3

.

Estimator h=2 h=4 h=6 h=8 h=16
ȳ∗ 100.000 100.000 100.000 100.000 100.000

ȳ∗R 204.333 192.089 188.197 186.285 183.458

ȳ∗P 47.615 50.484 51.556 52.117 52.991

ȳ∗Rao(R) 142.598 118.102 111.493 108.419 104.068

ȳ∗Rao(P) 59.014 73.728 80.668 84.707 91.670

ȳ∗exp(R) 149.031 143.344 141.481 140.556 139.175

ȳ∗exp(P) 67.732 70.041 70.875 71.305 71.967

ȳ∗SK(R1) 170.523 175.322 177.041 177.925 179.283

ȳ∗SK(P) 31.343 39.367 43.181 45.410 49.267

ȳ∗KB 222.273 213.479 211.130 210.092 208.730

ȳ∗SK(R2) 226.014 216.679 213.634 212.124 209.873

ȳ∗SK(d) 226.014 216.679 213.634 212.124 209.873

ȳ∗prop 289.857 289.956 290.856 291.516 292.816

5.1. Discussion and Findings

In Table 2, PRE of the proposed class of estimators ȳ∗prop and Rao (1991) ratio es-
timator ȳ∗Rao(R) decrease as the values of h increases from 2 to 16. On the other
hand, the situation is reverse for the estimates ȳ∗R, ȳ

∗
exp(R), ȳ

∗
SK(R1), ȳ∗KB, ȳ

∗
SK(R2), ȳ

∗
SK(d).

In Table 3, the performances of the proposed estimator ȳ∗prop and all the other con-
sidered estimators decrease with an increase in the value of h.
In Table 4, PRE of the proposed class of estimators ȳ∗prop and Singh and Kumar
(2008) estimator ȳ∗SK(R1), increase with an increase in the values of h. Also in this ta-
ble, PRE of other estimators ȳ∗Rao(R), ȳ

∗
exp(R), ȳ

∗
SK(R1), ȳ∗KB, ȳ

∗
SK(R2), ȳ

∗
SK(d) decreases with

an increase in the value of h.
In Tables 2, 3 and 4, we observe that the product type estimators ȳ∗Rao(P) ȳ∗P, ȳ

∗
exp(P)

and ȳ∗SK(P) perform very poorly because of positive correlation in data sets 1, 2 and
3. Generally, we can use product type estimators when there exists a negative
correlation between the study variable and the auxiliary variable.
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6. Conclusion

We proposed a generalized class of estimators for estimating the population mean
using information on two auxiliary variables under non-response in simple random
sampling. Expressions for bias and MSE of the proposed generalized class of esti-
mators are derived up to the first degree of approximation. The proposed estimator
ȳ∗prop is compared with Hansen and Hurwitz (1946) estimator and other considered
estimators. A numerical study is carried out to support the theoretical results. In
Tables 2, 3 and 4, the proposed class of estimators performs better than all other
competitor estimators under non-response in simple random sampling. The prod-
uct type estimators perform poorly because of positive correlation in all data sets.
Therefore, the proposed class of estimators ȳ∗prop is preferable in different situations,
i.e. when no auxiliary variable, single auxiliary variable, and two auxiliary variables
are used. It is observed that the Singh and Kumar (2008) estimators ȳ∗SK(R1) and
ȳ∗SK(d) perform equally but ȳ∗SK(d) is preferable because of unbiasednes. All product
type estimators perform poorly due to weak correlation between the study and the
auxiliary variables.
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