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Abstract 
 
We study the dynamics of policy diffusion when a first-moving jurisdiction that legalizes an 
activity reduces the probability of legalization in nearby later-acting jurisdictions. If a 
jurisdiction’s firms can sell to neighboring residents, but if the good is competitively sold at 
every location, then policies converge: all jurisdictions legalize or all jurisdictions ban. If firms 
have some market power, and if the location of firms depends on the order of legalization, an 
early-adopting government may legalize, but an otherwise identical, but later-acting, 
neighboring government might not. This possible asymmetry is due to state dependence 
resulting from the initial distribution of firms following the first-mover’s legalization. 
Empirically, counties that legalize the sale of fireworks first have more firework vendors just 
inside their border than counties that legalize later. Furthermore, counties have a longer duration 
to legalize fireworks if nearby counties have already adopted. State dependence resulting from a 
first-mover advantage contributes to the policy divergence of regulatory policies. 
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1 Introduction

Current state and local policies are important determinants of the location of economic

activity. However, states that differ in their policies today may have differed in their policies

in the past. The persistence of these differences may be a result of reasons no longer relevant

today. Thus, state dependence resulting from initial policy decisions made long ago may still

play an important role today. This raises several questions. What is the role of dynamics

in the policy process and how does the historical order of adoption affect the equilibrium

location of firms and policies today? Does the initial order of legalization (and thus histor-

ical policy differentials) between jurisdictions influence the location of firms and thus have

persistent effects on the policy choices of governments today via state dependence?1

As an example, Holmes (1998) considers how pro-business and anti-business policies

influence firm location decisions. Holmes (1998) shows, theoretically and empirically, that

when adjacent states adopt different policies, a sharp discontinuity in manufacturing activity

– with extra activity on the pro-business side – occurs at the border. However, the theoretical

model in Holmes (1998) is static: it considers “bunching” of firms on one side of the border

as a result of existing business policies. Although current day policies are used in the model,

in his conclusion, Holmes (1998) acknowledges the importance of past policies on current

day firm locations: “even if differences [in the location of businesses] at the border are due

to state policies, it may be policies from long ago that have nothing to do with a state’s

current policies toward business.”

In this paper, we consider several modification to Holmes (1998) in order to emphasize

the role of past policies. We consider the role of state dependence resulting from initial firm

location decisions following the adoption of policies in early-moving states as an explanation

of why policy discontinuities persist at some state borders and not others. To do this,

we introduce dynamics into a model of fiscal competition with state dependence and derive

conditions under which identical jurisdictions that differ only in the order of legalization may

not adopt the same policies. Critically, we show that the initial order of adoption, which may

no longer be relevant for policy-making today, may discourage the entry of firms near the

border within the later-moving jurisdiction’s boundary. If these effects are strong enough,

a later-acting jurisdiction may not adopt the same policy as its neighbor because the first-

moving jurisdiction can obtain producer surplus from non-residents and can tax export while

the later-moving jurisdiction cannot. Adding dynamics and state dependence requires two

1By state dependence, we mean that past choices influence the probability of future outcomes, making
some outcomes more likely and others less likely (Heckman 1981). Path dependence can be defined as a
sequence of state dependent outcomes converging on a particular equilibrium (David 1985). See Whatley
(1990) for definitions.

1



major modifications to Holmes (1998). First, we endogenize the policies set by jurisdictions

by allowing for fiscal competition. Second, in Holmes (1998), the costs of one firm does not

depend upon the location of another firm. Our model is closer to Hotelling (1929); in such

a setting, due to firms competing for shoppers, not all firms may want to locate in a state

with favorable policies because they may forgo a larger market where they have fewer nearby

spatial competitors. Empirically, unlike Holmes, who studies firms near state borders that

differ in their policy, we look at firms near county borders that have the same policy today,

but had different policies in the past. As a result, we test a dynamic model, rather than

Holmes’ static model, which results from the incorporation of state dependence in a dynamic

context. In our empirical setting, current day policies are the same and therefore difference

out, allowing us to identify the effect of one jurisdiction legalizing first.

To study policy dynamics with state dependence, we focus on a particular policy –

whether a jurisdiction legalizes an activity or not – and then test the theory using data

on regulatory policies. Why do nearby jurisdictions that are otherwise similar set different

regulatory policies concerning the legalization or prohibition of a particular activity? As an

example, firework stores often advertise their products on billboards in states where fireworks

are illegal. These advertisements are usually for stores that set up shop strategically just

over the border to sell fireworks; the goal is to attract customers to buy types of fireworks

that are legally sold where the firm is located, but are not available in the neighboring

state.2 There are many instances where U.S. states sharing a border impose very different

regulations on the sale of fireworks. In many cases, the differing state policies — including

those between states that don’t appear to have widely dissimilar political environments —

have been in existence for many years. Regulatory differences across states are not unique to

fireworks, however, some regulatory policies converge across states. For example, the spatial

correlation in regulatory policies such as fireworks and casinos is non-existent or negative,

but is positive for lottery sales.3

To answer the question of why nearby jurisdictions that are otherwise similar may set

different regulatory policies, we model regulatory policy choices in a spatial setting in the

spirit of Braid (1987) and Kanbur and Keen (1993). Various authors have already used

theoretical spatial models to consider why the policy choices (concerning, say, continuous

variables such as tax rates) of neighboring jurisdictions might differ. Abstracting away from

possible differences in political considerations, these authors have explained varying policies

2Figure A.1 shows an example of firework vendors just south of the North/South Carolina border.
3For a survey of lottery and casino gambling, see Kearney (2005a). Knight and Schiff (2012) show that

lottery sales per capita are more responsive to prices in small states with densely populated borders while
Kearney (2005b) focuses on consumer behavior. Tosun and Skidmore (2004) show that border competition
is a determinant of lottery sales and Brown and Rork (2005) show evidence of spatial competition in prizes.
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by looking at the incentives that result, for instance, from jurisdictions having differing sizes

or population densities. If the jurisdictions in these models have identical parameter values,

the analysis predicts the policy choices of the jurisdictions will match (be the same) and

the equilibrium will be symmetric. Although precise comparisons to the prior literature are

reserved for section 2, we summarize the four defining features of our model:

1. Governments endogenously set policies by engaging in fiscal competition;

2. Firms interact strategically when setting prices;

3. Policies are set in a dynamic setting with otherwise identical jurisdictions; and

4. Past policy adoptions influence the probability of future outcomes.

In a model with a negative consumption externality, an early adopting jurisdiction, and

firms with some permanence of location and market power, we show that otherwise-identical

neighboring jurisdictions can make differing policy choices that persist — some jurisdictions

legalize, while others don’t. Policies do not converge. On the other hand, policies will match

and be consistent when the good is sold competitively at many locations. To that end, the

model may explain why states have converged for some regulatory policies and not others.

Our model has two major differences relative to the tax competition literature. First, the

model doesn’t consider governments choosing a continuous variable like a tax rate. Rather, it

analyzes governments that make a discrete choice about whether or not to legalize a certain

activity (fireworks) that has a negative externality in the jurisdiction where the consumer

resides (noise). This binary decision may result in large and salient policy discontinuities at

borders, which create dramatic incentives for firms to locate just inside the border in order to

capture customers from the neighboring jurisdiction where sale of the commodity is illegal.

More specifically, this paper considers a case in which the externality is large enough that

the net welfare effect of use by a jurisdiction’s own residents is negative. In spite of this

harmful impact, though, a first-moving welfare-maximizing government might legalize if it

has the potential to collect tax revenue (and, if its firms can earn producer surplus) from

border-crossing residents of another jurisdiction, while not experiencing the (full) externality

created by their consumption. That externality is instead felt by the home jurisdiction of

the border-crossers.

Second, the paper considers jurisdictions with identical ex ante characteristics, but allows

one jurisdiction to — for whatever reason, possibly low costs of policy experimentation —

make its policy choice first. As noted previously, this first-mover status affects ultimate

outcomes only if firms possessing market power arrange themselves (with some permanence)

in a manner that depends on early policy choices. In particular, with infinitely many firms in

perfect competition, regulatory competition results in all jurisdictions legalizing, but total

(world) welfare is lower than if no jurisdictions had legalized; this is because the binary
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policy-setting game between decentralized jurisdictions has the characteristics of a prisoners’

dilemma. In contrast, policies need not converge if firms have market power. With market

power, if a first-moving jurisdictional legalizes, a later-moving jurisdiction may not legalize

due to the market power of the seller located just within the first-mover’s borders. Even

if the late moving government eventually legalizes, no seller of similar size may want to

locate just inside that jurisdiction’s borders due to competition from the rival firm already

established in the other state. This results in a late moving jurisdiction continuing to ban

the commodity because it obtains no producer surplus and tax revenue from non-residents

because cross-border shopping flows into the first-moving jurisdiction due to the favorable

location of its firms created by early legalization.

We then show that the theoretical model is consistent with two empirical questions for

the albeit selective example of firework policy decentralization to the counties in New York.

Will less firework establishments locate in late adopting counties? Is a county less likely to

adopt fireworks if a nearby county has already adopted?

To answer these questions, we consider the state of New York, which allows counties to

determine if they want to legalize or ban fireworks. We collect data on the address of all

vendors with firework licenses and calculate the shortest driving time to the nearest county

border road crossing. Knowing the exact date of legalization, we classify each store as being

in an “early” adopting county if the county it is in legalized prior to the nearest neighboring

county. Using the McCrary (2008) test, which identifies discontinuities in densities, we

show that more firms are near the border in early adopting counties than in late adopting

counties, despite the fact that population near the border in early adopting counties is

lower. The extra firms on the side of the early moving jurisdiction, combined with the

persistence of this distribution even after a neighboring county legalizes, demonstrates the

joint importance of borders and the timing of initial policy adoption. The empirical analysis

suggests that first mover jurisdictions have an advantage at attracting firms and that this

advantage persists even if the policy advantage becomes obsolete. Then, we turn to a hazard

model to explain legalization based on the number of neighboring jurisdictions that have

adopted the policy already. Overall, we conclude that having an additional neighbor legalize

previously correlates with a delay in the time to adoption. A county that has one more

neighbor legalizing previously proceeds to adopt at a rate approximately 50% slower than a

county with one less neighbor adopting. This combined with the extra mass of firms inside

the firs-mover’s borders suggests that early adoption of a policy creates state dependence

that delays similar jurisdictions from legalizing.

In addition to the fireworks example presented above, this model may be relevant for

activities such as casino gambling, as long as (i) some of the negative externalities – perhaps
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pathologies associated with addictive behavior (Guryan and Kearney 2010) affecting family

members – occur in the gambler’s jurisdiction of residence and not in the casino, and (ii)

a jurisdiction that becomes a gambling center before its neighbors is likely to remain a

prominent tourist attraction. Our model may also apply to marijuana legalization, gun

shops, and racetracks. Other examples abound so long as the externality is partially born in

the place of residence and path dependence persists in the location that is the early adopter.

2 Contributions

We make contributions to three distinct literatures: policy and firm sorting, state and path

dependence, and fiscal competition. We discuss each of these in turn.

A large literature attempts to study firm sorting across jurisdictions based on taxes

or regulations. Some of this literature considers “local” movements around borders, while

other parts of the literature consider “global” movements of firms across states.4 As dis-

cussed above, Holmes (1998) considers firms that sort across a border because states have

pro/anti-business policies broadly defined Although he uses a classification based on right

to work laws as his designation, these regulatory policies may also arise from other policies

such as environmental regulations. The environmental policy literature has reached varying

conclusions regarding the effect of regulatory policies on new firm births and firm location

decisions (Jeppesen and List 2002; List et al. 2003; Jaffe et al. 1995; Levinson 1996). Ad-

ditionally, tax policy – corporate, individual income tax, and sales tax policy – have been

shown theoretically to influence the location of economic activity at state borders (Agrawal

and Hoyt 2018; Rohlin, Rosenthal and Ross 2014; Kanbur and Keen 1993).5 In the Kanbur

and Keen (1993) class of sales tax competition models, firms are simply responding to con-

sumer demand, and although these models focus on consumer behavior, firms must implicitly

be selling the goods where the consumer buys. Of course, sorting across borders need not

only apply to state borders: local policies (Agrawal 2015) and borders within municipalities

due to tract-specific policies may also influence firm locations (Busso et al. 2013).6 Unlike

many of these models, in our model, one explanation for observed sorting is the order of

legalization.

4We focus on the literature that considers firm sorting at boundaries. Papers considering the location of
firms across states and countries include Fajgelbaum et al. (2019) and Giroud and Rauh (2019).

5Empirically, see: the effect of sales/excise tax differentials (Fox 1986; Thompson and Rohlin 2012; Rohlin
and Thomson 2018; Hurtado 2018), business tax differences (Rathelot and Sillard 2008; Chirinko and Wilson
2008), place-based policies (Hanson and Rohlin 2011), minimum wage differences (Dube, Lester and Reich
2010), personal income tax differentials (Young et al. 2016) or spending differences (Peltzman 2016).

6Bidding for firms, that is, firm-specific policies targeting large firms also influence the distribution of
economic activity (Black and Hoyt 1989; Slattery 2019).
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With respect to regulation and timing, Hansen, Miller and Weber (2018) focus on mar-

ijuana and provide evidence that jurisdictions may engage in a “race to legalize;” in their

model, a later-moving government can recapture some of its consumers, but whether the

later-moving jurisdiction remains at a disadvantage in terms of tax revenue and potentially

firm profits remains an open question. More generally, in the environmental policy liter-

ature on regulatory races, dynamics are important but these models often predict policy

convergence.7 In our model, policies may also diverge.

Although government institutions may evolve slowly (North 1991), past choices may also

affect the probability of policy adoption or reform. Recently, a large literature in urban

economics has focused on the role of path dependence. Rosenthal and Ross (2015) survey

this literature and delineate three factors of metropolitan persistence: self-reinforcing effects

of agglomeration, natural advantages, and the effects of culture. The first of these is the most

important in for this paper. Rosenthal and Ross (2015) give the example of a featureless

plain where economic activity first appears at one site as opposed to an alternative site.

Then, agglomeration may foster productivity gains that make the first chosen site have an

advantage over the later chosen site; these agglomerations may be self-reinforcing. As such,

the first site will be forever larger than the second even though the reason explaining why

one site developed first is no longer relevant. An important example is Bleakley and Lin

(2012) and Bleakley and Lin (2015) who document that portage paths were important for the

development of cities, and despite their lack of relevance today, populations remain clustered

at these points. Such path dependence may also arise from historical policy decisions that

may alter the distribution of firms, which may in turn explain economic density well into the

future. For example, von Ehrlich and Seidel (2018) shows that temporary place based policies

in Germany result in much higher firm densities well after those policies are terminated.8

The state dependence in Bleakley and Lin (2012) and von Ehrlich and Seidel (2018) are a

result of location fundamentals or one jurisdiction receiving federal transfers in the past. In

our setting, policy non-convergence will result from one jurisdiction acting first.

The spatial tax competition literature — examples in addition to those referenced previ-

ously include Trandel (1992), Braid (1993), Trandel (1994), Haufler (1996), Ohsawa (1999),

7Carruthers and Lamoreaux (2016) write about regulatory races: “The theory’s [of regulatory arbitrage]
core prediction is that regulatory policies in open economies will tend to converge over time. The basic cause
of this convergence is the mobility of capital, but the actions of political decision-makers matter as well. A
regulatory race thus requires (1) an initial difference in regulatory rules across jurisdictions, (2) the credible
threat that firms’ locational decisions will be affected by that difference, and (3) a move by jurisdictions
with more burdensome rules to change their regulations in response to the threat.”

8See also Kline and Moretti (2014), Freedman (2017), Lichter, Löffler and Siegloch (2018), and Brooks
and Lutz (2019) for other examples of policies with persistent effects.
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Nielsen (2001), Behrens et al. (2009), Agrawal (2015), and Agrawal (2016) 9 — often focuses

on differences in size, preferences or densities.10 This literature is primarily static and does

not feature state dependence. In an exception, Wang (1999) considers a model in which a

Stackelberg-leader jurisdiction is the first of two jurisdictions — with different population

densities — to choose its tax policy. The focus in Wang (1999) is on comparing the Nash

and Stackelberg outcomes; state dependence cannot arise because infinitely many firms are

assumed to be able to freely enter at any point on the line segment. Non-spatial tax com-

petition models have focused on leadership and dynamics more than the spatial literature.

Several recent papers have endogenized leadership (Kempf and Rota-Graziosi 2010; Eich-

ner 2014; Hindriks and Nishimura 2015) and conclude that depending on the nature of the

asymmetry, leadership by the large or small jurisdiction can be the risk dominant equilib-

rium.11 For example, in Kempf and Rota-Graziosi (2010), both jurisdictions may have a

second-mover advantage if they are ex ante identical because they benefit from capital flows

from the leader; thus, the model does not feature state dependence in the tax base. Unlike

models of endogenous leadership, all jurisdictions are ex ante identical and moving first is

the only source of asymmetry in our model, which allows us to focus uniquely on its effects.

Our paper also has some parallels to capital tax competition with stock effects or agglom-

eration, which also relates to the mobility of capital literature. For example, Wildasin (2003)

demonstrates in a dynamic context, that “old” capital may be very difficult to relocate, but

new capital may be highly tax sensitive. Thus, a tax increase will result in a large mechani-

cal increase in tax revenue for jurisdictions with a large stock of “old” capital. Thus, policy

differentials may persist if governments with large stocks of “old” capital maintain high tax

rates while capital poor countries cut their taxes to attract “new” capital (see Janeba and

Peters 1999; Marceau, Mongrain and Wilson 2010). “Old” capital might be viewed as the

initial distribution of firms in our model.

3 Stylized Fact: Some Policies Do Not Match

Do regulatory policies exhibit positive, negative, or no spatial correlation? Or does it depend

on the type of regulatory policy?

Before turning to the theory, we show that several binary policies do not “match.” When

9For surveys of fiscal competition, see Keen and Konrad (2013), Wildasin (2006) and Wilson (1999).
10There is also an existing empirical literature (see Brueckner 2003) that shows, controlling for other

influences, that differences in policy choices concerning taxes and spending tend to lessen over time. Examples
include Case, Hines and Rosen (1993), Brueckner and Saavedra (2001), Brueckner (1998) and Brueckner
(2000). In the case of discrete policy choices, some papers have shown that states are more likely to adopt
a lottery if neighboring states have already done so (Alm, McKee and Skidmore 1993; Caudill et al. 1995).

11Altshuler and Goodspeed (2014) empirically find evidence that some jurisdictions are leaders.
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policies do not match, similar nearby states set the opposite policy (one legalizes and one

bans). Matching policies occur when both jurisdictions legalize or both jurisdictions ban.12

Figure 1 shows the regulatory policies of counties in two states that allow these policies to

be set at the local level – where dramatic differences in firework preferences may be unlikely.

The figure indicates no strong – or perhaps a negative – relationship between the policies

of one county and the policies of neighboring counties. The lack of an obvious spatial

correlation in firework regulatory policies also persists at the state level. Figure 2 shows

fireworks laws at the state level; we define a state as banning fireworks if there is a complete

ban on aerial fireworks sales to residents and nonresidents. Seven states ban aerial fireworks

to their residents but allow for sales to nonresidents, suggesting the presence of a negative

externality at the destination rather than the origin. The appendix (figures A.2, A.3, and

A.4) show maps for lottery, casino, and marijuana policy.13

While informative, the maps do not provide a formal test of the degree to which these

regulatory policies do not “match.” Thus, we construct Moran’s I for variable x as

I =
N∑

i

∑
j wij

∑
i

∑
j wij(xi − x)(xj − x)∑

i(xi − x)2
(1)

where N is the number of jurisdictions, wij is the spatial weight between jurisdiction i and j

and x is the mean of x. We implement the test using contiguity between jurisdictions as the

basis for the spatial weights. In the absence of spatial correlation, then we expect Moran’s

I to take on a value of −1/(N − 1). Implementing this for each of our binary regulatory

variables, Table 1 shows that no spatial correlation is evident for firework policies, commercial

casino policy and marijuana policy. Positive correlation exists for racetrack gambling and

lotteries. In New York and Washington state, firework policy is decentralized to counties

and localities. At the county level, negative spatial correlation in firework policy is evident,

which suggests that counties that legalize are neighbored by counties that ban. This negative

and null relationship is not usually found in standard fiscal variables where policy choices

are continuous (for example, Brueckner 1998; Figlio, Koplin and Reid 1999; Brueckner 2000;

Eugster and Parchet 2019). The apparent lack of matching for some regulatory policies

raises the question of why these policies might differ across otherwise similar jurisdictions.

Moran’s I is designed to motivate the theoretical model to follow and not to explain

policy differences. Although there could be many reasons explaining these policy choices

(fiscal competition, yardstick competition, fiscal spillovers, learning), we focus on dynamic

12In our terminology, matching does not relate to a political-economy model where policies are aligned
with the preferences of the electorate. Rather, matching refers to the similarity of policies across space.

13The policy is whether the state has a lottery. The choice of games (such as Powerball represents a
competition effect). As of 2018, all states that did not adopt Powerball, also do not have state lotteries.
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policymaking and policy experimentation as a reason for non-convergence. We proceed by

constructing a model of fiscal competition – broadly defined as in Wildasin (2006).

4 Model with Competitive Firms

We construct a theoretical model of regulatory competition for a good that imposes a neg-

ative externality in the place of consumption. As noted above, one example is fireworks.

Consumers are arranged with uniform density equal to unity around a circle (Salop 1979;

Trandel 1992; Agrawal 2015) with circumference of 2n.14 The circle is divided into two

equally sized jurisdictions of length n. Each jurisdiction decides whether or not to allow the

sale of a certain good. If legalized, the sales of that good within a jurisdiction are subject to

the same tax t that is imposed on all other transactions. Because the tax isn’t unique to the

studied good and because we focus on goods that are only a very small fraction of the total

tax base, its level is assumed exogenous — and identical in all jurisdictions — throughout

this paper.15 For this reason, jurisdictions will not compete by setting their sales tax rates

and will only engage in regulatory competition. Of course, jurisdictions may have access to

multiple policy instruments (Braid 2013; Bucovetsky and Wilson 1991) that may result in

convexification of the discrete policy choice (e.g., licensing fees, policing intensity or enact-

ing various degrees of zoning regulations). If such other instruments target many different

products, similar to the tax, we can argue they are exogenous. If instruments are specifically

designed to target the commodity in question, then our model is a useful representation of

the first stage where jurisdictions decide to legalize or not.

As in the standard spatial model, every consumer is interested in buying only a single unit

of the good, and will do so if the effective price (monetary price plus travel expense) to him

or her is less than some exogenous maximum value v, which is the same for all consumers.

The use of the good creates a uniform negative externality e; this externality affects the

jurisdiction in which the consumer resides, not the one in which he or she buys the good. In

the fireworks illustration noted above, the externality can capture either the annoyance to,

or the possible endangerment of, neighbors, or the extent to which a jurisdiction’s taxpayers

are responsible for some of the medical/policing expenses that result from use of the product.

In other examples, this externality may include increased crime or traffic fatalities.

14The use of a circle rather than a line will become critical in the next section. If using a line segment,
the finite nature of the line segment makes it so firms at the ends face competition only from one neighbor.
Further, the model does not feature agglomeration forces (Agrawal and Wildasin 2017), so as to isolate the
effect of first mover advantages.

15For example, the state of New York only obtains tax revenue on fireworks from the general sales tax.
This is common in most, but not all states; some states levy an excise tax specifically on fireworks.
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In this section of the paper, it is assumed that firms are perfectly competitive, firms

have no fixed costs of supplying the product, and can freely enter anywhere in a legalizing

jurisdiction. Firms may locate at any point on the circle, so that there are infinitely many

firms; it is also assumed that any quantity of customers can be accommodated at any point

along the circle. In combination, these assumptions imply that the good will always be sold at

its constant and uniform marginal cost c; profits and producer surplus are entirely competed

away. Consumers can buy the good from any firm, but the negative externality accrues to

the place of consumption (residence).16 When buying the good from a firm located at the

point where one lives, no transport costs are incurred. Thus, it is assumed that consumers’

value for the good exceeds its tax-inclusive price so that the consumer will buy the good if

v > c+ t. If a jurisdiction doesn’t legalize selling the good, people interested in obtaining it

must travel to the nearest location (i.e., just across the border) in a neighboring jurisdiction

that has legalized. Traveling to (and back from) the purchasing location requires any buyer

to pay a travel cost equal to k per unit distance.

Governments select their regulatory policy in order to maximize welfare. Welfare is the

sum of producer surplus, consumer surplus, and tax revenue net of any costs of policy ex-

perimentation; we assume the government values all of these equally in the welfare function.

Although all jurisdictions are in ex ante identical situations, political and bureaucratic char-

acteristics that differ among the jurisdictions may allow one to act before the other. Certain

political leaders might also be willing to be more “experimental” or risky in their policy

choices.17 This difference in policy experimentation is incorporated in the model by assum-

ing that the two jurisdictions j = {F, S} have a (welfare) cost ψj of policy experimentation

(e.g., worry about uncertainty of the policy’s effect, perhaps over the size of the externality).

We assume one jurisdiction has ψj = 0 regardless of if it moves first or not. The other

jurisdiction has ψj such that the welfare cost is infinite if it move first, but once its neighbor

has legalized, this cost is zero because the government may have learned about the policy.

Then, it is easy to show that the jurisdiction with no cost will always move first if the social

welfare of legalizing is positive. Without loss of generality suppose that the jurisdiction with

no first moving costs of legalizing when its neighbors have not legalized is j = F (Fast /

16In our model we assume that selling the good can be legal or illegal, but using the good is (effectively)
legal. For fireworks, both the sale and use of fireworks are often both simultaneously illegal or legal. The sale
of fireworks can easily be enforced but the use of fireworks is more difficulty to enforce. Thus, our model’s
assumption regarding legal use is based on the fact that although use is technically illegal, the difficulty of
enforcing this makes it de facto legal, which results in the externality being realized at home.

17The fiscal federalism system in the United States often calls states as “laboratories” for the federal
government. Some state may – for whatever reason – propose a new policy innovation not yet passed in any
other states. Reinganum (1981) models the decision of a firm to adopt a technology and shows that it is
“never a Nash equilibrium for identical firms to bring the new technology on line at the same date.”
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First) and has borders that are at 0 and some positive integer n (so that its population is

n). Jurisdiction j = S (Slow / Second) has high costs of moving first. Figure 3 shows the

geography of these two jurisdictions.18

Before proceeding, we fully specify the sequence of events.

1. Governments decide who, if any, will move first.

2. One government acts as the first-mover and chooses its regulatory policy.

3. If the first mover legalizes, firms locate at various points in the jurisdiction.

4. The neighboring jurisdiction chooses its policy.

5. If the late mover legalizes, firms locate in the second moving jurisdiction.

In the case of infinitely many perfectly competitive firms, firms will enter at all points on

the line segment where the sale of the good is legal.

To summarize, if a resident buys the good from a store located where she lives, she

obtains consumer surplus of v − c − t, that consumption inflicts an externality e on other

residents, but provides tax revenue of t. With respect to welfare, when a jurisdiction decides

whether or not to legalize a good, the potential net benefit from consumption by one of its

residents is v − c − e (where consumer surplus and tax revenue are assumed to be valued

equally). Because this paper considers situations in which a welfare-maximizing government

might or might not legalize, it is assumed that v − c− e < 0. If borders are closed (so that

legalization means selling only to a jurisdiction’s own residents – and selling to all of them),

a welfare-maximizing government will have never choose to legalize and have a total welfare

equal to 0.

When borders can be crossed, however, a jurisdiction may gain tax revenue — and not

experience any externality cost — from sales made to residents of a neighboring non-legalizing

jurisdiction. Residents of such a location will travel into a legalizing jurisdiction as long as

the private benefit from consumption exceeds the tax-inclusive, travel-inclusive cost.

Under these assumptions, the fast jurisdiction will legalize first if its welfare of legalizing is

positive. Following legalization, under the perfect competition assumption, firms will locate

at all points within the jurisdiction. At the 0 border, some consumers will travel into the

jurisdiction to purchase the good; the last consumer willing to do this is the one located at

b̄ < 0, which is defined by v− c− t−
∣∣b̄∣∣ k = 0. Therefore,

∣∣b̄∣∣ = (v− c− t)/k. The legalizing

jurisdiction will gain tax revenue from border-crossing consumers, but will not accrue the

externality (nor the consumer value) associated with the usage of the good. By symmetry,

a corresponding formula applies at the n integer border. Thus, when the jurisdiction has

18For ease of notation, in jurisdiction S, it will be easiest if we refer to a person living n units from point
zero or a firm at n as being at point −n.
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legalized, therefore, choosing to legalize brings in 2t
∣∣b̄∣∣ in tax revenue from non-residents.

We assume that n > 2
∣∣b̄∣∣ such that not all residents cross-border shop.

Depending on the relative values of the various parameters, a jurisdiction that would not

legalize in the absence of border-crossers may do so in their presence. Specifically, this will

occur if the net benefit from consumption by all of its residents plus the tax revenue from

border-crossers is greater than the welfare from not legalizing (i.e., zero). The first-mover

legalizes if:

WL
F ≡ n(v − c− e) + 2t

∣∣b̄∣∣ > 0 ≡ WN
F , (2)

where we let subscripts {F, S} on welfare W denote the jurisdiction and superscripts {L,N}
denote welfare under legalization and no legalization, respectively.

Consider now the case of the slow jurisdiction that hasn’t legalized, but has seen its

neighbor so do so. Such a jurisdiction has some of its residents traveling across each border

to buy the good. In the absence of legalizing, the jurisdiction’s welfare is the sum of three

elements. First, ignoring their cost of traveling, the 2
∣∣b̄∣∣ people who buy across a border pay

a monetary price of c+ t; each therefore experience v − c− t personal net benefit. The cost

of travel for a border-crosser located at b̃ is b̃k, where b̃ ranges from 0 to (v − c− t)/k. The

total travel cost of both sets of border-crossers is thus 2
∣∣b̄∣∣ (1/2)(v− c− t) = (v− c− t)2/k.

Finally, border-crossers impose a total externality cost of 2
∣∣b̄∣∣ e on their home jurisdiction,

but contribute no tax revenue at home. If the slow jurisdiction does non-legalize, it thus

experiences welfare equal to

WN
S ≡ 2

∣∣b̄∣∣ (v − c− t)− (v−c−t)2
k
− 2

∣∣b̄∣∣ e
= 2

∣∣b̄∣∣ (v − c− t− e)− (v−c−t)2
k

(3)

If the slow jurisdiction instead legalize, no border-crossing would exist because firms

would locate at all points, ψS is zero given the first mover has legalized, and welfare would

be consumer surplus plus tax revenue, n(v − c − e). Given that the jurisdiction’s neighbor

legalized, legalizing will raise this jurisdiction’s welfare only if

WL
S = n(v − c− e) > 2

∣∣b̄∣∣ (v − c− t− e)− (v−c−t)2
k

= WN
S

⇔
(n− 2

∣∣b̄∣∣)(v − c− e) + 2t
∣∣b̄∣∣+ (v−c−t)2

k
> 0

(4)

Remembering that (v− c− e) < 0, inequality (4) will hold whenever inequality (2) does.

Equations (2) and (4) thus establish the result of this section.

Proposition 1. When the good is sold at all locations because firms are perfectly competitive:
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(a) and when first-moving jurisdictions gain by legalizing, then later-moving jurisdictions

will gain by legalizing. Regulatory policies match – all jurisdictions legalize.

(b) and when first-moving jurisdictions do not gain by legalizing, then no jurisdiction will

legalize. Regulatory policies match – all jurisdictions ban.

Proof. Given that v− c− e < 0, all terms in equation (4) are positive except for n(v− c− e).
A first moving jurisdiction will gain from legalizing if equation (2) is positive, that is, if

2t
∣∣b̄∣∣ > −n(v−c−e) > 0. Thus, if equation (2) is positive, equation (4) must also be positive.

If equation (2) is negative then it immediately follows no jurisdiction will legalize.

In either case, equilibrium policy choices are match — all jurisdictions legalize or none

do so. Importantly, in the all-legalize outcome, each jurisdiction experiences a lower welfare

than it would have had none legalized. In other words, when a first-mover finds it beneficial

to legalize and the good can be bought at all points, decisions about whether or not to

legalize have the characteristics of a prisoners’ dilemma. Regulatory competition results

in all jurisdictions legalizing, but total (world) welfare is lower than if no jurisdictions had

legalized.

Intuitively, all jurisdictions are identical with respect to their characteristics. The sym-

metry of jurisdictions and presence of firms everywhere means that the gains to legalization

(or banning) are identical for all jurisdictions: they realize the same sized externality, obtain

the same profits (none) from firms and raise the same tax revenues. Once the first-mover

legalizes, then both jurisdictions have the same cost of policy experimentation. The prison-

ers’ dilemma effect on social welfare arises because in equilibrium, if all jurisdictions legalize,

then no cross-border shopping will occur in equilibrium because of symmetry. This entirely

erodes any advantage from tax exporting, but a later moving jurisdiction will still legalize to

avoid a case where they only incur the negative externality from border-crossers. Similarly,

the symmetry of jurisdictions means that if one jurisdiction finds it against its interest to

legalize then all other jurisdictions will also ban; this would still be the case even if the

later-moving jurisdiction had a near-zero cost of policy experimentation. The only source of

asymmetry (ψj) simply determines which jurisdiction may move first.

The key result is that under the standard perfect competition assumption of Kanbur

and Keen (1993), with infinitely many firms located potentially everywhere, all jurisdictions

adopt the same binary regulatory policy. Regulatory policies should be observed to have

perfect (and positive) spatial correlation given the prisoners’ dilemma nature of the game.

However, as noted above in our discussion of stylized facts, some regulatory policies lack this

spatial pattern (fireworks), which motivates the modifications below.
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5 Model with Market Power

In this section, and following Braid (1987), we assume that firms are only able to locate

at a finite number of fixed locations, perhaps due to location-specific fixed costs. Once a

firm exists at such a location, it remains there, which is likely true in the short-run. 19 We

can state this setup more formally as follows: (1) there are a fixed number of possible firm

locations corresponding to each integer i and (2) each location has an indivisible plot of

land owned by resident landowners, which is rented to a firm at Ri. In this case, when a

government legalizes, a firm will be willing to bid for land up to a rent exactly equal to the

profits that accrue to the firm.20 Given that firms will compete à la Bertrand and the parcel

is indivisible, in equilibrium, each integer can support only one firm.21 Then, the timing of

the game remains the same as in the prior section, but we clarify the implications of the

presence of land rents on various stages of the game.

In stage 3 there is now free entry of firms, but only at the fixed integer points of com-

mercial property. Firms bid for land and are willing to pay up to a rent that earns the

firm zero profits. Thus, when the government legalizes, land rents rise at each integer until

profits equal zero at each location.22 Given the indivisibility of land, one firm will locate at

each location i within the jurisdiction and no new firms have an incentive to enter. Under

the assumptions above, in the third stage of the game, n + 1 firms enter at each integer

in the first-moving jurisdiction. In particular, firms (denoted zi) will locate inside the first

legalizing jurisdiction starting a point 0 until point n — Firm 0 (z0) at point 0, Firm z1 at

point 1, etc., until firm zn at point n. Thus, two firms – Firm 0 and n – locate (effectively)

on the relevant border, just inside the legalizing jurisdiction. The solid hash marks in Figure

4 illustrate this situation following the end of stage 3 of the game, where notice that one

firm locates right on the commercial land located at each border. The dotted hash marks

are the market borders, defined below, between firms (bi); there is full coverage within a

legalizing jurisdiction. Finally, in stage 5, given commercial land is only available at each

19For simplicity, there are a finite number of locations and firms cannot enter at any other points. This
simplicity of the model might be replaced with endogenous firm location decisions, discussed below.

20Profits are not necessarily zero in models of spatial competition, even in the presence of entry. See
Vickrey (1964), Eaton (1976), Eaton and Lipsey (1978), Capozza and Order (1980), and Braid (1987).

21The integers corresponding to the jurisdictional boundary always will have the commercial plot of land
inside the first moving jurisdiction. Location specific sunk costs prevent landowners and firms from moving if
a later moving jurisdiction legalizes. And Bertrand competition prevents there from being two firms located
in different states at a given integer i because price would equal to marginal cost, implying losses.

22Although profits are competed down to zero, the profits accrued to the firm (total revenue minus total
variable cost) remain positive and are equal to land rents. In our model, this total revenue minus total
variable cost could be interpreted as profits accruing to the firm, land rents, or producer surplus. For
simplicity, we will refer to it a producer surplus. Given this producer surplus acts as a transfer to resident
landowners, it will appear in the welfare function unlike in the perfectly competitive case.
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integer in the later-moving jurisdiction and firms will freely enter these points. Then, n− 1

firms freely enter at each integer in the second moving jurisdiction. As point 0 and n already

contain one firm and the parcel of commercial land is indivisible, no new firms will enter

these points. Thus, the new firms will locate only at points -1 to −(n − 1) in the second

moving jurisdiction. In this case, no firms in the neighboring jurisdiction will locate precisely

at the border; location specific sunk costs prevent landowners and firms from moving and

Bertrand competition prevents there from being two firms located in different states at a

given point i.

Now we can solve the game. By the assumptions on ψj, if any jurisdiction legalizes first,

it will be the fast one (F ). As in the previous section, it is assumed that legalizing the sale

of the good when borders cannot be crossed is welfare reducing. In this section, however,

the net benefit of purchasing the good – even in the presence of closed borders – must

include the effects of travel cost. Legalization with closed borders implies that consumers

in a jurisdiction that has legalized must travel between a distance between 0 and 1/2 to get

to the nearest firm; the average travel distance is therefore 1/4 unit, and the average travel

cost is k/4. The assumption that legalization without border crossing is welfare reducing

thus amounts to assuming that v − c− e− k/4 < 0.

Within a legalizing jurisdiction, consumer value v is assumed to always exceed the tax-

inclusive, travel-cost inclusive cost. The market border b1, for example, between the firms

located at points 0 and 1 is the point at which a consumer is indifferent between buying

at the two locations. In other words, the full price — monetary plus travel expense — of

buying from those two firms must be equal:

p0 + t+ kb1 = p1 + t+ k(1− b1)
b1 = 1

2
+ p1−p0

2k
.

(5)

Other market borders are defined similarly. Then, Firm 1 — which has active firms

located on both sides of it — sells to all customers located between b1 and b2, so its profit is

Π1 = (b2 − b1)(p1 − c)−R1

=
(



+ p−p
k
− 


− p−p

k

)
(p1 − c).

(6)

Differentiating the above expression with respect to p1 and setting the resulting expression

equal to zero produces the first-order condition for profit maximization. When rearranged,

this expression yields Firm 1’s profit-maximizing reaction function for price:

p1 =
c

2
+
k

2
+
p0
4

+
p2
4
. (7)
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The reaction functions of other firms not on the jurisdiction border are defined similarly.

Firm 0 faces a different situation if the neighboring jurisdiction has not legalized. This

firm faces no competing firm on one side, so its market border on that side is the point at

which a consumer gets no surplus from traveling to and buying from Firm 0. This occurs at

location b0, where v − t− p0 − |b0| k = 0, which implies that this border is defined as

b0 = −v − t− po
k

< 0. (8)

Firm 0 sells to all consumers located between b0 and b1,so its profit is

Π0 = (b1 − b0)(p0 − c)−R0

=
(
1
2

+ p1−p0
2k

+ v−t−p0
k

)
(p0 − c).

(9)

Differentiating, setting equal to zero, and rearranging produces Firm 0’s reaction function:

p0 =
v − t

3
+
c

2
+
k

6
+
p1
6
. (10)

By symmetry, this reaction function similarly holds for Firm n at the other border.

Similar to the result in Braid (1987), the reaction functions given above have a closed-form

solution, which can be expressed as a weighted average of two potential profit-maximizing

prices. The first potential price is the price that would hold in equilibrium if there was an

active firm at every integer spot on the line. If all firms have reaction functions of the form

given by (7), the market equilibrium price is p̂ = c + k.23 The second potential price is

the price that would be charged by a single profit-maximizing firm that is unconstrained

by any neighboring firms (in other words, a monopoly firm), which is p̃ = (v − t + c)/2.24

Intuitively, the relevance of these two prices arises from the fact that Firm 0 effectively faces

the monopoly situation on one side of its location, and faces the the filled line on the other

side. In Braid (1987), firms are located starting at point zero on an infinite line segment,

but because jurisdiction size is critical for us, we have a finite number of firms. Thus, in our

setting, with a finite number of firms, the firm located at n may influence the pricing decision

of firm 0 if n is small. However, as n becomes large, this influence becomes trivially small. If

the jurisdictions were on circle with an infinite circumference (n→∞), the Appendix shows

that the Nash equilibrium prices, when firms are located at all positive integer points i ≥ 0,

23An in-jurisdiction consumer who travels the maximum distance to reach a firm incurs a travel cost of k/2.
The derivation of the equilibrium price p̂ requires a consumer value for the good v exceeds the travel-cost,
tax-inclusive price p + (k/2) + t for all buyers, which is c + k + (k/2) + t for interior buyers.

24The monopolist maximizes 2 |b0| (p− c) = 2(p− c)(v − t− p)/k.
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are:

p∗i = αip̃+ (1− αi)p̂, where αi =
4

4 +
√

3

(
2−
√

3
)i
. (11)

To gain intuition, figure A.5 shows an example of how prices changes across integer positions.

A clear price gradient emerges where prices at the interior converge to p̂. The price gradient

will, of course, be sensitive to various parameter values.25

However, as we wish to study the role of jurisdiction sizes in a two jurisdiction framework,

this solution will not explicitly characterize the pricing solution. As shown in the appendix,

for a finite number of firms, an analytical solution requires an explicit formula for the inverse

of a tridiagonal matrix of dimensionality of n by n. While such solutions can be obtained for

a given n, as shown in Mallik (2001) and Kiliç (2008), the solution for provides no additional

economic intuition beyond the approach we follow. First, notice from figure A.5 that prices

at the center converge and are barely influenced by firm 0 even at small distances away from

this firm. As will become apparent, because the government’s problem values firm producer

and consumer surplus equally, the only relevant prices necessary to solve the government’s

problem are p∗0 and p∗n, which by symmetry must equal each other. Thus, to proceed, we

assume that n is large enough26 such that (11) gives the approximation

p∗0 = p∗n ≈
(

4

4 +
√

3

)
p̃+

( √
3

4 +
√

3

)
p̂. (12)

As can be seen, this approximation simply relies on how close α0 in (11) is to the true weight

on the “monopoly” price given by the analytic solution for the finite n case. We show in

figure 5 that this approximation holds even for relatively small values of n. In particular,

notice that the analytic solution for six firms (n = 5) has an error of 0.0001 relative to the

infinite solution. By 20 firms, the approximation is accurate to 10 decimal places. Thus,

for n sufficiently large, p∗0 is well approximated by evaluating (11) at i = 0. Intuitively, this

approximation holds because as n increases, the firm at point n has little influence on firm

0. To a first order, prices are determined by the direct effect of neighboring firms.

Again consider that jurisdictions don’t make simultaneous decisions about legalization.

If one jurisdiction legalizes first, it will be the fast one. Then, the firm found at the border

between the two jurisdictions will locate at the commercial property just inside the legalizing

jurisdiction. Crucially, under the sunk cost assumptions above, this firm would remain in

the same jurisdiction even if the neighboring jurisdiction later legalized. In particular, if

25At some parameter values, the “monopoly” price can be lower than the “oligopoly” price. This outcome
can occur because a monopoly faces more elastic demand than does a firm with neighboring sellers.

26Such an approach is common. For example, a continuum of types is often used as an approximation to
make claims about a large, but finite number of types. The same is often true in Bertrand games.
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a government legalizes later, firms will locate at every integer position, but will not enter

at the border points (point 0 and n) because a firm is already located at that point and

Bertrand competition would compete price down to marginal cost.

Consider the choices facing a welfare-maximizing government. Given the costs of policy

experimentation ψj, the jurisdiction with low legalization costs will legalize first, if at all.

Recall, if no jurisdiction legalize, a jurisdiction will experience welfare equal to 0. In contrast,

if it does legalize, all its home consumers will purchase the good, as will some border-crossers

from the neighboring jurisdiction. On sales to its own residents, summed over all jurisdiction

residents, the first-moving jurisdiction’s welfare is expressed as: consumer value minus firm

price minus taxes minus travel costs of n(v − p∗i − t − k
4
) plus firm surplus (from residents

of the jurisdiction) of n(p∗i − c) plus tax revenue from residents of nt minus externality

costs of ne. In total, the expression equals n(v − c − e − (k/4)) which is invariant to the

prices. On sales to the two sets of border-crossers, a jurisdiction’s firms earn surplus and

the government collects tax revenue such that the total impact is 2 |b0| (p0 − c + t). Note

that profits that accrue to the firm are simply the land rents, which act as a transfer from

the firm to the resident landowner. If consumption by a jurisdiction’s own residents has

only a slightly negative externality, the gain from border-crossers might be large enough to

make legalization welfare-improving. This situation arises if the welfare of the first-moving

jurisdiction is positive:

WL
F ≡ n

(
v − c− e− k

4

)
+ 2 |b0| (p∗0 − c+ t) > 0 ≡ WN

F . (13)

Now consider the slow jurisdiction, which never legalizes first. Some of its residents

already cross the border, (|b0| in either direction), and in the aggregate they experience —

temporarily ignoring travel cost — a benefit of 2 |b0| (v − p∗0 − t). Travel costs range from

effectively 0 (for consumers located at the border) to v − p∗0 − t (for consumers just at the

margin of buying). The average travel cost for border-crossers is thus (v − p∗0 − t)/2, and

aggregate travel cost is |b0| (v − p∗0 − t). The cross-border buyers also impose an aggregate

externality cost of 2 |b0| e on their home jurisdiction. If the slow jurisdiction doesn’t legalize,

even though its neighbor has done so, it experiences welfare of

WN
S ≡ |b0| (v − p∗0 − t− 2e) < 0. (14)

If the slow jurisdiction in this situation chooses to legalize, its n residents will experience

n(v− p̂− t) personal benefit (ignoring travel cost), will create externality cost of ne, and will

experience travel cost of nk/4. As this jurisdiction moved second, the firms at its borders are
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located inside neighboring jurisdictions, so that only (n− 1) firms enter. Those firms collect

a total surplus of (n− 1)(p̂− c) and total tax revenue of (n− 1)t. Thus, the jurisdiction that

is last to legalize experiences welfare of

WL
S ≡ n

(
v − c− e− k

4

)
− (p̂− c+ t) < 0. (15)

Given that the fast jurisdiction has legalized, the remaining one will experience higher welfare

by not legalizing if

WN
S ≡ |b0| (v − p∗0 − t− 2e) > n

(
v − c− e− k

4

)
− (p̂− c+ t) ≡ WL

S . (16)

At any parameter values that satisfy both both expressions (13) and (16), there can be

long-term differences in policy choices between the fast and slow jurisdictions. Jurisdictions

that have low costs of policy experimentation may find that the opportunity to affect firm

location, and to draw in firm surplus and tax revenue (but not externality costs) from some

neighboring residents is attractive. In contrast, a jurisdiction that acts late because of high

first-mover costs, and that — even if it legalizes — will still see some of its residents purchase

elsewhere, may decide not to experience the negative welfare effect of legalizing.

For many combinations of parameter values, equations (13) and (16) – along with the

other parameter restrictions introduced throughout the paper – are not simultaneously sat-

isfied. For such parameter values, the prisoners’ dilemma nature of the model illustrated in

Section 2 also holds in this version of the model and policies match.

However, if equations (13) and (16) are satisfied, an outcome will emerge where policies

do not match. Jurisdictions that can legalize early will find the opportunity to affect firm

location attractive because firms will locate just inside the legalizing jurisdiction border. This

location of the firms inside the border places the later acting jurisdiction at a disadvantage

and the later acting jurisdiction will not legalize. In particular, although we have made the

simplification that number of firms is given, the order of legalization results in the later-

moving jurisdiction having less (i.e., no) firms right on its border due to the incentives

from Bertrand competition. This creates a sort of state dependence that results in policies

remaining different in the two jurisdictions. The historical order of adoption influences the

distribution of firms, which in turn has persistent effects on the late moving jurisdiction’s

policy choice.

Proposition 2. When the good is not sold at all locations

(a) and expressions (13) and (16) hold: although the first-moving jurisdiction legalizes,

a later moving jurisdiction will not legalize. Then, regulatory policies will not match and

19



jurisdictions adopt different policies despite being ex ante identical.

(b) and expression (13) holds, but (16) does not hold: then a first-moving jurisdiction

gains by legalizing and a later-moving jurisdiction will also gain by legalizing. Regulatory

policies match – all jurisdictions legalize.

(c) and expression (13) does not hold: then no jurisdiction will legalize. Regulatory

policies match – all jurisdictions ban.

Proof. If equation (13) holds, a first moving jurisdiction will legalize. If equation (16) holds

a later moving jurisdiction will not legalize. There do exist parameter values for which both

equations will hold and all other constraints on the problem are satisfied. Parts (b) and (c)

follow similarly.

It is easy to verify that there do exist, however, parameter combinations for which in-

equalities (13) and (16) – and the other relevant parameter restrictions – hold. For example,

a some-but-not-all-legalize outcome arises for the following parameter values: v = 2.8, c = 1,

k = 1, t = .2, e = 1.6, and n = 24. These values imply that p∗0 = 1.860, |b0| = .740,

WL
F = 0.368 > 0 and WN

S = −1.820 > −2.400 = WL
S . The presence of open borders means

that a jurisdiction may get lower welfare than if borders were closed.

The intuition resembles that of oligopoly models with entry decisions. Suppose there are

two potential firms and they incur certain fixed costs when entering a market. If one firm is

already in the market, the other firm may not enter if operating profits are not sufficiently

large to cover the fixed costs. If no firm is in the market, one firm will enter and choose the

production level that can prevent the other firm from entering. Put differently, in models

of oligopolistic competition there exists the possibility that entry decisions may not match.

This intuition can be generalized to the model in this paper where a jurisdiction corresponds

to a firm, discrete policy choices correspond to entry decisions, tax revenues correspond to

firms’ operating profits, and costs of negative consumption externality corresponds to entry

costs. Hence, the intuition of the theoretical result is similar to the existing results obtained

in the oligopoly (including models of strategic entry deterrence) literature. This similarity

is a feature (not a bug) of the model because a priori it is not clear that the intuition

of an outcome of a welfare maximizing government would mimic the intuition of a profit

maximizing firm.

5.1 Determinants of Policy Convergence

We wish to show the effect of particular parameters on whether or not policies match or

not. To this end, it is useful to show the comparative statics concerning the effect of various

parameters on WL
F and on ∆S ≡ WN

S −WL
S . Equation (13) and (16) are more likely to hold
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if WL
F increases and ∆S increases. Plugging in all equilibrium expressions, it can be show

with respect to jurisdiction size that:

∂∆S

∂n
= v − c− e− k

4
= −∂W

L
F

∂n
. (17)

Given the opposite sign of ∂∆S/∂n and ∂WL
F /∂n, this implies that it is more likely equa-

tion (13) and (16) simultaneously hold for intermediate values of n. Figure 6 shows that

for the given sets of parameter values, an intermediate n results in policies not matching.

Intuitively, if jurisdictions are “small”, a late-moving jurisdiction is already experiencing the

negative externality from enough of its population that it gains by legalizing. In contrast,

if jurisdictions are “large”, the tax revenue from border-crossers is relatively small to entice

any government into legalizing.

Conducting a similar exercise, we can see that

∂WL
F

∂e
= −n < 0 (18)

but that
∂∆S

∂e
= −(1 +

√
3)
v − c− k − t

k
− α0k + n Q 0 (19)

where v − c − k − t = v − p̂ − t > v − p̂ − t − k/2 > 0 because it is assumed everyone

buys one unit of the good if legalized. Then, the sign of the above equation is ambiguous

but we can see that it will be be positive if n is sufficiently large. The fact that ∂WL
F /∂e

and ∂∆S/∂e are opposite signs for large n suggests that the two expressions will only hold

for intermediate values of e. However, n must not be too large because at values of large n

the slopes of ∆S and WL
F become very steep. Figure 7 shows values of e that satisfy both

equations as n varies; higher n implies that the region where policies do not match require

a smaller e but the region substantially shrinks in size. When e is high, a first moving

jurisdiction will not legalize but when e is low, the later moving jurisdiction will legalize.

Intuitively, when e is very large a first-moving jurisdiction will not want to legalize but when

e is small a later-moving jurisdiction will want to legalize. Thus, only for intermediate e will

a first-mover legalize and a later moving jurisdiction not legalize.

Finally, we can show the effect of taxes. Comparative statics with respect to t yield:

∂WL
F

∂t
=

2(2 +
√

3)
(

(v − c− k − t)− k − t− 4√
3
t
)

(4 +
√

3)2k
Q 0 (20)
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and
∂∆S

∂t
=
−(14 + 8

√
3)(v − c− e− t− k) + (11 + 4

√
3)k + (8 + 4

√
3)e

(4 +
√

3)2k
> 0. (21)

As above, note that v− c− k− t > 0 so the first expression is more likely to be negative the

higher is k and t. The second expression is unambiguously positive because v−c−e−t−k <
v− c− e− (k/4) < 0. The implication, as shown in Figure 8, is that higher taxes will result

in policies that are more likely to match because the benefit (added revenue) from legalizing

is likely to be small because few residents of the neighboring jurisdiction are willing to

cross-border shop into a very high-tax jurisdiction.

Of course, it is possible to state a more formal proposition containing precise cutoff values

based on size, taxes or the size of the externalities, but given these cutoff rules for when

policies do not match are a (non-linear) function of the other parameters, little additional

intuition would arise from knowing the precise values. Nonetheless, they can be derived by

solving equations (13) and (16) for the variables of interest, noting that |b0| and p∗0 are a

function of some of these variables.

An outcome in which jurisdictions choose different policies is more likely when (i) the

welfare effect of legalization per unit population when borders are closed is, while negative,

small in absolute value, and (ii) jurisdictions are of intermediate size. If jurisdictions are

“small”, a late-moving jurisdiction is already experiencing the negative externality from

enough of its population and therefore, it gains by legalizing. In contrast, if jurisdictions are

“large”, the tax revenue from border-crossers is relatively small to entice any government

into legalizing. This also implies that (iii) when t is too high, an outcome where policies

do not match is less likely because tax revenue from border-crossers is also likely to be very

small; the high tax-inclusive price will deter cross-border activity. Of course, measuring

what is intermediate or large depends on other parameters in the model. Nonetheless, the

model allows for relative comparisons across different jurisdiction pairs (where taxes or size

may matter) and across different industries (where the sizes of the externality may matter).

5.2 Extensions

The model contains several assumptions – a fixed number of commercial lots in the model

with fixed costs, the lack of Pigouvian taxes to reduce externalities, and no heterogeneity in

local taxes – that we discuss and conjecture how they may affect the results.

First, future work might try to model regulatory policies with endogenous location deci-

sions and entry of firms, thus relaxing the fixed (exogenous) number locations. In our setting,

no firm enters just within the border of the late moving jurisdiction because Bertrand com-

petition would compete prices down to marginal cost, which would imply losses. Thus, the
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distribution of firms can be viewed as endogenous under the given assumptions. If we were

to allow for entry in the model, as in the extension of Braid (1987), stores would locate

sequentially, after the good is legalized, in a pattern that assures they make positive profits

but that no entrant could make profits. Thus, if stores locate sequentially from the bound-

ary, stores would establish themselves sufficiently far away from each other to make positive

profits, but to make any entry in between the two firms impossible.27 In this setting, the

first-moving jurisdiction would have its first stores locate at the border; the later-moving

jurisdiction would still not have firms entering on the border. Instead, firms in the second

moving jurisdiction would enter just far enough away from the to deter any additional prof-

itable entry. Thus, the main mechanism at our model would remain at work, but existence

of an equilibrium need be verified.

Second, although we have argued that the tax in the model is a broad-based tax and thus

is not subject to tax competition for firework shoppers, an alternative assumption could be

a product-specific excise tax. By omitting a product-specific tax, the model then omits a

standard policy for dealing with externalities: Pigouvian taxes. Of course, taxes would not

be set at their Pigouvian levels, if the tax revenue is valued, as in this model. Nonetheless,

ignoring the valuation of revenue, a further complication in this setting is that the externality

is not incurred in the place of sale. If the Pigouvian taxes were destination-based, the taxes

would be imposed where the harm takes place. However, enforcing destination-based taxes

is especially difficult (Agrawal and Mardan 2019) and for goods with externalities, the place

of use often does not equal the place of purchase (Merriman 2010). Thus, with origin-based

taxes, although a jurisdiction would set taxes related to the marginal damage within the

jurisdiction, the first mover would likely also ignore the marginal damage to the nearby

jurisdiction and would still place value on tax exporting due to border-crossers.

Finally, we assumed a state tax rate as we assumed all jurisdictions are symmetric. In

practice counties, and towns can levy local taxes (Agrawal 2014). Intuitively, as noted above,

if the first mover has a higher tax rate, the effect on legalizing is ambiguous.

6 Evidence on the Model

Does legalizing the sale of a product early result in firms locating right near the border –

giving the first-mover a persistent advantage resulting from state dependence? And do these

firm concentrations persist after the policy advantage is obsolete because a neighboring

jurisdiction legalizes later? If so, this would provide evidence consistent with vendors having

27Braid (1987) discusses “optimistic” entrants that do not anticipate price reductions from firms in response
to its entry and “sophisticated” entrants that rationally anticipate all price changes induced by entry.
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some market power to deter subsequent entrants. We proceed in two parts. First, we test

for differences in the distribution of firm locations around borders due to differences in the

order of legalization. Second, we conduct a hazard model analysis of policy adoption.

6.1 A Recent Legalization Decentralization

The state of New York has long had a ban on fireworks. However, starting in 2015, the

state decentralized the authority to pass firework rules. In particular, the state allowed

county governments to legalize certain ground level fireworks.28 Given we observe the date

of legalization and the precise location of firms, we can study if the locations of firms are

sensitive to the county’s time of legalization. The local nature of the data has the advantage

of allowing us to look within the state of New York and to focus on similar nearby county

comparisons.

We obtain data on the day of legalization from the state. Following the state level reform,

Essex county was the first to legalize on March 9, 2015. Then throughout March, April, May

and June, a steady trickle of jurisdictions legalized fireworks. Given the staggered order of

legalization, firms may not want to wait to set up shop in a different county that may legalize

later. We expect firework vendors to have some market power and permanence of location

because the state requires vendors to obtain special firework licenses, which in the case

of New York requires payment of a fee. Following the first July 4th celebration, a couple

of counties have legalized since, but these additional legalizations have been few and far

between – suggesting that Figure 1 is near the settled equilibrium. Figure A.6 shows the

Kaplan-Meier survivor function, which is a non-parametric estimation of the probability a

jurisdiction will adopt. Given the short time period between the reform and July 4 (arguably

the most important day for firework usage), only a couple of months difference in legalization

may have important effects.

We then scrape the New York database of licensed firework vendors. This database gives

us the addresses of over 1000 vendors that are allowed to sell fireworks; we geocode each

of these addresses using googlemaps. The median county in which firework sales are legal

has approximately 25 firework vendor licenses; as a comparison, the median county has 260

liquor licenses, perhaps suggesting firework vendors may have more market power.

28Most states neighboring New York do not allow the sale of aerial fireworks. This implies that for most
residents of New York, ground level fireworks are the only fireworks accessible to them.
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6.2 Location of Firms Precisely on Borders

We first wish to see if jurisdictions that move first in legalizing have an excessive amount

of firms just with their borders relative to a neighboring jurisdiction that moves later. It is

well known that kinks or notches will result in bunching on the favored side of a tax bracket

(Slemrod 2013, Kleven 2016), however, in the case of geographic bunching, we cannot observe

the counterfactual distribution of firms in jurisdictions that do not legalize. Thus, to test

our model, we compare the distribution of firms in counties that legalize early with the

distribution of firms in neighboring counties that legalized later. Perhaps more importantly,

this also allows us to test a dynamic model rather than the static model in Holmes 1998.

In order to do this, we first calculate the driving time and distance, from every fireworks

vendor f to the nearest county border. Given we care about densities in the local region

of the border, we do not calculate the distance to all borders.29 This measure of distance

is designed to capture the “true” cost of cross-border shopping for fireworks. Once each

firework store is matched to the nearest county border, we classify the firework store as

being treated if the date of legalization for the store’s own-county occurs before the date of

legalization of the nearest neighboring county. Let d be the number of days since January 1,

2015 that it took for the county to legalize. Then, for each vendor f , the treatment variable

is given by

Ef =

1 if df < d̃f

0 if df ≥ d̃f
(22)

where df are the days it took firm f ’s county to legalize and d̃f is the days it took to legalize

for the nearest neighboring county to firm f . Notice that within a particular county j, Ef

can vary for different firms in the county depending if the nearest county to that firm moved

earlier or later. Letting the driving time to the nearest border be our running variable, rf ,

we let the running variable be positive if Ef = 1 and negative if Ef = 0. The county border

acts as the point of discontinuity where we can test if the distribution of firms is higher on

the early mover side than on the late mover side.

In our preferred sample, we only use county pairs where both counties legalize by the end

of the sample; thus, unlike Holmes (1998), treated and control jurisdiction have the same

policies today, but differed in their policies in the past. This provides potential evidence on

29We do this by modifying the procedure in Agrawal (2015). As in Lovenheim (2008), we first identify
the intersection of all major road crossings and county borders. Then, using the locations of the fireworks
vendors as “origins” and the locations of all county border road crossings as “destinations” we find the
driving route that minimizes the time from the origin to the destination. We follow a hierarchical system of
driving, preferring larger roads over smaller roads. Once the route that minimizes the driving time to the
nearest destination is found, we obtain how many minutes it takes to drive and the road distance in miles.
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the theory relating to the state dependence of firms given the historical policy differences

no longer directly matter by the date of our firm location data. We implement the analysis

using the McCrary (2008) test.30 In particular, letting g(r) be the density of firework vendors

at distance r from the border, we define the parameter of interest θ as

θ = ln limr↓0 g(r)− ln limr↑0 g(r) (23)

which is the log difference in the density of firms near the border on the early adopter side

of the border relative to the late adopter side of the border.

Table 2 shows the results using driving time as the running variable and table A.1 shows

the results using driving distance. In the text, we focus on driving time and the results

using the optimal bandwidth selection procedure. The first column shows the difference in

density using all county borders that are not a state or international border. The results

in column (1) may be consistent with more firms locating on the early adopter side of the

border; however, this result is confounded by the fact that the observations with Ev = 0 also

includes firms in counties that never adopt. To eliminate this possibility, in all subsequent

columns, we only focus on border pairs where both counties allow firework sales by June

30, 2016.31 In column (1’), we use all border pairs where both counties allow sales at

some point in time. Here we find no statistically significant differences in the density of

firms; however, this sample includes border pairs where both counties legalized within the

same week. When restricting the sample to border pairs where one county legalized at

least a month in advance (column 2) or at least two months in advance (column 3), we

notice significantly more firework licenses just within the first mover’s border. Although two

months remains a short period, given fireworks can only be used (by state law) around July

4 and New Year’s, a couple of months represents an important first mover advantage in the

firework industry, especially given the short period between the state reform and July 4.32

Given the legalization experiment analyzed, we study the first-mover advantage resulting

from short time differences; larger time differences would likely generate even larger effects

than what we identify. The magnitudes in are economically large and meaningful. In column

(2) the results indicate a 120% increase in the density of firms on the first mover side of the

border. This indicates a more than doubling of the number of firms just over the border.

30We follow the optimal bandwidth selection procedure, but also show results for larger bandwidths because
firms are unlikely to locate right on the border because of border costs. The optimal bandwidth may result in
dips near the border simply because a firm can rarely be right on the border based on our driving algorithm.
Jacob and McMillen (2015) also find dips near the border.

31We include firms in the two counties that legalized in May 2016 even though our firms database is dated
June 30, 2016. Dropping these two counties increases the magnitude of the results.

32New York law regulates the days fireworks can legally be used or set off, so time to establish in advance
of the high demand period is likely important.
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Thus, late moving jurisdictions remain disadvantaged in terms of tax revenue and firms

producer surplus, because firms near the border in the early moving jurisdiction maintain

their advantage even after both counties legalize. This provides indirect evidence that early

entering firms have some market power to discourage entry on the later-moving side.

Figure 9 shows the results for columns (2) and (3) visually with driving time as the

running variable; figure A.7 shows the results using driving distance as the running variable.

There is a discontinuity in the density function at the border.33 Comparing subfigures, the

gap in the densities is increasing as the length of the time advantage of the first mover.

These figures reduce geographic space to one dimension, so that there may be many firms

located at a given distance because they are located at different points along the border.

This is consistent with the theoretical model. Thus, any “bunching” we identify is many

firms locating at the same distances from the border, but likely not at the same point.

A concern is that jurisdictions that legalized early may have more non-firework firms

located near the border. This is a concern because an already established large retail store

like Walmart or Target is allowed to obtain a firework license. Although we cannot determine

if a store only sells fireworks, we restrict our sample to stores that have the words “Firework”,

“Fireworks”, “TNT”, or “Keystone” (a known firework chain) in the legal name of the

business. We then run the McCrary test separately for these businesses knowing that they

could not have been located in the county prior to legalization. Figure 10 shows larger

amounts of firms on the first moving side of the border. On the late moving side of the

border, a “pothole” emerges where few firms are located. This suggests that the border

firms on the early mover side are able to deter entry of firms on the late moving side. In fact,

the estimates using the optimal bandwidth suggest a discontinuity of θ =1.845 for counties

that legalized more than one month earlier than the neighbors. In figure 11 we exclude all

firework specialty stores and focus on the retailers that obtained firework licenses but who

also sell other products. This figure shows no statistical difference in the density at the

border, suggesting that the time of adoption was not driven by pre-existing (non-firework)

retail firms near the border. This is also reassuring because it rules out the possibility of

firework firms locating on a given side of the border simply because other retailers are there.

These two figures taken together confirm that early moving jurisdictions will result in an

excess mass of firms that specialize in selling the legalized good within their border.

A second concern might be that the side of the border with more firms also has more

people and thus more demand for fireworks. We show that this is false. To do this, we take

33The densities decline after 15 minutes from the border because only firms in very large (area) counties
are left in the data more than 15 minutes from the border. This is because we only calculate the distance to
the nearest border and not the distance to every border. Thus, we can only make inference near the border.
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Census block data on population and follow the same procedure to calculate the shortest

driving time from every Census Block point (approximately 250,000 blocks) to the nearest

intersection of a major road crossing and a county border. Then, assuming that every

person in the Census block has that same distance, we conduct the McCrary test for the

same set of borders used in the analysis above. The early moving jurisdictions have a lower

population density near the border than the late moving jurisdictions. In addition, early

moving jurisdictions appear to have a lower population in general.34 This makes the firm

level results even more convincing because all else equal, a firm locating on the border of

the early adopter region would have likely preferred to be on the other side (closer to the

larger population mass). More dense areas may have stronger zoning restrictions for firms;

we cannot rule out this possibility but note that firework stores themselves are not likely to

impose negative externalities on surrounding residences.

The results are consistent with a model where first-moving jurisdictions have more firms

located just inside their border than second-moving jurisdictions. In particular, the excess

mass of firms on the early-moving side of the border provides evidence that firework vendors

have some market power which deters subsequent entry on the other side of the border. Our

model predicts that state dependence arises because of firms near the border. The empirical

analysis does not inform us as to the distribution of firms at the interior of a county, but

theoretically, only the limiting argument is necessary to result in policies that may not match.

The empirical analysis cannot yet inform us regarding the dynamics of policy adoption. For

this, we turn to the next section.

6.3 The Role of the Neighbor’s Policy

Is a county less likely to allow fireworks if nearby counties have already adopted? We conduct

a hazard analysis that explains whether a county legalizes fireworks as a function of detailed

(mostly pre-determined) county level variables and a time varying covariate that captures

whether neighbors have adopted the policy already. The set of control variables include

(log) area, (log) population, demographics (fraction senior, fraction white, fraction male,

education, income, housing controls), whether the county borders another state/country,

the number of neighbors, and local sales tax rates. For our explanatory variable of interest,

we construct two variants, due to the fact that counties border multiple counties. First,

in every time period, we calculate the number of neighbors that have previously legalized

fireworks. This variable increases as the number of counties legalize, but its maximum value

may be larger for counties with many neighbors. Although the hazard model accounts for the

34Firework externalities may have public goods characteristics: the noise and danger affects all exposed
population, and the more you have – the denser the area –the more likely that the social cost is large.
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number of neighbors directly, we also construct a normalized metric. Second, this normalized

variable takes the prior variable and divides by the total number of neighbors such that it is

interpreted as the fraction of neighbors with prior legalization. This variable is bounded by

zero and one.

Given we observe county adoptions at the daily frequency, we work with a continuous

time hazard model. The presence of time varying coefficients adds some complexity to the

hazard model and we follow Jenkins (2005). Define the hazard rate as ϕ(t,X), where t is

duration and X is a vector of jurisdictional characteristics. Then, define ϕ0(·) as the baseline

hazard which summarizes the pattern of duration dependence common to all jurisdictions.

Thus, the accelerated failure time (AFT) model provides the linear relationship between the

log of survival time T and X, such that, if all covariates were constant, ln(T ) = β′X + ε.35

This equation cannot be easily modified in the presence of time-varying covariates, but the

hazard can easily be generalized. Define φt = eβ
′Xt , so the hazard can be written as

ϕ(t,Xt) = φtϕ0(tφt). (24)

Of course, estimating the hazard model requires certain parametric assumptions. We use

the Akaike Information Criterion (AIC) to select the parametric survival distribution.36 The

AIC selects a lognormal parametric form, which we verify by visual inspection of the Kaplan-

Meier survivor function and the hazard rate implied by it. The lognormal distribution is

estimated using the accelerated failure time (AFT) representation.

Table 3 shows the estimates using the two different independent variables. In order to

interpret the results, note that the median county has five neighbors. At the date of adoption,

the median county has two neighbors that have adopted or 42% of its neighbors that have

adopted. We present various parameters of interest from the hazard model. First, we present

the coefficient from the AFT model, which can be interpreted as the semi-elasticity of the

expected duration with respect to the covariate. Thus, positive values indicate that the

duration dependence is increasing in the covariate. Second, under the AFT representation,

the time ratio of jurisdiction i and j with a one unit difference in a particular characteristic

k is given by (Ti/Tj) = eβk(Xik−Xjk) = eβk . Finally, we present the average partial derivatives

of the conditional mean (and median) duration function, which is given in days to adoption.

While the mean duration may be relevant for policy making, as noted in Eberwein, Ham

and LaLonde (2002), interpretation of this parameter is more difficult in the presence of

35We use the accelerated failure time representation because, as demonstrated below, model selection tools
yield the log normal parametric form, which can only be interpreted in AFT form.

36Of course, the Cox proportional hazard model is an alternative, but it is not well-suited for our setting.
We show robustness to the Cox model in the appendix.
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censoring because the tail of the distribution may have large effects on the mean; in this

case, the choice of the parametric hazard will determine what happens past the censoring

point. Looking at the conditional median duration solves the problems related to sensitivity

of the conditional mean function beyond censoring, but the conditional median function may

be less useful for policymakers.

Table 3 indicates the coefficient from the AFT hazard model is positive, which implies an

increase in the number (and fraction) of neighbors adopting increases the duration at which

a county will adopt. To get a better idea of the magnitude, the time ratio for column (2)

suggests that a country that has one more neighbor previously adopting proceeds to adopt

at a rate approximately 80% (i.e., 1/1.211) slower than a country with one less neighbor

adopting. Calculating the average partial derivatives of the conditional duration function,

this suggest a 170 and 206 day increase time to adoption for the median and mean duration

functions, respectively. Given we utilize approximately two years of data and the average

duration is less than a year, this is a considerable increase. In turn, having a second neighbor

adopt would double this duration. Although using the number of neighbors already legalizing

is transparent, this metric will be larger for places with more neighbors. As an alternative,

we calculate the fraction of neighbors that have adopted at any point in time. Focusing

on column (4), a one unit increase in this variable indicates the effect of going from 0% of

one’s neighbors adopting to 100% of one’s neighbors adopting. For this reason, the estimates

are larger than the first two columns. To make the partial derivatives comparable, recall

the median (and also, mean) county has five neighbors implying a 0.2 unit change in the

fraction of neighbors variable; this then suggest a 189 and 225 day increase to adoption (per

neighbor) for the median and mean duration functions, respectively.

Should these parameters be interpreted as causal effects? The number of neighbors

adopting at a particular duration is an external covariate, that is, it is defined even after a

county approves firework legislation. External covariates must still satisfy strict exogeneity

in the hazard context. This implies that conditional on the set X(t) of all time varying

covariates through duration t, the fact that the spell lasts until t+ h provides no additional

information about X(t + h). Given that these policies may be determined in a competitive

game, if fiscal competition is at work, this assumption may not be satisfied. As a result, the

estimates should be interpreted as policy correlations rather than causal effects.

As an alternative to the parametric hazard model above, the Cox proportional hazard

model is common in the literature because, by eliminating the estimation of the baseline

hazard, it is robust to misspecification on this dimension. Table A.2 presents results from

the Cox model. The Cox model is not estimated in AFT form and for this reason, we present

hazard ratios. Qualitatively, the sign of the effects are similar. In all cases, the hazard ratio is
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less than one. For example, one additional neighbor adopting, lowers the hazard of adopting

fireworks legislation by 25%. In this setting, the Cox model has several limitations. First,

as shown in table 4 and 5, the Cox model performs extremely poorly on our model selection

criteria. Second, the partial likelihood estimates are derived only using information at each

“failure” time. As a result, time varying covariates are only evaluated during estimation

at the failure time and it does not matter what happens in between; this is a substantial

limitation.

Finally, tables 4 and 5 show robustness to the top three parametric models on the basis

of the AIC model selection. As can be seen, the results for the loglogistic and Weibull form

are similar to the lognormal results presented in the text. This provides evidence that the

results are not being driven by the parametric form.

Overall, we conclude that having an additional neighbor legalize fireworks previously

correlates with a delay in the time to adoption. Such increases in the time to adoption

may result in medium-term and potentially long-term differences in regulatory policies be-

tween otherwise similar jurisdiction. As such, the dynamics of legalization – that is, which

jurisdictions legalize first – may induce state dependence resulting from firm market power

that discourages second-moving jurisdictions from adopting, even if the initial distribution of

firms is no longer relevant for current day optimal firm locations. Although our theoretical

model provides one mechanism, we do not deny that other mechanisms may be at work as

well. Had we found policy convergence, yardstick competition, for example, may have been

a factor, but this alternative mechanism is less likely given our findings.

7 Conclusion

This paper uses a spatial model to consider whether otherwise identical jurisdictions adopt

different policies based entirely on the order in which policy decisions are made. If early

policy decisions have no impact on firm locations, early legalization is always followed by

universal legalization. On the other hand, if the first jurisdiction to legalize an activity gains

a long-lasting advantage in firm location — if firms locate where their product is legal and (at

least for awhile) stay there even if neighboring jurisdictions legalize — government policies

may differ in the long-run. Under this assumption, an early-moving government may legalize

because of the ability to attract nonresident consumers, while a later-moving government

may not legalize because, even if it did so, some of its residents would continue purchasing

outside its borders. Thus, our theoretical model provides a mechanism consistent with the

well-known observations that firms often locate on one side of a border if jurisdictions set

different policies. The empirical evidence that we identify on firm location using county
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level firework policy in New York suggests that early moving jurisdictions have an advantage

resulting from state dependence. In particular, early moving jurisdictions are likely to have

more firms just within their border than later-moving jurisdictions.

This paper began with a discussion of activities that might have negative externalities

associated with them. Considering some possible examples, it seems reasonable that a juris-

diction that first legalizes casino gambling could gain a long-lasting advantage by becoming

a tourism center. In regards to fireworks, when two jurisdictions have dramatically different

laws, large fireworks stores tend to locate just inside the border of the legalizing jurisdiction.

It is possible that those stores might well maintain some of their advantage in size or site

selection, and thus might continue to draw some cross-border buyers even if legalization

became universal. To at least some degree, then, the model in this paper might explain why

differences in policy concerning these activities could persist.

In contrast, the technology to sell cigarettes or lottery tickets can be easily placed in

many small retail stores. For these products, universal legalization would quickly eliminate

any first-mover advantage, and the paper’s model predicts policy convergence in the presence

of perfect competition.
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Kiliç, Emrah. 2008. “Explicit Formula for the Inverse of a Tridiagonal Matrix by Backward

Continued Fractions.” Applied Mathematics and Computation, 197(1): 345–357.

36



Kleven, Henrik Jacobsen. 2016. “Bunching.” Annual Review of Economics, 8: 435–464.

Kline, Patrick, and Enrico Moretti. 2014. “Local Economic Development, Agglomer-

ation Economies, and the Big Push: 100 Years of Evidence from the Tennessee Valley

Authority.” Quarterly Journal of Economics, 129(1): 275–331.

Knight, Brian, and Nathan Schiff. 2012. “Spatial Competition and Cross-border Shop-

ping: Evidence from State Lotteries.” American Economic Journal: Economic Policy,

4(4): 199–229.

Levinson, Arik. 1996. “Environmental Regulations and Manufacturers’ Location Choices:

Evidence from the Census of Manufactures.” Journal of Public Economics, 62: 5–29.
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Figure 1: Firework Bans within States

(a) New York

(b) Washington

The figures show county level firework policies in the state of New York and Washington.
In the New York figure, shaded counties have legalized; the darker colors show late

legalizers while the lighter shades show early legalizers. For purposes of this figure, an early
adopter legalizes in the first 120 days following the decentralization, a middle adopter

legalizes within 120-180 days, and a late adopter legalizes after 180 days. In the
Washington figure, shaded counties have legalized, with darker shades having more
generous legalization rules and lighter shaded counties imposing some restrictions.
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Figure 2: Aerial Firework Bans

“Allow” means that the states allow for aerial fireworks sales (although possibly sales only
to nonresidents). “Ban” means the state bans aerial fireworks sales to both residents and

nonresidents.

Figure 3: Geographic Layout of the Model

Jurisdiction
S

Borders Jurisdiction
F

0

𝑛

The figure shows the geography of the model. Let n denote the length of a jurisdiction.
Then jurisdiction F is located from point 0 to point n moving clockwise on the circle and

jurisdiction S is located from point 0 to n moving counterclockwise. For ease of notation, it
will be easiest to think of jurisdiction S as occupying points −n to 0 and jurisdiction F as

occupying points 0 to n.
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Figure 4: Geographic Layout of the Model with Market Power
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The figure shows the geography of the model with market power under the assumption
that only jurisdiction F has legalized the activity. Let zi denote a firm location at the solid

blue lines, and bi denote the market border of the firm at the dotted red line. For
simplicity, we suppress the firms (and their boundaries) between z2 and zn−2.

Figure 5: Accuracy of Approximating α0 for Different Numbers of Firms
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The figure plots the analytical value for α0 for a finite number of firms in the first-moving
jurisdiction (dashed line) relative to the approximation derived for an infinite number of

firms (solid line) in equation(11). The horizontal axis is the number of firms in the
jurisdiction, which always equals the jurisdiction length plus one (n+ 1). We show the case

of two firms even though formulation of the model with at least one firm having two
competitors involves at least three firms.
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Figure 6: The Role of Size

The vertical axis shows the values of WN
S −WL

S and WL
F , b0 when

v = 2.8, c = 1, t = .2, k = 1, e = 1.6 and n is allowed to vary. An equilibrium where
policies do not match will arise if WN

S −WL
S > 0 and WL

F > 0. The other assumptions of
the model must hold: the parameters must satisfy b0 < 0, v − c− e− k

4
< 0 and

v − t− 1
2
k − p > 0 where p is the maximum value of pi.

Figure 7: The Role of the Externality

(a) Smaller n (b) Larger n

The vertical axis shows the values of WN
S −WL

S and WL
F when

v = 2.8, c = 1, t = .2, k = 1, e = 1.6 and e is allowed to vary. In the left figure n = 24 and
the right figure n = 48. The scale of both horizontal axes are equivalent to facilitate

interpretation. An equilibrium where policies do not match will arise if WN
S −WL

S > 0 and
WL
F > 0. The other assumptions of the model must hold: the parameters must satisfy

b0 < 0, v − c− e− k
4
< 0 and v − t− 1

2
k − p > 0 where p is the maximum value of pi.
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Figure 8: Role of Taxes

The vertical axis shows the values of WN
S −WL

S andWL
F when

v = 2.8, c = 1, n = 24, k = 1, e = 1.6 and t is allowed to vary. An equilibrium where
policies do not match will arise if WN

S −WL
S > 0 and WL

F > 0. The other assumptions of
the model must hold: the parameters must satisfy b0 < 0, v − c− e− k

4
< 0 and

v − t− 1
2
k − p > 0 where p is the maximum value of pi so that all people buy the good

when legalized. Note, however, for very large t, the condition v − t− 1
2
k − p > 0 would not

be satisfied.

Figure 9: Density of Firms Around Borders

(a) (b)

To the left of the zero line is the distribution of firms (authorized to sell fireworks) on the
side of the border that was late to legalize. To the right of the zero line is the distribution
of firms on the side of the border that was first to legalize. The running variable is driving

time in minutes. The left figure compares firms in jurisdictions where the date of
legalization differs by more than one month. The right figure compares firms in
jurisdictions where the date of legalization differs by more than two months.
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Figure 10: Density of Specialty Firework Firms Around Borders

(a) (b)

This figure focuses only on specialty stores that sell fireworks, that is, stores that could not have been in
that location before the law changed. To do this, we select firms that have the words “Firework”,

“Fireworks”, “TNT” or “Keystone” in their name. To the left of the zero line is the distribution of firms on
the side of the border that was late to legalize. To the right of the zero line is the distribution of firms on
the side of the border that was first to legalize. The running variable is driving time in minutes. The left
figure compares firms in jurisdictions where the date of legalization differs by more than one month. The

right figure compares firms in jurisdictions where the date of legalization differs by more than two months.

Figure 11: Density of Non-Specialty Firework Firms Around Borders

(a) (b)

This figure focuses only on non-specialty stores (standard retailers such as Walmart or Target) that sell
fireworks, that is, stores that could have been in that location before the law changed. To do this, we

exclude firms that have the words “Firework”, “Fireworks”, “TNT” or “Keystone” in their name. To the
left of the zero line is the distribution of firms on the side of the border that was late to legalize. To the
right of the zero line is the distribution of firms on the side of the border that was first to legalize. The

running variable is driving time in minutes. The left figure compares firms in jurisdictions where the date
of legalization differs by more than one month. The right figure compares firms in jurisdictions where the

date of legalization differs by more than two months.
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Figure 12: Density of Population Around Borders

(a) (b)

To the left of the zero line is the distribution of population on the side of the border that
was late to legalize. To the right of the zero line is the distribution of population on the

side of the border that was first to legalize. The running variable is driving time in
minutes. The left figure compares firms in jurisdictions where the date of legalization

differs by more than one month. The right figure compares firms in jurisdictions where the
date of legalization differs by more than two months.

Table 1: Moran’s I for Policies

Counties States
Fireworks

(WA)
Fireworks

(NY)
Fireworks Commercial

Casino
Marijuana Racetrack Lottery

Moran’s I -0.206** -0.093 .128 .062 -.001 .158* .142*
(.104) (.084) (.093) (.092) (.093) (.093) (.083)

This table shows the value of Moran’s I test of spatial correlation using counties in the first two
columns and the 48 contiguous states in the remaining columns. The significance levels indicate

if the statistic is significantly different from the null of no spatial autocorrelation. ***99%,
**95%, *90%.
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Table 2: McCrary Density Test

(1) (1’) (2) (3)
All Borders
(Including

Bans)

All Borders
(No Bans)

First Mover
Advantage of 1
month or more

First Mover
Advantage of 2

months or
more

Optimal
Bandwidth

Difference .911*** .297 1.203*** 1.935*
(s.e.) (.270) (.302) (.459) (1.063)

1.5 ×
Bandwidth

Difference .677*** .111 .800*** 1.479***
(s.e.) (.187) (.208) (.296) (.548)

2 ×
Bandwidth

Difference .618*** .120 .636*** 1.147***
(s.e.) (.150) (.165) (.230) (.366)

Bandwidth 8.35 8.43 8.30 7.03
This table shows the result of the McCrary test where a store is classified as “treated” if it is in

a county that allowed firework sales before the nearest neighboring jurisdiction. Column (1)
looks at the density of firms near all county borders within New York including those that do

not legalize. Column (1’) looks at all county borders within the state, but drops borders where
one side does not legalize. Column (2) compares firms in counties that legalized more than a
month in advance of the nearest neighbor; both counties must legalize at some point to be in
this sample. Column (3) compares firms in counties that legalized more than two months in

advance of the nearest neighbor; both counties must legalize at some point to be in this sample.
The running variable is driving time to the nearest border (minutes). Each row presents

various bandwidths. ***99%, **95%, *90%.

Table 3: Time to Adoption: Parametric Hazard Model

Number of Neighbors Percent of Neighbors
(1) (2) (3) (4)

coefficient
.214** .192** 1.183** 1.026**
(0.102) (0.077) (0.570) (0.417)

time ratio
1.238** 1.211** 3.266** 2.790**
(0.126) (0.093) (1.262) (1.162)

partial derivatives of the
median duration

81.033* 170.135* 452.048 946.453*
(48.985) (93.487) (279.291) (544.778)

partial derivatives of the
mean duration

119.711* 205.701* 651.108* 1129.402*
(66.16) (113.679) (359.519) (651.065)

Time-invariant Covariates? N Y N Y
Counties 62 62 62 62
“Failures” 38 38 38 38
This table shows the result of the hazard model explaining time to adoption of firework policies
in New York as a function of pre-determined covariates and a time varying covariate concerning

neighbor adoption. In the first two columns, the independent variable is the number of
neighboring counties that have already adopted at each duration; in the second two columns,

the independent variable is the fraction of neighboring counties that have adopted. Column (1)
and (3) include no other covariates while columns (2) and (4) include time-invariant covariates.

We use the lognormal distribution for duration, which is an accelerated failure time
representation. Each row presents various interpretations of the model. The first row presents
the coefficient from the hazard model, the second row presents the time ratio, the third row
presents the average partial derivatives of the conditional median duration function, and the
fourth row presents the average partial derivatives of the conditional mean duration function.

Standard errors are clustered at the county level. ***99%, **95%, *90%.
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Table 4: Time to Adoption: Robustness of Parametric Hazard Model

Number of Neighbors
(1) (2) (3) (4)

lognormal loglogistic Weibull Cox

coefficient
.192** 0.174** 0.191**
(0.077) (0.080) (0.082)

time ratio
1.211** 1.190** 1.210**
(0.093) (0.956) (0.100)

partial derivatives of the
median duration

170.135* 165.988 242.760
(93.487) (115.758) (167.475)

partial derivatives of the
mean duration

205.701* 208.762 259.082
(113.679) (145.954) (178.624)

hazard ratio
0.761

(0.147)
Time-invariant Covariates? Y Y Y Y
Counties 62 62 62 62
“Failures” 38 38 38 38
AIC 148.993 149.866 154.736 279.420
This table shows the result of the hazard model explaining time to adoption of firework policies
in New York as a function of pre-determined covariates and a time varying covariate concerning

neighbor adoption. Each of the first three column represents various parametric forms of the
hazard model, each in accelerated failure time representation; the fourth column is for the Cox

model. The independent variable is the number of neighboring counties that have already
adopted at each duration. All models include this time-varying variable and fixed covariates.
Each row presents various interpretations of the model. The first row presents the coefficient

from the hazard model, the second row presents the time ratio, the third row presents the
average partial derivatives of the conditional median duration function, and the fourth row
presents the average partial derivatives of the conditional mean duration function. The final
row, for the Cox model, presents the hazard ratio. The AIC criterion for model selection is

presented in the final row. Standard errors are clustered at the county level. ***99%, **95%,
*90%.
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Table 5: Time to Adoption: Robustness of Parametric Hazard Model

Percent of Neighbors
(1) (2) (3) (4)

lognormal loglogistic Weibull Cox

coefficient
1.026** 0.987* 1.206***
(0.417) (0.509) (0.442)

time ratio
2.790** 2.683* 3.339***
(1.162) (1.368) (1.475)

partial derivatives of the
median duration

946.453* 940.495 1308.585*
(544.778) (658.537) (769.088)

partial derivatives of the
mean duration

1129.402* 1161.714 1367.100*
(651.065) (807.261) (802.107)

hazard ratio
0.155*
(0.073)

Time-invariant Covariates? Y Y Y Y
Counties 62 62 62 62
“Failures” 38 38 38 38
AIC 147.568 148.745 151.682 277.798
This table shows the result of the hazard model explaining time to adoption of firework policies
in New York as a function of pre-determined covariates and a time varying covariate concerning

neighbor adoption. Each of the first three column represents various parametric forms of the
hazard model, each represented in accelerated failure time representation; the fourth column is
for the Cox model. The independent variable is the fraction of neighboring counties that have

already adopted at each duration. All models include this time-varying variable and fixed
covariates. Each row presents various interpretations of the model. The first row presents the

coefficient from the hazard model, the second row presents the time ratio, the third row
presents the average partial derivatives of the conditional median duration function, and the
fourth row presents the average partial derivatives of the conditional mean duration function.

The final row, for the Cox model, presents the hazard ratio. The AIC criterion for model
selection is presented in the final row. Standard errors are clustered at the county level.

***99%, **95%, *90%.
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A Appendix (online only)

Online appendix for “Dynamics of Policy Adoption with State Dependence”

David R. Agrawal and Gregory A. Trandel

A.1 Stylized Facts

Figure A.1 shows an example of firms locating at a state border. Figures A.2, A.3 and A.4

show the state regulatory policies for lotteries, casinos (commercial) and marijuana usage.

Figure A.5 shows possible price configurations from the model for one half of a jurisdiction.

Figure A.6 shows the time of adoption for New York counties. Figure A.7 and table A.1 are

analogous to those in the main text of the paper. The only difference is that these results

use driving distance rather than driving time as the running variable.

A.2 Theory: Infinite Solution

Here we consider the case where n → ∞. Equations in the body of the paper show that

p0 = (v − t)/3 + c/2 + k/6 + p1/6 and pi = c/2 + k/2 + pi−1/4 + pi+1/4 (for i ≥ 1) are the

reaction functions for firm prices. This appendix establishes that these reaction functions

are satisfied at the pi equilibrium prices that are given by the following weighted average:

p∗i = αi

(
v − t+ c

2

)
+ (1− αi)(c+ k), where αi =

4

4 +
√

3

(
2−
√

3
)i
. (A.1)

Showing that this is indeed the formula for the equilibrium prices entails showing that

plugging both p∗0 and p∗i into the relevant reaction functions produce consistent results.

Considering p∗0 first, equation (A.1) with i = 0 yields

p∗0 =
2

4 +
√

3
(v − t+ c) +

√
3

4 +
√

3
(c+ k). (A.2)

Similarly,

p∗1 =
2(2−

√
3)

4 +
√

3
(v − t+ c) +

(
−4 + 5

√
3

4 +
√

3

)
(c+ k). (A.3)

Substituting the latter expression into the p0 reaction function produces

p∗0 =
v − t

3
+
c

2
+
k

6
+

(
2−
√

3

3(4 +
√

3)

)
(v − t+ c) +

(
−4 + 5

√
3

6(4 +
√

3)

)
(c+ k) (A.4)
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Setting p∗0 equal to p0 yields

p∗0 =
2(v − t)
4 +
√

3
+

2c

4 +
√

3
+

√
3(c+ k)

4 +
√

3
=

(
1

3
+

2−
√

3

3(4 +
√

3)

)
(v − t)+(

1

2
+

2−
√

3

3(4 +
√

3)
+
−4 + 5

√
3

6(4 +
√

3)

)
c+

(
1

6
+
−4 + 5

√
3

6(4 +
√

3)

)
k = p0 (A.5)

or

p∗0 =
2(v − t)
4 +
√

3
+

(2 +
√

3)c

4 +
√

3
+

√
3k

4 +
√

3
=

(
6

3(4 +
√

3)

)
(v − t)+(

3(4 +
√

3) + 2(2−
√

3)− 4 + 5
√

3

6(4 +
√

3)

)
c+

(
4 +
√

3− 4 + 5
√

3

6(4 +
√

3)

)
k = p0 (A.6)

or

p∗0 =
2(v − t)
4 +
√

3
+

(2 +
√

3)c

4 +
√

3
+

√
3k

4 +
√

3
=

2(v − t)
(4 +

√
3)

+
(12 + 6

√
3)c

6(4 +
√

3)
+

(6
√

3)k

6(4 +
√

3)
= p0. (A.7)

The equality between the left-hand side and right-hand side of the above expression estab-

lishes that the equilibrium prices p∗0 and p∗1 are consistent with reaction function p0.

Turning now to equilibrium price p∗i (i ≥ 1), equation (A.1) equals

p∗i =
4

4 +
√

3
(2−

√
3)i
(
v − t+ c

2

)
+

[
1− 4

4 +
√

3
(2−

√
3)i
]

(c+ k) (A.8)

Plugging p∗i−1 and p∗i+1 into the pi reaction function produces

pi =
c

2
+
k

2
+

1

4

[
4

4 +
√

3
(2−

√
3)i−1

v − t+ c

2

]
+

1

4

[
1− 4

4 +
√

3
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√
3)i−1

]
(c+ k)+

1

4

[
4
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√

3
(2−

√
3)i+1v − t+ c

2

]
+

1

4

[
1− 4

4 +
√

3
(2−

√
3)i+1

]
(c+ k) (A.9)

Rewriting this formula yields

pi =
c

2
+
k

2
+

(
1

4 +
√

3

)(
v − t+ c

2

)[
(2−

√
3)i−1 + (2−

√
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]
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1
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[
1− 4
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√

3
(2−

√
3)i−1 + 1− 4
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√

3
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√
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]
(c+ k) (A.10)
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or

pi =

(
1

4 +
√

3

)(
v − t+ c

2

)
(2−

√
3)i−1

[
1 + (2−

√
3)2
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1
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4
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3

)(
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3)2
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or

pi =

(
1

4 +
√

3

)(
v − t+ c

2

)
(2−
√

3)i−1(8−4
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[
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(
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or

pi =

(
4(2−

√
3)i

4 +
√

3

)(
v − t+ c

2

)
+

[
1− 4(2−

√
3)i

4 +
√

3

]
(c+ k). (A.13)

This last expression matches equation (A.8) which establishes that, for all i ≥ 1, the formula

for equilibrium price p∗i satisfies reaction function pi.

A.3 Theory: Finite Solution

For the finite n case, the solution is given by the reaction functions:

p0 =
v − t

3
+
c

2
+
k

6
+
p1
6
, (A.14)

pi =
c

2
+
k

2
+
pi−1

4
+
pi+1

4
, i = 1, ..., n− 1 (A.15)

pn =
v − t

3
+
c

2
+
k

6
+
pn−1

6
. (A.16)

These reaction functions can be written in matrix notation as



p0

p1
...

pn−1

pn


=


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3

+ c
2

+ k
6

c
2

+ k
2

...
c
2

+ k
2

v−t
3

+ c
2

+ k
6


+



0 1/6 0

1/4
. . . 1/4

1/4
. . .

. . . 1/4

1/4
. . . 1/4

0 1/6 0





p0

p1
...

pn−1

pn


(A.17)
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and the equilibrium prices are characterized by:



p0

p1
...

pn−1

pn


=



1 −1/6 0

−1/4
. . . −1/4

−1/4
. . .

. . . −1/4

−1/4
. . . −1/4

0 −1/6 1



−1 

v−t
3

+ c
2

+ k
6

c
2

+ k
2

...
c
2

+ k
2

v−t
3

+ c
2

+ k
6


. (A.18)

For a given value of n this can be easily solved using standard software. The solution

for a general n, as noted in the text, requires complex mathematics that provides little

additional information beyond the approximation we follow. Nonetheless, the finite solution

is characterized by solving (A.18).
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Figure A.1: Example of Vendors Near Borders

The figure shows a map of the shopping area, South of the Border, which is located just off
of I-95 on the border of the North Carolina and South Carolina. Fireworks are legal in

South Carolina but illegal in North Carolina. This area contains two large firework stores –
Rocket City and Fort Pedro – both of which have very large structures and signage to

attract cross-border shoppers.

54



Figure A.2: Lottery Bans

“Allow” means that the states allow for lottery ticket sales in 2018. “Ban” means that the
states ban for lottery ticket sales on state lotteries or Powerball.

Figure A.3: Commercial Casino Bans

The figure shows states that ban and allow commercial casino gambling. Tribal casino
gambling is not included.
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Figure A.4: Marijuana Bans

The figure shows states that ban and allow marijuana (for various purposes).

Figure A.5: Equilibrium Prices

(a) (b)

The left figure plots equilibrium prices for each firm located at integer i (distance from the
border) when parameter values are v = 2.8, c = 1, t = .2, and k = 1. The right figure keeps
all parameters fixed, but raises v = 3.5. Firms are located only at integers, but we plot a
continuous path so the pattern is easily visible. If jurisdictions have a finite length, prices

are symmetric around i = n/2.
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Figure A.6: County-level Legalization Timing

The figure shows the survival function for the counties in New York. A “failure” is defined
as a county legalizing firework sales and thus survivors are counties that do not legalize.

Figure A.7: Density of Firms Around Borders: Driving Distance

(a) (b)

To the left of the zero line is the distribution of firework firms on the side of the border
that was late to legalize. To the right of the zero line is the distribution of firms on the side

of the border that was first to legalize. The running variable is driving distance in miles.
The left figure compares firms in jurisdictions where the date of legalization differs by more

than one month. The right figure compares firms in jurisdictions where the date of
legalization differs by more than two months.
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Table A.1: McCrary Density Test: Running Variable is Driving Distance

(1) (1’) (2) (3)
All Borders
(Including

Bans)

All Borders
(No Bans)

First Mover
Advantage of 1
month or more

First Mover
Advantage of 2

months or
more

Optimal
Bandwidth

Difference .922*** .334 1.083*** 2.611**
(s.e.) (.238) (.253) (.412) (1.024)

1.5 ×
Bandwidth

Difference .690** .132 .720*** 1.319***
(s.e.) (.167) (.181) (.277) (.407)

2 ×
Bandwidth

Difference .665*** .156 .603*** .998***
(s.e.) (.137) (.147) (.223) (.298)

Bandwidth 6.32 6.58 5.62 5.59
This table shows the result of the McCrary test where a store is classified as “treated” if it is in

a county that allowed firework sales before the nearest neighboring jurisdiction. Column (1)
looks at the density of firms near all county borders within New York including those that do

not legalize. Column (1’) looks at all county borders within the state, but drops borders where
one side does not legalize. Column (2) compares firms in counties that legalized more than a
month in advance of the nearest neighbor; both counties must legalize at some point to be in
this sample. Column (3) compares firms in counties that legalized more than two months in

advance of the nearest neighbor; both counties must legalize at some point to be in this sample.
The running variable is driving distance to the nearest border (miles). Each row presents

various bandwidths. ***99%, **95%, *90%.

Table A.2: Cox Hazard Model

Number of Neighbors Percent of Neighbors
(1) (2) (3) (4)

coefficient
-0.125 -0.273 -0.943 -1.867*
(0.158) (0.193) (0.888) (1.040)

hazard ratio
0.882 0.761 0.389 0.155*

(0.139) (0.147) (0.346) (0.073)
Time-invariant Covariates? N Y N Y
Counties 62 62 62 62
“Failures” 38 38 38 38

This table shows the result of the Cox hazard model explaining time to adoption of firework
policies in New York as a function of pre-determined covariates and a time varying covariate

concerning neighbor adoption. In the first two columns, the independent variable is the number
of neighboring counties that have already adopted at each duration; in the second two columns,
the independent variable is the fraction of neighboring counties that have adopted. Column (1)
and (3) include no other covariates while columns (2) and (4) include time-invariant covariates.
We use the Cox model with a time-varying covariate. Each row presents various interpretations
of the model. The first row presents the hazard model coefficient and the second row presents

the hazard ratio. Standard errors are clustered at the county level. Significance of hazard ratios
is for differences from one. ***99%, **95%, *90%.
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