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Abstract
A meta-analysis is a tool for aggregating estimates of a similar “effect” across many studies. Publi-
cation bias is the phenomenon where literature is sample selected in favor of studies having statisti-
cally significant results and/or having estimates that satisfy pre-conceived expectations. A popular
procedure used for conducting meta-analyses in the presence of publication bias is the FAT-PET-
PEESE (FPP) procedure. In a recent paper published in Research Synthesis Methods, Alinaghi and
Reed (2018), utilizing Monte Carlo simulations, report that the FPP procedure does not work well
when used in “realistic” data environments where true effects differ both across and within studies.
AR’s findings are important because the FPP approach is dominant in the economics meta-analysis
literature. I replicate their results and discover two mistakes, which I subsequently correct. The first
mistake is found in a descriptive statistics table, misrepresenting the overview of simulated dataset.
The second is associated with the fixed effect estimation, generating erroneous estimated effects
and Type I error. Further, I extend their analysis by making their simulation environment even
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more realistic. Despite producing somewhat different results, my replications generally confirm
AR’s conclusions about the unreliability of the FPP procedure in realistic data environments.

1 Introduction

Meta-analysis is a tool for aggregating estimates of a similar “effect” across many studies, such as
the effect of an increase in the minimum wage on unemployment, or the value of a statistical life
(Glass, 1976). Publication bias is the phenomenon where literature is sample selected in favor of
studies having statistically significant results and/or having estimates that satisfy pre-conceived ex-
pectations (Rothstein et al., 2006). The problem of publication bias in the economics literature is
widely recognized (Christensen and Miguel, 2016; Andrews and Kasy, 2017). A popular procedure
used for meta-analyses in the presence of publication bias is the FAT-PET-PEESE (FPP) procedure
(Stanley and Doucouliagos, 2012).

In a recent paper published in Research Synthesis Methods, Alinaghi and Reed (2018, henceforth
AR), conduct a series of Monte Carlo simulations to investigate the performance of the FPP pro-
cedure. They find that the FPP procedure works well in a simulated “fixed effects”1 environment
where each study only has one estimate, and all estimates derive from a single, population value.
However, it becomes unreliable when tested in “random effects” environments, where studies have
only one estimate, but the underlying population values differ across studies; and “panel random
effects” environments, where studies have multiple estimates and population values differ both be-
tween and within studies. AR’s findings are important because the FPP approach is dominant in the
economics meta-analysis literature.

I recently attempted to reproduce AR’s results, some of which are based on Stata programming
code, by re-programming their simulations in the programming language R. In doing so, I uncov-
ered two mistakes. This study reports the results of re-running their simulations with the corrected
code. I then extend their analysis by modifying their simulation design to be even more realistic.
Despite producing somewhat different results, my overall findings generally confirm AR’s conclu-
sions about the unreliability of the FPP procedure in realistic data environments.

This study proceeds as follows. Section 2 identifies two mistakes in AR’s simulation codes and
presents the results of correcting those mistakes. In Section 3, I make their simulations more re-
alistic in the “panel random effects” case by allowing individual studies to have differing numbers
of estimates. In contrast, AR’s simulations restricted studies to each have 10 estimates per study.
Section 4 summarizes my main findings and concludes the study.

While not reported, I confirm that I was able to exactly reproduce AR’s results using their code.
Together, this, along with the replication analyses in Sections 2 and 3, respectively correspond to
“Reproduction”, “Repetition” and “Extension” in Reed’s (2017) taxonomy of replications.2 All the

1In the meta-analysis literature, the terms “fixed effects” and “random effects” have very different meanings than in the
panel data econometrics literature. In this study, “fixed effects”, “random effects” and “panel random effects” will always
refer to their meta-analysis meaning (as described in the text), unless I specifically indicate otherwise.

2Reed (2017) defines a “Reproduction” as using the same measurement and/or analysis on the same dataset as the
original study. A “Repetition” is similar in that it uses the same measurement and/or analysis but applied to a different
sample drawn from the same population. Any differences between the original sample and the replication sample is solely
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programs to reproduce my results are downloadable from the journal’s data archive.3

2 Repetition

AR posted all their programming code at Dataverse, including the Stata do files examined in this
study.4 I confirm that their do-files exactly reproduced the tables in their paper. However, during
the process of re-programming their Monte Carlo experiments in R, I found two coding mistakes,
which I subsequently corrected.

2.1 Mistake #1

AR create artificial meta-analysis datasets and then simulate sample selection by identifying esti-
mated effects that do not pass their selection filters. AR then calculate the descriptive statistics of
the resulting simulated datasets. Due to the way STATA codes missing values, AR report inflated
“Percent significant” values.5

I provide corrected “Percent significant” values for the affected tables in Tables 1 and 2. These
replicate the bottom two panels of their Tables 2 and 3, respectively. The incorrect values that AR
report are in parentheses, in red, italicized and bold-faced. The correct values are directly above
them and are in black type and bold-faced. For example, in Table 1, AR report a median “Percent
significant” value of 0.93 for a representative meta-analysis sample created from a “Random Effects”
data generating process (DGP) with a mean overall effect size (α) of 1.0, after sample selection for
insignificance. In contrast, the correct median “Percent significant” value is 0.77. Likewise, for a
representative meta-analysis sample created from the same underlying DGP but where publishing
discriminates against negatively signed estimates, AR report a median “Percent significant” value of
0.49. The correct value is 0.31. Similar examples of incorrect, inflated “Percent significant” values
can be seen in Table 2, where the underlying DGP is “Panel Random Effects” with α = 1.

I provide the respective programming code, both AR’s incorrect and my correct code, in the
Appendix. It should be noted, however, that while the results change substantially as a result of
fixing this mistake, the “Percent significant” numbers do not affect any of AR’s conclusions, as they
only show up in sample statistics describing the simulated data.

due to sampling error. The analogy here is that mistakes in coding are like “sampling errors”, resulting in different data
despite drawing from the same “population”. An “Extension” is defined as a replication where the sample data are drawn
from a related, but different, population. The analogy here is that the population of studies having different numbers of
estimates per study is related, but different, than the population of studies all having 10 estimates per study.

3My programs can be found here: DOI 10.15456/iree.2018280.233725.
4Their programs can be found here: DOI 10.7910/DVN/4IOLOP.
5When AR impose the selection filters, they replacing the effect t-value with a missing value, indicated by “.” in the

statistical software package Stata. AR then calculate the percent of estimated effects that are statistically significant by
counting the number of estimated effects that have t-statistics greater than 2. This causes a problem because Stata internally
assigns a (very) large number to missing values (presumably to aid in sorting). As a result, AR include the “sample selected”,
missing values in their count of estimated effects with t-values larger than 2. This inflates their reported “Percent significant”
values.
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Table 1: Replication of AR’s Table 2 — Sample Characteristics of the Simu-
lated Data (Random Effects/α = 1)

Variable Median Minimum P5% P95% Maximum

Sample after selection against insignificance (33.1 percent of estimates)

Estimated effect 1.81 −7.52 −2.04 5.64 9.45

t-statistic 2.54 −13.22 −2.31 12.40 42.72

Percent significant 0.77 0.70 0.74 0.81 0.85
(0.93) (0.89) (0.91) (0.94) (0.95)

I-squared 0.94 0.87 0.91 0.96 0.98

Sample after selection against negative estimates (74.6 percent of estimates)

Estimated effect 1.55 −5.04 0.05 4.74 9.45

t-statistic 1.28 −4.91 0.04 7.29 42.72

Percent significant 0.31 0.26 0.29 0.34 0.38
(0.49) (0.44) (0.46) (0.51) (0.53)

I-squared 0.82 0.58 0.74 0.88 0.92

Note: Values in the table are constructed by simulating 1000 meta-analysis studies
given the respective conditions, and then averaging the results on the respective
dimensions (e.g. median value, 5% quantile value, etc.). “Percent significant” iden-
tifies the average percent of estimates that are significant at the 5 percent level.
The red numbers in parentheses are taken from AR’s Table 2. The black, boldfaced
numbers directly above them are the corrected values. “I-squared” measures the
extent of effect heterogeneity (Higgins and Thompson, 2002).
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Table 2: Replication of AR’s Table 3 — Sample Characteristics of the Simulated
Data (Panel Random Effects/α = 1)

Variable Median Minimum P5% P95% Maximum

Sample after selection against insignificance (21.9 percent of estimates)

Estimated effect 2.39 −5.29 −2.97 5.97 8.89

t-statistic 3.68 −18.41 −7.63 16.55 33.47

Percent significant 0.91 0.81 0.86 0.95 0.99
(0.98) (0.95) (0.97) (0.99) (1.00)

I-squared 0.98 0.80 0.94 0.99 1.00

Sample after selection against negative estimates (56.9 (80.5) percent of estimates)

Estimated effect 2.21 −5.39 −0.83 6.18 10.91

t-statistic 1.73 −2.86 −0.50 10.05 33.48

Percent significant 0.44 0.28 0.37 0.52 0.61
(0.68) (0.57) (0.62) (0.74) (0.80)

I-squared 0.84 0.48 0.69 0.94 0.98

Note: Values in the table are constructed by simulating 1000 meta-analysis studies given
the respective conditions, and then averaging the results on the respective dimensions (e.g.
median value, 5% quantile value, etc.). “Percent significant” identifies the average percent
of estimates that are significant at the 5 percent level. The red numbers in parentheses
are taken from AR’s Table 3. The black, boldfaced numbers directly above them are the
corrected values. “I-squared” measures the extent of effect heterogeneity (Higgins and
Thompson, 2002).

2.2 Mistake #2

AR commit a more serious error in their implementation of the FAT-PET-PEESE (FPP) procedure.
They estimate the underlying regression model using panel regression, fixed effects/study dummy
variables.6 The use of panel fixed effects/study dummy variables in their regression distorts the
interpretation of the constant term, which in turn affects results of two tests common to meta-
analyses: the Funnel Asymmetry Test (FAT) for the existence of publication selection bias, and the
Precision Effect Test (PET) for the existence of a non-zero, mean overall effect.7 In particular, the
constant term estimates the mean value of the true effect for the omitted study. However, in the

6The Fixed Effect model in the meta-analysis literature is very different from the fixed effects model in the panel data
literature. In the panel data literature, the term ‘fixed effects’ refers to a unit-specific, constant effect. However, the fixed
effect model in the meta-analysis literature assumes that there is one true effect size and that all the differences in observed
effects are due to sampling error. Furthermore, the parameter of interest in meta-regression analysis is the intercept which
captures a mean overall (weighted) effect. Therefore, the term ‘common-effect’ model would be a more descriptive term for
the fixed effect model in the meta-analysis.

7See Equation (1) in AR and the associated discussion for further detail about these tests.
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Panel Random Effects environment, each study has a unique mean true effect, different from the
mean overall (across all studies) true effect. AR confuse the estimate of the study-specific mean
effect for the mean overall true effect.

Table 3 reports FAT and PET rejection rates for different values of mean true effects (α), differ-
ent types of DGPs (Fixed Effects, Random Effects, and Panel Random Effects), and different types
of publication selection bias (against statistical significance and against wrongly-signed estimates).
It replicates Table 4 in AR.

As above, AR’s incorrect values are in parentheses, in red, italicized and bold-faced. The correct
values are immediately to their left in black and bold-faced. (The highlighting of cells in red and
grey is explained below). In many cases, the values are similar, but there are instances where they
differ substantially. For example, when the data environment is characterized by Panel Random
Effects, and publication selection bias discriminates against statistical insignificance, and α = 0, AR
report a FAT rejection rate of 0.56. The correct value is 0.63. They report a PET rejection rate of
0.31. The correct value is 0.65. The interpretation of these numbers follows.

For the FAT, rejection of the null indicates the existence of publication selection bias. In Table 3,
the only scenarios where there is no publication selection bias are when α = 0 and there is selection
bias against statistical insignificance.8 Publication bias exists everywhere else. Thus, the expected
rejection rates for the FAT is 0.05 when α = 0 and there exists publication bias against insignifi-
cance. Everywhere else, the expected rejection rate is 1.00.9

For the PET, rejection of the null indicates that the estimated mean effect is different from zero.
Thus, the expected rejection rate for the PET is 1.00 for all α > 0, and 0.05 when α = 0. AR high-
light scenarios where FPP performs poorly by color-coding the respective cells in the table in red
and grey.10 They conclude that the performance of the FPP procedure declines as the DGP moves
away from the unrealistic case of one true population effect for all estimates (Fixed Effects/FE),
and becomes more realistic, with population effects allowed to be heterogeneous across studies
(Random Effects/RE), and both across and within studies (Panel Random Effects/PRE). Here is
how they summarize their results:

“. . . we see a consistent pattern of declining performance of the FPP procedure on the
FAT and PET as we move from the unrealistic, simplistic environment of FE, to the more
realistic RE and PRE data environments. This is represented by the increasing preva-
lence of red cells as one moves from the top panel of Table 4 down through the bottom
panel. It is true for both selection bias against statistical insignificance, and selection
bias against negative estimates.”

In Table 3, we see the same pattern of red and grey cells with the new, corrected FAT and PET
rejection rates. In fact, the pattern is somewhat stronger than in AR. The FPP procedure works well
in the unrealistic data environment of Fixed Effects. Once the data environments become more

8See AR (page 291) for a discussion of the relationship between α and publication selection bias.
9 Following AR, I ignore issues associated with statistical power.

10The notes at the bottom of Tables 3 and 4 give more detail about the different types of cell color-coding.
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Table 3: Replication of AR’s Table 4 — FAT and PET

Publication Bias against Insignificance Publication Bias against Wrong Sign

Fixed Effects (FE)

α
Percent FAT PET Percent FAT PET

Published Rejection Rates Rejection Rates Published Rejection Rates Rejection Rates

0.0 14.3 0.06 (0.07) 0.15 (0.16) 55.1 1.00 (1.00) 0.08 (0.09)
0.5 23.1 1.00 (1.00) 1.00 (1.00) 71.8 1.00 (1.00) 1.00 (1.00)
1.0 31.8 1.00 (1.00) 1.00 (1.00) 80.6 1.00 (1.00) 1.00 (1.00)
1.5 40.0 1.00 (1.00) 1.00 (1.00) 86.5 1.00 (1.00) 1.00 (1.00)
2.0 47.5 1.00 (1.00) 1.00 (1.00) 90.6 1.00 (1.00) 1.00 (1.00)
2.5 54.6 1.00 (1.00) 1.00 (1.00) 93.5 0.98 (0.98) 1.00 (1.00)
3.0 61.0 1.00 (1.00) 1.00 (1.00) 95.5 0.81 (0.81) 1.00 (1.00)
3.5 67.0 1.00 (1.00) 1.00 (1.00) 97.0 0.55 (0.52) 1.00 (1.00)
4.0 72.3 1.00 (1.00) 1.00 (1.00) 98.0 0.31 (0.29) 1.00 (1.00)

Random Effects (RE)

α
Percent FAT PET Percent FAT PET

Published Rejection Rates Rejection Rates Published Rejection Rates Rejection Rates

0.0 27.1 0.09 (0.09) 0.08 (0.09) 55.0 0.63 (0.62) 0.89 (0.89)
0.5 28.7 0.34 (0.33) 0.66 (0.64) 65.3 0.63 (0.61) 0.99 (1.00)
1.0 33.1 0.70 (0.68) 0.98 (0.99) 74.7 0.54 (0.59) 1.00 (1.00)
1.5 39.2 0.78 (0.80) 1.00 (1.00) 81.9 0.47 (0.47) 1.00 (1.00)
2.0 45.9 0.80 (0.78) 1.00 (1.00) 87.5 0.35 (0.36) 1.00 (1.00)
2.5 52.8 0.77 (0.77) 1.00 (1.00) 91.3 0.25 (0.21) 1.00 (1.00)
3.0 59.2 0.69 (0.67) 1.00 (1.00) 94.0 0.18 (0.18) 1.00 (1.00)
3.5 65.0 0.61 (0.62) 1.00 (1.00) 95.9 0.13 (0.13) 1.00 (1.00)
4.0 70.5 0.53 (0.53) 1.00 (1.00) 97.2 0.11 (0.09) 1.00 (1.00)

Table 3 continued on next page
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Table 3 continued: Replication of AR’s Table 4 — FAT and PET

Publication Bias against Insignificance Publication Bias against Wrong Sign

Fixed Effects (FE)

α
Percent FAT PET Percent FAT PET

Published Rejection Rates Rejection Rates Published Rejection Rates Rejection Rates

0.0 19.1 0.63 (0.56) 0.65 (0.31) 38.5 0.64 (0.46) 0.99 (0.77)
0.5 19.8 0.61 (0.61) 0.65 (0.34) 47.6 0.65 (0.47) 1.00 (0.85)
1.0 22.1 0.67 (0.61) 0.71 (0.49) 56.7 0.63 (0.42) 1.00 (0.89)
1.5 25.2 0.70 (0.72) 0.79 (0.62) 65.5 0.62 (0.45) 1.00 (0.91)
2.0 29.6 0.73 (0.65) 0.88 (0.70) 73.6 0.60 (0.47) 1.00 (0.92)
2.5 34.5 0.73 (0.61) 0.94 (0.84) 80.2 0.59 (0.49) 1.00 (0.96)
3.0 40.3 0.72 (0.63) 0.97 (0.89) 86.1 0.61 (0.45) 1.00 (0.97)
3.5 46.6 0.71 (0.67) 0.99 (0.95) 90.7 0.58 (0.42) 1.00 (0.98)
4.0 52.7 0.71 (0.65) 1.00 (0.97) 93.8 0.60 (0.39) 1.00 (0.99)

Note: α is the mean true effect in the simulations underlying a given experiment (see
TABLE 1A). “Percent Published” represents the percentage of estimates (out of the original
1000) that survive publication selection bias and are available to the meta-analyst for study.
The values in the FAT and PET columns represent the rejection rates for the respective null
hypotheses (β1 = 0 and β0 = 0, respectively, in Equation (1) in the text). Rejection rates
are expected to be 0.05 for (i) the FAT when α = 0 and publication selection is biased
against insignificant estimates; and (ii) the PET when α = 0 under both types of publication
selection bias. Everywhere else, rejection rates are expected to be 1.00.
The red and bold-faced numbers in parentheses are taken from AR’s Table 4. The black,
boldfaced numbers directly to their left are the corrected values. Red- and grey-colored
cells indicate that the associated rejection rates represent “poor performance”: Red-colored
cells indicate (i) a rejection rate > 0.15 when the expected rejection rate is 0.05; or (ii.a)
a rejection rate < 0.80 when the expected rejection rate is 1.00, and (ii.b) more than 10%
of the estimates have been been censored due to publication selection bias. Grey-colored
cells indicate a rejection rate < 0.80 when the expected rejection rate is 1.00, and less than
10% of the estimates have been been censored due to publication selection bias.
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realistic, by allowing true effects to differ across and within studies, and by allowing studies to
produce more than just one estimate, the performance of the FPP procedure declines markedly.

AR’s error also affects their results in their Table 6, in which the FPP estimator is compared with
two other, weighted least squares estimators: WLS-FE and WLS-RE.11 These latter estimators do not
make any corrections for publication selection bias. The point of this comparison is to see whether
the FPP procedure provides improved performance compared to estimators that ignore publication
bias. They compare the estimators on three dimensions: (i) Bias; (ii) Mean Squared Error; and (iii)
Inference, where the estimated effect is tested for equality with its true value.

In the first two panels of their table, AR identify the least biased and most efficient of the three
estimators by yellow-highlighting the estimator that is best on the respective dimension. In the last
panel, they test whether the estimated mean effect equals the true effect, so that the expected re-
jection rate is 0.05. Once again, the original AR values are in parentheses, red, bold and italicized.
The corrected values are in black and bold immediately to their left. Once again, there are some
substantial differences between the original AR values and the corrected values. AR report that the
FPP procedure is almost always less biased than the WLS-FE and WLS-RE estimators. However, it
is never the most efficient estimator, consistently dominated by the two WLS estimators. Further,
neither the FPP nor the other two estimators can be relied upon for inference.

The corrected values indicate that the FPP procedure does even worse than AR report. For ex-
ample, when α = 2.0 and publication bias is directed against statistical insignificance, AR report
that FPP is best in terms of bias, as the estimated mean overall effect is 2.17 versus 2.34 and 3.13
for WLS-FE and WLS-RE. In contrast, the corrected values indicate that WLS-FE is best with an esti-
mated overall mean value of 1.97, versus 2.16 and 1.93 for FPP and WLS-RE, respectively. Similarly,
when α = 2.0 and publication bias is directed against wrong-signed estimates, AR report that the
least biased estimator is again FPP, whereas the corrected values indicate that WLS-RE is best.

Overall, the results in Table 4 confirm AR’s finding that FPP does poorly on efficiency and infer-
ence. They also indicate that FPP is frequently more biased than the WLS estimators. Thus, as in
Table 3, correcting AR’s programing code produced results that marginally strengthen their main
arguments.

11 WLS-FE refers to the weighted least squares estimate of β0, the overall mean effect, in Equation (4) of AR, where
the weights are related to the precision of the estimated effects in the original study. WLS-RE refers to the weighted least
squares estimate of β0 in the same equation, except that the weights are related to the precision of the estimated effect in
the original study, plus a measure of heterogeneity of the true effects across studies. The interested reader is referred to AR
for more detail.

9
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Table 4: Replication of AR’s Table 6 — Comparison of FPP, WLS-FE and WLS-RE (Panel Random
Effects)

Publication Bias against Insignificance Publication Bias against Wrong Sign

Mean Value of β̂0

α FPP WLS-FE WLS-RE FPP WLS-FE WLS-RE

0.0 -0.01 (0.06) 0.00 (0.04) -0.03 (-0.01) 1.75 (1.69) 1.70 (1.77) 1.67 (1.88)
0.5 0.51 (0.58) 0.46 (0.67) 0.37 (1.04) 1.94 (1.93) 1.90 (1.97) 1.84 (2.08)
1.0 0.97 (1.25) 0.86 (1.36) 0.80 (1.92) 2.14 (2.13) 2.10 (2.17) 2.07 (2.29)
1.5 1.51 (1.71) 1.38 (1.84) 1.33 (2.58) 2.34 (2.36) 2.30 (2.40) 2.29 (2.53)
2.0 2.16 (2.17) 1.97 (2.34) 1.93 (3.13) 2.65 (2.62) 2.61 (2.67) 2.58 (2.80)
2.5 2.63 (2.70) 2.41 (2.83) 2.44 (3.58) 2.98 (2.93) 2.95 (2.96) 2.90 (3.09)
3.0 3.19 (3.18) 2.97 (3.32) 2.91 (4.02) 3.33 (3.30) 3.31 (3.33) 3.26 (3.44)
3.5 3.66 (3.69) 3.46 (3.78) 3.33 (4.40) 3.75 (3.72) 3.73 (3.75) 3.67 (3.83)
4.0 4.09 (4.07) 3.92 (4.17) 3.76 (4.77) 4.13 (4.09) 4.11 (4.12) 4.11 (4.21)

Mean Squared Error

α FPP WLS-FE WLS-RE FPP WLS-FE WLS-RE

0.0 1.14 (1.69) 2.33 (0.93) 1.20 (0.45) 3.40 (3.66) 3.46 (3.47) 2.95 (3.59)
0.5 1.18 (1.63) 2.14 (0.86) 0.99 (0.66) 2.45 (2.78) 2.57 (2.48) 1.99 (2.55)
1.0 1.20 (1.59) 1.93 (0.91) 0.92 (1.15) 1.69 (1.99) 1.83 (1.67) 1.29 (1.71)
1.5 1.25 (1.60) 1.72 (0.90) 0.58 (1.37) 1.09 (1.50) 1.24 (1.13) 0.78 (1.10)
2.0 1.09 (1.47) 1.46 (0.79) 0.42 (1.43) 0.81 (1.27) 0.99 (0.79) 0.51 (0.68)
2.5 1.04 (1.19) 1.39 (0.67) 0.35 (1.28) 0.67 (0.95) 0.91 (0.54) 0.34 (0.40)
3.0 0.82 (1.25) 1.22 (0.63) 0.28 (1.15) 0.54 (0.91) 0.79 (0.44) 0.24 (0.24)
3.5 0.64 (1.14) 1.08 (0.58) 0.27 (0.88) 0.52 (1.01) 0.81 (0.45) 0.18 (0.16)
4.0 0.63 (1.02) 1.12 (0.47) 0.29 (0.66) 0.51 (0.88) 0.81 (0.38) 0.18 (0.09)

Table 4 continued on next page
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Table 4 continued: Replication of AR’s Table 6 — Comparison of FPP, WLS-FE and WLS-RE (Panel
Random Effects)

Publication Bias against Insignificance Publication Bias against Wrong Sign

Mean Value of β̂0

α FPP WLS-FE WLS-RE FPP WLS-FE WLS-RE

0.0 0.73 (0.27) 0.26 (0.19) 0.52 (0.06) 1.00 (0.77) 0.90 (0.99) 1.00 (1.00)
0.5 0.77 (0.31) 0.23 (0.18) 0.50 (0.14) 1.00 (0.79) 0.74 (0.95) 1.00 (1.00)
1.0 0.84 (0.33) 0.22 (0.22) 0.52 (0.39) 0.98 (0.62) 0.53 (0.77) 0.98 (1.00)
1.5 0.81 (0.32) 0.22 (0.25) 0.54 (0.63) 0.94 (0.47) 0.39 (0.58) 0.91 (1.00)
2.0 0.80 (0.31) 0.23 (0.22) 0.54 (0.78) 0.91 (0.40) 0.28 (0.39) 0.82 (0.98)
2.5 0.84 (0.27) 0.24 (0.21) 0.55 (0.87) 0.88 (0.29) 0.26 (0.23) 0.69 (0.85)
3.0 0.80 (0.26) 0.21 (0.21) 0.57 (0.91) 0.90 (0.26) 0.20 (0.18) 0.61 (0.57)
3.5 0.82 (0.30) 0.18 (0.21) 0.57 (0.89) 0.85 (0.30) 0.18 (0.19) 0.52 (0.37)
4.0 0.85 (0.26) 0.23 (0.16) 0.59 (0.84) 0.83 (0.26) 0.21 (0.15) 0.52 (0.16)

Note: α is the mean true effect in the simulations underlying a given experiment. The top panel reports the
mean estimated value of β0 in Equation (4) of AR, where β0 represents the mean true effect. The associated
estimate, β̂0, is averaged over 1000 simulated meta-analysis studies using three different methods. “FPP” reports
the estimate of β0 in Equation (1) in AR using the FPP procedure. WLS-FE refers to the weighted least squares
estimate of β0 in Equation (4) of AR, where the weights are related to the precision of the estimated effects
in the original study. WLS-RE refers to the weighted least squares estimate of β0 in the same equation, except
that the weights are related to the precision of the estimated effect in the original study plus a measure of
heterogeneity of the true effects across studies. The interested reader is referred to AR for more detail. The
middle panel reports the average mean squared error (MSE) value for each of the three methods. The bottom
panel reports rejection rates associated with the null hypothesis β0 = α. Rejection rates are expected to be 0.05
for all experiments.
The red bold-faced numbers in parentheses are taken from AR’s Table 6. The black boldfaced numbers directly
to their left are the corrected values. Yellow-colored cells indicate that the respective estimator is “best” of the
three estimators (FPP, WLS-FE, WLS-RE) for a given experiment. “Best” means either least biased or smallest
MSE. Red-colored cells indicate a rejection rate > 0.15 when the expected rejection rate is 0.05.
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3 Extension: different numbers of estimates per study

AR’s simulation framework for the Panel Random Effects (PRE) DGP restricts each primary study
to have an equal number of estimated effects (i.e., balanced panel data). In this section, I extend
their simulation framework by allowing each primary study to have different numbers of effects.
In the economics literature, even though studies examine the same research question, the number
of estimates per study varies widely. My extension generates meta-analysis samples that consist of
unbalanced panel datasets. This more closely matches the kinds of data a typical economics meta-
analyst works with.

Under this extension, the simulated dataset would not only have the same mean number of
estimates per study, but also have the amount of variations observed in the real economics meta-
analysis study datasets. This would allow us to examine the performance of each meta-analysis
estimator when the cluster structure is asymmetric. Therefore, the performance analysis under this
extension framework would better represent the true performance of the estimators in the meta-
analysis studies. Having said the relevance and usefulness of this extension, I am also aware of
its limitations. When a meta-analysis dataset is simulated to match the first two moments of the
observed number of estimates per study, the higher moments (e.g., skewness and kurtosis) are ig-
nored. As not a few studies report only one estimate and a few studies report more than hundred
estimates, skewness and kurtosis do appear in real meta-analysis datasets. However, simulating
a dataset that matches all the characteristics that we observe from real meta-analysis datasets is
beyond the scope of this study, so I leave this for future work.

In order to determine a representative distribution for the number of estimated effects per study,
I examine 13 Meta-Regression-Analyses (MRAs) that include a total of 964 primary studies. The 13
MRAs, along with details about the number of included primary studies and the total number of
estimated effects, are listed in Table 5.

On average, an MRA study has about 75 (≈ 964/13) primary studies. The total number of ef-
fects reported in the 964 primary studies is 12,020, so that the average number of effects per study
is about 12.5 (≈ 12020/964). The number of effects in a primary study is highly skewed. About
20% of the primary studies (187 studies) have only one estimated effect. Approximately 50% (500
studies) have 5 or less estimated effects. On the other end, several studies have more than 200
estimated effects.

Figure 1 presents a histogram and a kernel density of the number of effects per study for the
964 primary studies. The mean and standard deviations are 12.47 and 23.41, respectively. The
distribution has a lower bound of one (the minimum number of estimated effects is one) and a very
long tail. Visually, it resembles a log normal distribution.

12
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Table 5: Numbers of Primary Studies and Estimated Effects in Economics and Business MRA Studies

Authors/Journal
Number of

Primary Studies
Number of

Estimated Effects

Dalhuisen et al. (2003)
Land Economics 51 314

Nijkamp and Poot (2005)
Journal of Economic Surveys 16 208

Melguizo and González-Páramo (2013)
SERIEs 48 143

Havranek, Irsova and Janda (2012)
Energy Economics 41 202

Haile and Pugh (2013)
Journal of International Trade & Economic Development 89 1,255

Doucouliagos and Paldam (2013)
The Journal of Development Studies 130 1,921

Ogundari and Abdulai (2013)
Food Policy 46 115

Nataraj et al. (2014)
Journal of Economic Surveys 9 220

de Linde Leonard et al. (2014)
British Journal of Industrial Relations 16 710

Havranek and Kokes (2015)
Energy Economics 241 2,247

Havránek (2015)
Journal of the European Economic Association 169 2,735

Bruno and Cipollina (2018)
World Economy 46 1,643

Havranek et al. (2018)
Land Economics 62 307

Total 964 12,020
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I calibrate the location and shape parameters of the log normal distribution to match the distri-
bution of effects per study in Figure 1. The respective parameter values are log(5.5) and log(3.5)2.
As a check, Figure 2 displays a distribution of simulated numbers drawn from a log normal distri-
bution having location and shape parameters equal to these values.12

In order to incorporate the distribution of the number of effects per study into the simu-
lation framework of AR, I first randomly draw a number ni from the log normal distribution,
LN(log(3.5), log(5.5)2) foreach study i. I then simulate [ni] estimated effects for each study i.13,14

After artificially creating the associated meta-analysis datasets, I reproduce AR’s performance com-
parison of the three different estimators (FPP, WLS-FE, and WLS-RE). The results of this analysis
are reported in Table 6.

I find that average biases in Table 6, measured by the difference between the true mean value
and its estimate, are not much different from the values reported in Table 5. However, I find a
substantial increase in the mean squared errors (MSE). Type I error rates are also marginally higher
with unbalanced panel data. Overall, the results are qualitatively similar to what AR obtain for their
PRE simulations assuming a fixed number of estimates per study, as can be confirmed by comparing
Table 6 with Table 4.

4 Concluding Remarks

This study replicates the recent simulation work of Alinaghi and Reed (2018). During the replica-
tion process, I found two errors in their programming code. This study reports the results of cor-
recting those mistakes and re-simulating AR’s experiments. I also extend their analysis by relaxing a
restriction on the number of estimates per study. After correcting their mistakes and extending their
analysis, I find that some values differ substantially, but the qualitative results remain the same. My
replication confirms this summary, taken from AR’s conclusion:

“The FPP procedure is generally used for 3 purposes: (1) to test whether a sample of es-
timates suffers from publication bias, (2) to test whether the estimates indicate that the
effect of interest is statistically different from zero, and (3) to obtain an estimate of the
overall, mean effect. . . .Our findings indicate that the FPP procedure performs well in
the basic but unrealistic environment of Fixed Effects, where all estimates are assumed
to derive from a single, population value and sampling error is the only reason for why
studies produce different estimates. However, when we study its performance in more
realistic data environments, where there is heterogeneity in population effects across
and within studies, the FPP procedure becomes unreliable for the first 2 purposes, and
less efficient than some other estimators that do not correct for publication bias. Fur-
ther, hypothesis tests about the overall mean effect often cannot be trusted.”

12 Mean and standard deviation of LN (log(3.5), log(5.5)2) are 12.05 and 23.51 respectively.

Mean = elog(5.5)+log(3.5)
2/2≈12.05; Standard Deviation = [

(
elog(3.5)

2
− 1

)
∗ e2∗log(5.5)+log(3.5)

2
]
1
2 ≈23.51.

13I first draw a real number from the log distribution (e.g. ni = 2.6), and then I use the associated ceiling number (e.g.,
ceiling = [ni] = [2.6] = 3 when creating effects for each study. I do this because I need an integer and a number greater
than or equal to one.

14 In AR, primary studies are assumed to have exactly 10 estimated effects. This is close to the mean number of effects
(12.47) that I find from the sample of 964 studies in Table 5.
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Figure 1: Histogram and Kernel Density of the Number of Reported Effects in 964 Primary Studies
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Figure 2: Kernel Density for the Simulated Number of Reported Effects
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Table 6: Comparison of FPP Estimates with WLS-FE and WLS-RE: Unbalanced Panel Data Setting

Publication Bias Publication Bias
against Insignificance against Wrong Sign

Mean Value of β̂0

α FPP WLS-FE WLS-RE FPP WLS-FE WLS-RE

0.0 -0.05 -0.06 -0.09 1.75 1.67 1.66
0.5 0.51 0.43 0.41 1.98 1.92 1.88
1.0 1.12 0.99 0.93 2.19 2.12 2.07
1.5 1.60 1.43 1.40 2.42 2.37 2.30
2.0 2.20 1.98 1.98 2.72 2.68 2.61
2.5 2.73 2.49 2.44 3.02 2.97 2.95
3.0 3.24 2.99 2.91 3.33 3.28 3.28
3.5 3.62 3.39 3.30 3.67 3.62 3.62
4.0 4.13 3.94 3.76 4.12 4.09 4.08

Mean Squared Error

α FPP WLS-FE WLS-RE FPP WLS-FE WLS-RE

0.0 1.76 3.40 2.71 3.50 3.45 3.16
0.5 1.81 3.36 2.47 2.68 2.74 2.29
1.0 1.78 2.74 1.86 1.95 2.09 1.58
1.5 1.82 2.56 1.49 1.38 1.59 1.05
2.0 1.61 2.21 1.07 1.23 1.56 0.85
2.5 1.36 1.96 0.81 0.89 1.19 0.65
3.0 1.16 1.78 0.75 0.74 1.04 0.54
3.5 1.07 1.59 0.75 0.72 1.04 0.56
4.0 1.03 1.61 0.74 0.73 1.07 0.56

Table 6 continued on next page
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Table 6 continued: Comparison of FPP Estimates with WLS-FE and WLS-RE: Unbalanced Panel Data
Setting

Publication Bias Publication Bias
against Insignificance against Wrong Sign

Mean Value of β̂0

α FPP WLS-FE WLS-RE FPP WLS-FE WLS-RE

0.0 0.78 0.34 0.67 1.00 0.88 0.99
0.5 0.80 0.35 0.67 1.00 0.71 0.99
1.0 0.87 0.30 0.68 0.98 0.54 0.92
1.5 0.89 0.34 0.69 0.94 0.45 0.86
2.0 0.86 0.31 0.66 0.92 0.39 0.81
2.5 0.87 0.35 0.67 0.92 0.31 0.76
3.0 0.86 0.32 0.73 0.91 0.29 0.73
3.5 0.88 0.31 0.75 0.88 0.27 0.74
4.0 0.88 0.33 0.74 0.87 0.27 0.73

Note: α is the mean true effect in the simulations underlying a given experi-
ment. The top panel reports the mean estimated value of β0 in Equation (4)
of AR, where β0 represents the mean true effect. The associated estimate, β̂0,
is averaged over 1000 simulated meta-analysis studies using three different
methods. “FPP” reports the estimate of β0 in Equation (1) in AR using the
FPP procedure. WLS-FE refers to the weighted least squares estimate of β0
in Equation (4) of AR, where the weights are related to the precision of the
estimated effects in the original study. WLS-RE refers to the weighted least
squares estimate of of β0 in the same equation, except that the weights are
related to the precision of the estimated effect in the original study plus a
measure of heterogeneity of the true effects across studies. The interested
reader is referred to AR for more detail.
The middle panel reports the average mean squared error (MSE) value for
each of the three methods. The bottom panel reports rejection rates associ-
ated with the null hypothesis β0 = α. Rejection rates are expected to be 0.05
for all experiments.Yellow-colored cells indicate that the respective estimator
is “best” of the three estimators (FPP, WLS-FE, WLS-RE) for a given exper-
iment. “Best” means either least biased or smallest MSE. Red-colored cells
indicate a rejection rate > 0.15 when the expected rejection rate is 0.05.
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Appendix - Original Program Codes and Corrections

A1) AR’s Tables 2 and 3

TABLES 2 and 3 in AR have “Percent significant” values too low because of the following command:
gen sig=(absteffect>=2)

This assigned “1” to all observations have abs(teffect) values > 2. It unintentially also included any
abs(teffect) observations with missing values, because “.” counts as a large number from Stata’s
perspective. The correct command is:
gen sig=(absteffect>=2) if absteffect != .

A2) AR’s Table 4

AR’s program for their TABLE 4 is wrong because it includes study (panel) fixed effects.
tab ID, gen(dum)
forvalues i = 1/100 {
generate SE‘i’ = seeffect*dum‘i’
}
regress teffect dum1-dum100 pet, vce(cluster ID)
return scalar effect_PET = _b[pet]
scalar effect_PET = _b[pet]
test _b[_cons] = 0
return scalar pvalue_FAT = r(p)
scalar pvalue_FAT = r(p)
test pet = ‘alpha’
return scalar pvalue_PET = r(p)
scalar pvalue_PET = r(p)
test pet = 0
return scalar pvalue_PETFPP = r(p)
scalar pvalue_PETFPP = r(p)
regress teffect SE1-SE100 pet, noc vce(cluster ID)
return scalar effect_PEESE = _b[pet]
scalar effect_PEESE = _b[pet]
test pet = ‘alpha’
return scalar pvalue_PEESE = r(p)
scalar pvalue_PEESE = r(p)
return scalar effect_FPP = effect_PET
return scalar pvalue_FPP = pvalue_PET
if pvalue_PETFPP < 0.05 {
return scalar effect_FPP = effect_PEESE
return scalar pvalue_FPP = pvalue_PEESE
}
return scalar N = e(N)
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The following is a correction of AR’s program:
regress teffect pet, vce(cluster ID)
test _b[_cons] = 0
return scalar pvalue_FAT = r(p)
test pet = 0
return scalar pvalue_PET = r(p)
scalar N = e(N)

A3) AR’s Table 6

AR’s program for their TABLE 6 is wrong for the same reason as above. Here is their program:
tab ID, gen(dum)
forvalues i = 1/100 {
generate SE‘i’ = seeffect*dum‘i’
}
regress teffect dum1-dum100 pet, vce(cluster ID)
return scalar effect_PET = _b[pet]
scalar effect_PET = _b[pet]
test _b[_cons] = 0
return scalar pvalue_FAT = r(p)
scalar pvalue_FAT = r(p)
test pet = ‘alpha’
return scalar pvalue_PET = r(p)
scalar pvalue_PET = r(p)
test pet = 0
return scalar pvalue_PETFPP = r(p)
scalar pvalue_PETFPP = r(p)
regress teffect SE1-SE100 pet, noc vce(cluster ID)
return scalar effect_PEESE = _b[pet]
scalar effect_PEESE = _b[pet]
test pet = ‘alpha’
return scalar pvalue_PEESE = r(p)
scalar pvalue_PEESE = r(p)
regress feteffect fepet, noc vce(cluster ID)
return scalar effect_FE = _b[fepet]
test fepet = ‘alpha’
return scalar pvalue_FE = r(p)
quietly metareg effect, wsse(seeffect) mm
scalar tau2 = e(tau2)
gen revarR= seeffectˆ2 + tau2
gen reseR = sqrt(revarR)
gen reteffect = effect/reseR
gen repet = 1/reseR
regress reteffect repet, noc vce(cluster ID)
return scalar effect_RE = _b[repet]
test repet = ‘alpha’
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return scalar pvalue_RE = r(p)
return scalar effect_FPP = effect_PET
return scalar pvalue_FPP = pvalue_PET
if pvalue_PETFPP < 0.05 {
return scalar effect_FPP = effect_PEESE
return scalar pvalue_FPP = pvalue_PEESE
}

The following is the corrected program:
regress teffect pet, vce(cluster ID)
scalar effect_PET = _b[pet]
test pet = ‘alpha’
scalar pvalue_PET = r(p)
test pet = 0
scalar pvalue_PETFPP = r(p)
regress teffect seeffect pet, noc vce(cluster ID)
scalar effect_PEESE = _b[pet]
test pet = ‘alpha’
scalar pvalue_PEESE = r(p)
regress feteffect fepet, noc vce(cluster ID)
return scalar effect_FE = _b[fepet]
scalar effect_FE = _b[fepet]
test fepet = ‘alpha’
return scalar pvalue_FE = r(p)
scalar pvalue_FE = r(p)
quietly metareg effect, wsse(seeffect) mm
scalar tau2 = e(tau2)
gen revarR= seeffectˆ2 + tau2
gen reseR = sqrt(revarR)
gen reteffect = effect/reseR
gen repet = 1/reseR
regress reteffect repet, noc vce(cluster ID)
return scalar effect_RE = _b[repet]
scalar effect_RE = _b[repet]
test repet = ‘alpha’
return scalar pvalue_RE = r(p)
scalar pvalue_RE = r(p)
scalar effect_FPP = effect_PET
scalar pvalue_FPP = pvalue_PET
if pvalue_PETFPP < 0.05 {
return scalar effect_FPP = effect_PEESE
return scalar pvalue_FPP = pvalue_PEESE
}
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