Correia, Isabel; Melo, Teresa

Research Report
Dynamic facility location problem with modular capacity adjustments under uncertainty

Schriftenreihe Logistik der Fakultät für Wirtschaftswissenschaften der htw saar, No. 17

Provided in Cooperation with:
Saarland University of Applied Sciences (htw saar), Saarland Business School

Suggested Citation: Correia, Isabel; Melo, Teresa (2019) : Dynamic facility location problem with modular capacity adjustments under uncertainty, Schriftenreihe Logistik der Fakultät für Wirtschaftswissenschaften der htw saar, No. 17, Hochschule für Technik und Wirtschaft des Saarlandes, Fakultät für Wirtschaftswissenschaften, Saarbrücken

This Version is available at:
http://hdl.handle.net/10419/206425

Terms of use:
Documents in EconStor may be saved and copied for your personal and scholarly purposes.
You are not to copy documents for public or commercial purposes, to exhibit the documents publicly, to make them publicly available on the internet, or to distribute or otherwise use the documents in public.
If the documents have been made available under an Open Content Licence (especially Creative Commons Licences), you may exercise further usage rights as specified in the indicated licence.
I. Correia I T. Melo

Dynamic facility location problem with modular capacity adjustments under uncertainty

Schriftenreihe Logistik der Fakultät für Wirtschaftswissenschaften der htw saar

Technical reports on Logistics of the Saarland Business School

Nr. 17 (2019)
Dynamic facility location problem with modular capacity adjustments under uncertainty

Isabel Correia\textsuperscript{a}\textsuperscript{*}, Teresa Melo\textsuperscript{b}

\textsuperscript{a} Centro de Matemática e Aplicações (CMA), Departamento de Matemática, Faculdade de Ciências e Tecnologia, Universidade Nova de Lisboa, P 2829-516 Caparica, Portugal

\textsuperscript{b} Business School, Saarland University of Applied Sciences, D 66123 Saarbrücken, Germany

Abstract

We address a stochastic multi-period facility location problem with two customer segments, each having distinct service requirements. While customers in one segment receive preferred service, customers in the other segment accept delayed deliveries as long as lateness does not exceed a pre-specified threshold. In this case, late shipments incur additional tardiness penalty costs. The objective is to define a schedule for facility deployment and capacity scalability that satisfies all customer demands at minimum cost. Facilities can have their capacities adjusted over the planning horizon through incrementally increasing or reducing the number of modular units they hold. These two features, capacity expansion and capacity contraction, can help substantially improve the flexibility in responding to demand changes. Future customer demands are assumed to be unknown. We propose two different frameworks for the capacity scalability decisions and present a two-stage stochastic model for each one of them. When demand uncertainty is captured by a finite set of scenarios, each of which having some known probability of occurrence, we develop the extensive forms of the associated stochastic programs. Additional inequalities are derived to enhance the original formulations. An extensive computational study with randomly generated instances that are solved with a general-purpose optimization solver demonstrate the usefulness of the proposed enhancements. Specifically, a considerably larger number of instances can be solved to optimality in much shorter computing times. Useful insights are also provided on the impact of the two different frameworks for planning capacity adjustments on the network configuration and total cost.
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1 Introduction

Location analysis provides a framework for simultaneously finding sites for facilities and assigning spatially distributed demand points to these facilities in order to optimize some measurable criterion (typically, minimization of cost or maximization of profit). Large costs associated with property acquisition and facility construction make facility location projects long-term investments. Decision makers must select sites that will not simply perform well according to the current system state, but that will also continue to be effective as market conditions and customer service requirements evolve over time. To deal with these challenges, the decision process could also include the optimal time sequence for opening new facilities, in addition to the determination of the best locations (Nickel and Saldanha da Gama [43]). Hence, the ability to explicitly evaluate the impact of location decisions over the course of a multi-period planning horizon represents an important step towards modeling real-world problems. In a dynamic setting, capacity sizing decisions can also be considered in order to find the optimal timing for capacity acquisition, expansion, and contraction at the selected locations. This strategy increases the ability of firms to adapt to evolving economic contexts (e.g., fluctuations in demand).

Generally, (multi-period) facility location research relies upon the assumption that future conditions can be predicted with a reasonable degree of accuracy. This has given rise to the development of deterministic models, which are by far the most common. Such models have the advantage of often being amenable to mathematical analysis. The mathematical clarity offered by deterministic models can, however, come at a cost of decreased realism. In practice, many factors are uncertain, such as demands, prices, costs, and availability of resources, thereby motivating the development of stochastic models (Correia and Saldanha da Gama [16]). Ignoring uncertainty entails the risk that once the true nature of the uncertain parameters reveals itself, adjustments in the facility network configuration may be necessary that are time-consuming and require a prohibitively high expense. Although stochastic models often raise questions of tractability, the stochastic dimension is becoming increasingly present in facility location problems (Correia and Saldanha da Gama [16], Snyder [46]).

In this paper, we consider a variant of the multi-period capacitated facility location problem in which some data are uncertain. We assume that there is a finite set of customers with demand for a single product family over a multi-period finite planning horizon, and a finite set of potential locations for the facilities that will offer the commodity. The goal is to choose facility
locations, determine a schedule for facility opening and capacity adjustment (i.e., expansion and contraction), and to decide which customers to serve and from which facilities. A distinctive feature of our problem is that customers are sensitive to delivery lead times. This means that some customers require their demands to be met on time (i.e., these customers impose a zero delivery lead time), whereas the remaining customers accept delayed deliveries as long as lateness does not exceed a pre-specified threshold. This form of customer segmentation can be encountered in a variety of industries, such as retailing (Duran et al. [23], Li et al. [37]) and aftermarket services (Alvarez et al. [7], Hung et al. [31], Wang et al. [48]). Future demands are not known a priori. Instead, they are assumed to be described by a finite discrete random vector, following a probability distribution that is known in advance (e.g., estimated using historical data). Under the assumption that the decision maker follows a risk neutral strategy, the objective is to minimize the total expected cost. The latter includes fixed costs for opening and operating facilities, fixed costs for capacity scaling, and variable processing, distribution, and tardiness penalty costs. We note that our problem arises in the context of facility sizing decisions being reversible in the medium term. This is the case when space and equipment can be rented or leased. Therefore, the three planning levels are integrated through considering strategic decisions (involving facility location), tactical decisions (regarding capacity scalability), and operational decisions (pertaining to demand allocation). Accordingly, facility location and capacity sizing decisions can only be made at selected time periods, whereas demand allocation decisions can be made at any time period of the planning horizon.

A variant of our problem has been studied by Correia and Melo [15], who have shown that this is already a challenging NP-hard problem when all parameters are assumed to be known with certainty. Our work is the first attempt to understand the additional complexity that arises from incorporating stochasticity into the underlying difficult-to-solve deterministic location and capacity scalability problem in a multi-period setting. For this reason, we focus on demand uncertainty and defer the consideration of additional uncertain parameters. To the best of the authors’ knowledge, this problem has not been previously addressed in the literature.

Different sources of uncertainty have been captured, either individually or simultaneously, in the literature dedicated to stochastic facility location, with demand uncertainty being the most often considered factor. Early contributions addressing uncertain demand include the works by Louveaux [38] for the $p$-median and the simple plant location problems, and Laporte et al. [36] for the capacitated facility location problem. Over the past decades, the stochastic dimension in facility location modeling has evolved, also towards other areas, such as hub location (Alumur
et al. [6], Contreras et al. [14]) and covering facility location (Berman and Wang [12]), among others. Facility location also plays an important role in various application contexts and recent advances in stochastic modeling have been reported, e.g., in humanitarian logistics (Döyen et al. [22], Grass et al. [28], Kınay et al. [35]), supply chain network design (Govindan et al. [27], Mohamed et al. [42]), and planning health care services (Beraldi and Bruni [11]).

While static (or single-period) stochastic location problems have attracted increasing attention in the literature, there has been limited research on the dynamic (or multi-period) stochastic counterpart. Albareda-Sambola et al. [4] studied a multi-period facility location problem with various sources of uncertainty, such as demand, facility location and customer-assignment costs, minimum number of customers to be serviced, and minimum number of facilities to be established. Recently, Marín et al. [39] proposed a stochastic programming modeling framework for a general class of covering location problems and developed a Lagrangian relaxation-based heuristic to tackle large-scale instances. In the context of humanitarian logistics, Kim et al. [34] investigated the problem of finding optimal locations for drone facilities over a planning horizon taking into account that flight distance is uncertain due to battery consumption being affected by weather conditions. Khodaparasti et al. [33] addressed the problem of designing a network of nursing homes under a budget constraint on each time period. Chance-constraints are imposed that capture demand uncertainty. Marković et al. [40] developed a multi-stage stochastic program for the problem of locating law enforcement facilities on a road network to intercept stochastic vehicle flows that try to avoid these facilities. Since the facilities have a limited lifespan, the optimal timing for their deployment over the planning horizon needs to be determined. Mohamed et al. [42] proposed a multi-stage stochastic program to locate intermediate facilities in a two-echelon distribution network under uncertain demand. For tractability reasons, the original formulation is approximated by two-stage stochastic models. In some works (e.g., Baron et al. [10], Fattahi et al. [24], Georgiadis et al. [25]), facility location decisions are planned and implemented at the beginning of the planning horizon and remain unchanged thereafter, while customer allocation and other decisions are made in every time period taking into account demand uncertainty.

Capacity planning decisions are often incorporated into facility location problems (Owen and Daskin [45], Verter and Dincer [47]). In particular, the gradual adjustment of capacities over a planning horizon is an important driver for improving flexibility within a facility network. While excess capacity results in the loss of capital investment and opportunity costs, capacity shortage leads to delivery performance deterioration, and as a consequence, lowers the revenue and
market share of a firm. Ideally, the provision of capacity should be in line with actual demand needs. Depending on the application context, different strategies can be adopted along the planning horizon, such as capacity expansion (Correia et al. [17], Cortinhal et al. [19]), capacity expansion combined with capacity reduction (Antunes and Peeters [8], Wilhelm et al. [49]), relocation of capacities to different locations (Melo et al. [41]), and temporary facility closing and reopening (Dias et al. [21], Jena et al. [32]). Among these strategies, capacity expansion is the predominant policy in a stochastic setting. Early contributions in this area focus on determining a schedule for capacity acquisition and expansion for a set of facilities already operating at fixed locations (Ahmed and Garcia [2], Ahmed et al. [3]). Uncertain parameters include demands and investment costs. Furthermore, any continuous amount of capacity can be installed. In contrast, Alonso-Ayuso et al. [5] assume a finite set of capacity expansion levels in a multi-commodity production system comprising suppliers, plants, and demand markets. For a multi-echelon supply chain network, Aghezzaf [1] propose a decomposition-based algorithm to determine a facility location and capacity expansion schedule that is robust to the uncertain realization of customer demand. In the problem studied by Hernández et al. [30], the location and size of new prisons in Chile are to be determined along with a schedule for capacity upgrading at both existing and new facilities under stochastic demand. Recently, Correia et al. [18] proposed a stochastic modeling framework for a multi-period hub location problem with uncertain demand. In addition to finding the location of hub facilities and setting their initial capacities, an expansion plan is also determined. This entails deciding on the time period and the number of additional modular units to be installed in a hub facility. Even though modular capacities are relevant in many contexts, e.g. to represent modular equipment (Delmelle et al. [20], Gourdin and Klopfenstein [26]), they have been hardly considered in the literature. This feature is captured by our work.

Uncertainty can be formalized in many different ways (Correia and Saldanha da Gama [16]), among which the probabilistic interpretation of randomness seems to be the prevailing approach in stochastic facility location research. Often, this leads to capturing uncertainty by a finite set of scenarios with known probabilities, where each scenario specifies the complete realization of all uncertain parameters. Due to the distinct nature of the decisions to be made in a facility location problem, either a two-stage or a multi-stage stochastic modeling framework is often adopted (Correia and Saldanha da Gama [16], Govindan et al. [27], Snyder [46]). In this paper, we follow a scenario-based approach and propose two alternative modeling strategies, both involving two-stage stochastic programming formulations. In both models, the
first-stage problem determines the opening schedule for facilities and their initial capacities over the entire planning horizon before uncertainty about demand is revealed. Additionally, operational decisions are captured in the second-stage problem by specifying the commodity flow between the selected locations and the customers. Hence, distribution decisions are made after the demand uncertainty has been resolved. The proposed stochastic programming models differ in the way capacity scalability decisions are treated. In the first model, we follow the approach usually taken in the literature (Correia and Saldanha da Gama [16], Govindan et al. [27], Snyder [46]), and assume that these decisions have a strategic nature. Hence, we include them in the set of \textit{ex ante} or first-stage decisions. In contrast, in the second model, decisions on the timing and sizing of capacity adjustments are assumed to have a tactical nature. In this case, they become \textit{ex post} or second-stage decisions. To the best of our knowledge, only one other study has addressed both capacity expansion and capacity reduction in a stochastic facility location setting, namely Zhuge et al. [51]. These authors propose a two-stage stochastic program for the problem of locating distribution centers (DCs) in a two-echelon network. First-stage decisions include identifying the locations where to open DCs in the first time period and selecting their initial capacities from a set of three options (small, medium, and large capacity levels). The second-stage decisions define the timing for capacity expansions and contractions as well as the flow of multiple products in the network. Uncertainty in future demand and the budget available for replacing capacity levels is considered. Small-sized problems are solved by a Lagrangian-based heuristic.

Furthermore, stochastic programs with second-stage capacity expansion decisions (but without the option of planning for capacity contraction) are developed by Correia et al. [18] for a hub location problem, and Heckmann [29] for a facility location problem with disruptive events. To alleviate the capacity reduction caused by such events, suitable expansion plans are determined. Contrary to our work, decisions on opening and operating facilities are made once at the beginning of the planning horizon.

The contributions of the present work are summarized as follows: (1) We propose two alternative modeling strategies for a new multi-period facility location and capacity scalability problem with uncertain demand; (2) For each strategy, we formulate the \textit{Deterministic Equivalent Program} and develop valid inequalities that significantly improve the polyhedral description of the feasible region; (3) We evaluate the potential benefit obtained from solving the stochastic programs instead of their deterministic counterparts by means of two measures, namely the expected value of perfect information and the value of the stochastic solution; (4) We assess the
validity of the proposed two-stage stochastic mixed-integer linear programming (MILP) models by reporting and analyzing the results of an extensive computational study. In particular, we provide insights on the impact of considering capacity scalability decisions as second-stage (tactical) decisions as opposed to the typical approach of treating them as first-stage (strategic) decisions.

The remainder of this paper is organized as follows. In Section 2, we formally describe our problem and present two different stochastic programs along with the corresponding deterministic equivalent forms. Several sets of valid inequalities are developed in Section 3 to enhance the original formulations and therefore make them more amenable to standard off-the-shelf optimization software. Computational results are reported in Section 4 and the proposed formulations are compared using various metrics. Finally, Section 5 includes a summary of our findings and gives directions for future research.

2 Problem statement and stochastic formulations

The stochastic multi-period facility location and capacity scalability problem addressed in this paper builds upon a deterministic variant studied by Correia and Melo [15]. For convenience, we restate the assumptions that are common to the deterministic and stochastic settings, and introduce additional information pertaining to the stochastic problem. Subsequently, two stochastic formulations are proposed that differ in the framework under which capacity scalability decisions can be made.

A planning horizon comprising a finite number of time periods is considered along with a set of customers with demands for a single commodity in each period. Customers are differentiated according to their service requirements. Specifically, some customers require their demands to be met on time, whereas the remaining customers accept delayed deliveries as long as lateness does not exceed a pre-specified threshold. In this case, an order can be split over multiple time periods for the same customer. Typically, customers belonging to the first segment are willing to pay higher prices in order to have their demands satisfied in the same period in which they occur. To customers in the second segment, discount prices are often offered in exchange for longer response times. In our modeling framework, this scheme is translated into a tardiness penalty cost that is incurred per unit of backorder and per period. Customer service-differentiation offers greater flexibility to a firm in designing and managing its facility network.

A set of potential locations where facilities can be established is assumed to be available.
When a facility is opened, its initial capacity level must also be specified. The latter is expressed by the number of modular units that are installed, all having the same size. The adoption of a base modular unit is common in different application areas, such as in the public sector (Delmelle et al. [20]) and in telecommunications (Gourdin and Klopfenstein [26]). Over the planning horizon, the capacity of an operating facility can be adjusted to increase responsiveness to changes in the level of customer demand. Two forms of capacity scalability are considered: capacity expansion and capacity contraction. This means that one or several modular units can be added to or removed from a facility. Naturally, these options are mutually exclusive for the same facility at the same time period. A limit on the total number of modular units that a facility can hold at any time is pre-specified. Due to the sizeable investment associated with opening facilities, locations cannot be temporarily closed and reopened. Therefore, once a facility is established, it must remain open until the end of the planning horizon.

The objective is to find a schedule for the deployment of facilities and the expansion and contraction of their capacities in order to satisfy customer demands at minimal total cost. Different time scales are considered for decision-making. The capital-intensive decisions involving facility location and capacity scalability decisions can be made at the beginning of selected time periods, hereafter termed design periods. All other decisions concerning the processing of the commodity at the open facilities and the allocation of customer demands can be made at any time period. This setting is also adopted by other authors, e.g. Mohamed et al. [42].

In the problem addressed in the companion paper [15], all relevant data (i.e., costs, customer demands, and other parameters) are assumed to be known in advance. In the present work, this assumption is relaxed through considering that future customer demands are uncertain. Uncertainty is described by a finite random vector whose joint probability distribution is assumed to be foreknown, e.g. using historical data. The finitely many possible realizations of this random vector are called scenarios. Specifically, each scenario describes all customer demands over all periods of the planning horizon.

Before detailing the two stochastic programming models that we propose, we first introduce the notation that is common to both formulations.

### 2.1 Notation

**Sets:**

\[ T \quad \text{Set of time periods along the planning horizon.} \]
$T_L$ Subset of *design* time periods at which location and capacity scalability decisions can be made ($T_L \subset T$).

$I$ Set of potential facility sites.

$J^0$ Set of customers requiring timely deliveries (i.e., their demands must be satisfied in the same time periods in which they occur).

$J^1$ Set of customers that tolerate delayed demand fulfillment.

$J$ Set of all customers ($J = J^0 \cup J^1; J^0 \cap J^1 = \emptyset$).

Let $\ell = 1$, resp. $\ell_{\text{max}} = \max\{\ell \in T_L\}$, be the first, resp. last, design time period in which decisions can be made on opening facilities in potential locations and adjusting their capacities through adding or removing modular units. The size of a facility at time period $\ell \in T_L$ is the outcome of the design and scalability decisions taken until that period. For $\ell < \ell_{\text{max}}$, this size remains unchanged over all intermediate periods between two consecutive design periods, $\ell$ and $\ell'$ ($\ell < \ell'$). For $\ell = \ell_{\text{max}}$, the capacity of the facility is maintained until the last period of the planning horizon. Let $\phi(\ell)$ denote the last time period between two consecutive design periods $\ell$ and $\ell'$. It follows that

$$\phi(\ell) = \begin{cases} \max\{t \in T : t < \ell'\} & \text{if } \ell < \ell_{\text{max}}, \\ |T| & \text{if } \ell = \ell_{\text{max}}. \end{cases} \quad (1)$$

**Deterministic parameters:**

$Q$ Capacity of a single modular unit.

$n_i$ Maximum number of modular units that can be available at location $i$ at any time period ($i \in I$).

$\rho_j$ Maximum allowed delay (expressed by the total number of time periods) to satisfy the demand of customer $j$ ($j \in J^1$).

$FO_{ik}^\ell$ Fixed cost of opening facility $i$ with $k$ modular units at design time period $\ell$ ($i \in I; k = 1, \ldots, n_i; \ell \in T_L$).

$FE_{ik}^\ell$ Fixed cost of expanding the capacity of facility $i$ with $k$ modular units at design time period $\ell$ ($i \in I; k = 1, \ldots, n_i - 1; \ell \in T_L \setminus \{1\}$).

$FR_{ik}^\ell$ Fixed cost of removing $k$ modular units from facility $i$ at design time period $\ell$ ($i \in I; k = 1, \ldots, n_i - 1; \ell \in T_L \setminus \{1\}$).
\( M_{ik}^t \) Fixed cost of operating facility \( i \) with \( k \) modular units at time period \( t \) \((i \in I; k = 1, \ldots, n_i; t \in T)\).

\( o_{ik}^t \) Unit processing cost charged by facility \( i \) operating with \( k \) modular units at time period \( t \) \((i \in I; k = 1, \ldots, n_i; t \in T)\).

\( c_{ij}^t \) Unit distribution cost from facility \( i \) to customer \( j \) at time period \( t \) \((i \in I; j \in J; t \in T)\).

\( p_{j}^{tt'} \) Unit tardiness penalty cost for satisfying demand of customer \( j \) in period \( t' \) that was originally placed in period \( t \) \((j \in J^1; t \in T; t' = t, t + 1, \ldots, \min\{t + \rho_j, |T|\}); in particular, \( p_{j}^{tt'} = 0 \) for \( t' = t \).

The customer-specified time lag for demand satisfaction \( \rho_j \) \((j \in J^1)\) imposes that an order placed by customer \( j \) for time period \( t \) \((t \in T)\) must be filled over periods \( t, t + 1, \ldots, t + \rho_j \). In case \( t + \rho_j > |T| \), then the last delivery must occur at period \( |T| \). This condition ensures that demand cannot be carried over to periods beyond the planning horizon. If \( \rho_j = 0 \) for every customer \( j \in J^1 \) then our problem reduces to the classical setting in multi-period facility location.

We note that some cost parameters capture economies of scale, namely in all fixed costs \((F_{O_{ik}}^t, F_{E_{ik}}^t, F_{R_{ik}}^t, M_{ik}^t)\) and in the variable processing costs \((d_{ik}^t)\).

**Stochastic parameters:**

\( d_{j}^t(\xi) \) Random variable representing the demand of customer \( j \) at time period \( t \) \((j \in J; t \in T)\).

\( \Xi \) Finite discrete random vector with \( \Xi = (d_{j}^t)_{j \in J; t \in T} \) and \( \Xi \subseteq \mathbb{R}_{+}^{|J| \times |T|} \).

It is assumed that the joint probability distribution of the random vector \( \Xi \) is foreknown.

### 2.2 A stochastic formulation

Given the problem assumptions, a natural approach to the decision-making process is to develop a two-stage stochastic programming model, where the facility location and capacity scalability decisions are made in the first stage, and the remaining processing and distribution decisions are deferred to the second stage. In other words, the first-stage (or ex ante) decisions are associated with the definition of a schedule for location, capacity acquisition, and capacity adjustment to be implemented over the entire planning horizon, before a realization of the
demand becomes known. This results from the strategic nature assumed for these decisions as they have a long-term impact. The following binary variables represent the first-stage decisions.

\begin{align*}
z^\ell_{ik} = 1 & \text{ if a new facility is established with } k \text{ modular units at potential location } i \text{ at time period } \ell, \ 0 \text{ otherwise } (i \in I; \ k = 1, \ldots, n_i; \ \ell \in T_L). \\
ed^\ell_{ik} = 1 & \text{ if the capacity of a facility in location } i \text{ is expanded with } k \text{ modular units at time period } \ell, \ 0 \text{ otherwise } (i \in I; \ k = 1, \ldots, n_i - 1; \ \ell \in T_L \setminus \{1\}). \\
r^\ell_{ik} = 1 & \text{ if the capacity of a facility in location } i \text{ is reduced by removing } k \text{ modular units at time period } \ell, \ 0 \text{ otherwise } (i \in I; \ k = 1, \ldots, n_i - 1; \ \ell \in T_L \setminus \{1\}). \\
v^\ell_{ik} = 1 & \text{ if a facility is operated at location } i \text{ with } k \text{ modular units at time period } \ell, \ 0 \text{ otherwise } (i \in I; \ k = 1, \ldots, n_i; \ \ell \in T_L).
\end{align*}

After customer demand is observed, operational decisions are made by specifying the quantities of product to be processed at operating facilities and distributed to customers over the planning horizon. Therefore, second-stage (or ex post) decisions are represented by the following continuous variables:

\begin{align*}
x^t_{ij}(\xi) & : \text{ Amount of product distributed from facility } i \text{ to customer } j \text{ at time period } t \ (i \in I; \ j \in J^0; \ t \in T). \\
y^t_{ij}(\xi) & : \text{ Amount of product distributed from facility } i \text{ to customer } j \text{ at time period } t' \text{ to (partially) satisfy demand of period } t \ (i \in I; \ j \in J^1; \ t \in T; \ t' = t, \ t + 1, \ldots, \min\{t + p_j, |T|\}). \\
w^t_{ik}(\xi) & : \text{ Total quantity of product handled by facility } i \text{ operating with } k \text{ modular units at time period } t \ (i \in I; \ k = 1, \ldots, n_i; \ t \in T).
\end{align*}

Thus, the implicit representation of the two-stage stochastic program is

\begin{equation}
\text{Min } \sum_{\ell \in T_L} \sum_{i \in I} \sum_{k=1}^{n_i} F O^\ell_{ik} z^\ell_{ik} + \sum_{\ell \in T_L \setminus \{1\}} \sum_{i \in I} \sum_{k=1}^{n_i-1} F E^\ell_{ik} e^\ell_{ik} + \\
\sum_{\ell \in T_L \setminus \{1\}} \sum_{i \in I} \sum_{k=1}^{n_i-1} F R^\ell_{ik} r^\ell_{ik} + \sum_{\ell \in T_L} \sum_{i \in I} \sum_{k=1}^{n_i} v^\ell_{ik} \sum_{t=\ell}^{\phi(\ell)} M^t_{ik} + \mathbb{E}_\xi [Q(z, e, r, v, \xi)]
\end{equation}
subject to

$$\sum_{\ell \in T_L} \sum_{k=1}^{n_i} z_{ik}^\ell \leq 1 \quad i \in I \quad (10)$$

$$\sum_{k=1}^{n_i} v_{ik}^\ell = \sum_{\ell' \in T_L: \ell' \leq \ell} \sum_{k=1}^{n_i} z_{ik}^\ell' \quad i \in I, \ell \in T_L \quad (11)$$

$$\sum_{k=1}^{n_i} \sum_{t \in T_L: t < t} v_{ik}^\ell + \sum_{k=1}^{n_i} \sum_{t \in T_L: t < t} z_{ik}^\ell' \leq i \in I, \ell \in T_L \setminus \{1\} \quad (12)$$

$$\sum_{k=1}^{n_i} k v_{ik}^\ell = \sum_{\ell' \in T_L: \ell' \leq \ell} \sum_{k=1}^{n_i} k z_{ik}^\ell' + \sum_{\ell' \in T_L: \ell' < \ell} \sum_{k=1}^{n_i} k \left( e_{ik}^\ell - r_{ik}^\ell' \right) \quad i \in I, \ell \in T_L \quad (13)$$

$$z_{ik}^\ell \in \{0, 1\} \quad i \in I, k = 1, \ldots, n_i, \ell \in T_L \quad (14)$$

$$v_{ik}^\ell \in \{0, 1\} \quad i \in I, k = 1, \ldots, n_i, \ell \in T_L \quad (15)$$

$$e_{ik}^\ell, r_{ik}^\ell \in \{0, 1\} \quad i \in I, k = 1, \ldots, n_i - 1, \ell \in T_L \setminus \{1\} \quad (16)$$

with \( \mathbb{E}[Q(z, e, r, v, \xi)] \) denoting the recourse function, which represents the expected value of the second-stage problem. The optimal value of this problem, \( Q(z, e, r, v, \xi) \), is given by

$$Q(z, e, r, v, \xi) = \min \sum_{t \in T} \sum_{i \in I} \sum_{k=1}^{n_i} c_{ik}^t w_{ik}^t(\xi) + \sum_{t \in T} \sum_{i \in I} \sum_{j \in J} \min\{t + \rho_j, |T|\} \sum_{t' = t} c_{ij}^t x_{ij}^t(\xi) + \sum_{t' = t} \left( c_{ij}^t + p_{ij}^t \right) y_{ij}^t(\xi) \quad (17)$$

subject to

$$\sum_{i \in I} x_{ij}(\xi) = d_{ij}(\xi) \quad j \in J^0, t \in T \quad (18)$$

$$\sum_{i \in I} \sum_{t' = t} y_{ij}^t(\xi) = d_{ij}(\xi) \quad j \in J^1, t \in T \quad (19)$$

$$w_{ik}^t(\xi) \leq k Q v_{ik}^\ell \quad i \in I, k = 1, \ldots, n_i, t \in T, \ell = \max\{\ell' \in T_L: \ell' \leq t\} \quad (20)$$
\[
\sum_{k=1}^{n_i} w_{ik}^t(\xi) = \sum_{j \in J^0} x_{ij}^t(\xi) + \sum_{j \in J^1} \sum_{t'=\max\{1, t-\rho_j\}}^t y_{ij}^{t'}(\xi) \quad i \in I, \ t \in T
\]

\( x_{ij}^t(\xi) \geq 0 \quad i \in I, \ j \in J^0, \ t \in T \)

\( y_{ij}^{t'}(\xi) \geq 0 \quad i \in I, \ j \in J^1, \ t \in T, \ t' = t, \ldots, \min\{t + \rho_j, |T|\} \)

\( w_{ik}^t(\xi) \geq 0 \quad i \in I, \ k = 1, \ldots, n_i, \ t \in T \)

In the first-stage problem (9)–(16), the objective is to minimize the sum of fixed costs and expected processing and demand allocation costs. The fixed costs account for facility location, capacity expansion, capacity contraction, and facility operating costs. By including the expected total cost in (9), a neutral approach to risk is assumed, which is a common criterion to address risk in decision-making problems, often leading to computationally tractable models (Birge and Louveaux [13]). Constraints (10) ensure that at most one facility can be opened at a potential location over the planning horizon. Equalities (11) impose that facilities can only be operated provided they have previously been established. Constraints (12) guarantee that an open facility can be subjected to at most one type of capacity adjustment (either expansion or contraction) at each design period. The number of available modular units at open facilities is defined by equalities (13) for each design period. This number is the outcome of the sizing choice made when the facility was opened, and the number of modular units that were added or removed afterward. Finally, constraints (14)–(16) set the binary conditions on the first-stage (strategic) variables.

Every particular realization of customer demand \( \xi \) of \( \mathcal{Y} \) yields a second-stage LP-model (17)–(24). Observe that in this model, the design variables \( z_{ik}, v_{ik}, e_{ik}^t, \) and \( r_{ik}^t \) take on fixed values. The objective function (17) minimizes the sum of processing costs at operating facilities, distribution costs to customers, and tardiness penalty costs for orders delivered with delay to customer segment \( J^1 \). Demand satisfaction is imposed by constraints (18) and (19). Capacity constraints are enforced by inequalities (20). Equalities (21) state that the outgoing flow from a facility at a given time period is split into deliveries to priority customers and to customers that receive late shipments. Non-negativity conditions on the second-stage (operational) variables
are set by constraints (22)–(24). Observe that we are facing a stochastic problem with fixed recourse, since the coefficients of the second-stage variables (i.e., the unit cost parameters in (17) and the capacity of a modular unit in (20)) are all known in advance.

Recall that we assume that the random variable $\xi$ has a finite support, i.e., $\xi$ is defined by a finite probability distribution. Accordingly, let $s \in S$ be the index of the possible realizations of $\xi$ (called scenarios), where $S$ is a finite set, and let $\pi_s$ represent the associated (positive) probabilities such that $\sum_{s \in S} \pi_s = 1$. In this case, $\mathbb{E}\mathbb{E}[Q(z, e, r, v, \xi)] = \sum_{s \in S} \pi_s Q(z, e, r, v, \xi_s)$. It follows that we can rewrite formulation (9)–(16) as a MILP model by defining scenario-indexed demands and recourse variables. The former are given by $d_{tjs}$ ($t \in T; j \in J; s \in S$), while the latter replace the second-stage variables (6)–(8) and are represented by:

$x_{tjs}^f$: Amount of product distributed from facility $i$ to customer $j$ at time period $t$ under scenario $s$ ($i \in I; j \in J^0; t \in T; s \in S$).

$y_{t'ij}^{f'}$: Amount of product distributed from facility $i$ to customer $j$ at time period $t'$ to (partially) satisfy demand of period $t$ under scenario $s$ ($i \in I; j \in J^1; t \in T; t' = t, t + 1, \ldots, \min\{t + \rho_j, |T|\}; s \in S$).

$w_{tiks}^f$: Total quantity of product handled by facility $i$ operating with $k$ modular units at time period $t$ under scenario $s$ ($i \in I; k = 1, \ldots, n_i; t \in T; s \in S$).

Using the above redefinition of the recourse variables, we obtain the so-called deterministic equivalent MILP model, or extensive form, hereafter denoted ($P_{DE-1}$).

Min

$$
\sum_{t \in T_L} \sum_{i \in I} \sum_{k=1}^{n_i} F O_{tik}^f z_{tik}^f + \sum_{t \in T_L \setminus \{1\}} \sum_{i \in I} \sum_{k=1}^{n_i} F E_{tik}^f e_{tik}^f +
\sum_{t \in T_L \setminus \{1\}} \sum_{i \in I} \sum_{k=1}^{n_i} F R_{tik}^f r_{tik}^f + \sum_{t \in T_L} \sum_{i \in I} \sum_{k=1}^{n_i} v_{tik}^f M_{tik}^f +
\sum_{s \in S} \pi_s \left[ \sum_{t \in T} \sum_{i \in I} \sum_{k=1}^{n_i} a_{tik}^f w_{tiks}^f + \sum_{t \in T} \sum_{i \in I} \sum_{j \in J^0} c_{tij}^f x_{tjs}^f +\right]
\sum_{t \in T} \sum_{i \in I} \sum_{j \in J^1} \sum_{t' = t}^{\min\{t + \rho_j, |T|\}} \left( c_{tij}^f + p_{t'ij}^{f'} \right) y_{t'ij}^{f'}
$$

(28)
subject to

\[(10) - (16)\]
\[
\sum_{i \in I} x_{ijs}^t = d_{js}^t \\
\sum_{i \in I} \sum_{t' = t}^{\min\{t + \rho_j, |T|\}} y_{ijs}^{t'} = d_{js}^t \\
w_{iks}^t \leq k Q v_{ik}^t
\]
\[
\sum_{k=1}^{n_i} w_{iks}^t = \sum_{j \in J^0} x_{ijs}^t + \sum_{j \in J^1} \sum_{t' = \max\{1, t - \rho_j\}}^{t} y_{ijs}^{t'} \\
x_{ijs}^t \geq 0 \\
y_{ijs}^{t'} \geq 0
\]
\[
w_{iks}^t \geq 0
\]

We note that the extensive form of the stochastic program becomes quite large even when the random variable $\xi$ has a moderate number of possible realizations. Since all the strategic decisions made in the first stage do not depend on the realization of the random demand process, and so the location and capacity scalability schedule determined for the entire planning horizon is the same for all scenarios, formulation \((P_{DE-1})\) satisfies the non-anticipativity principle. For this reason, \((P_{DE-1})\) will be called the scenario-independent location and capacity scalability model.

### 2.3 A stochastic formulation for an alternative strategy

Discrepancies between the capacity of a firm and the demands of its customers result in inefficiency, either in underutilised resources or dissatisfied customers. The ability of a firm to adjust the capacity of its resources in response to varying customer demand is one of the key factors in decreasing these discrepancies and achieving competitiveness. Therefore, an alternative strategy to the settings considered in the previous section is to assume that capacity adjustment decisions have a tactical nature, and thus can be deferred to the second-stage problem.
In this strategy, the first-stage problem consists of defining a schedule for locating facilities and setting their initial capacities for the entire planning horizon. Accordingly, the strategic facility location decisions are the here-and-now decisions. The second-stage problem addresses the wait-and-see (tactical and operational) decisions by prescribing a scheme for adjusting the capacities of operating facilities (through expansion or contraction), and specifying the product flows from facilities to customers over all time periods. In contrast to the approach presented in Section 2.2, the capacity adjustment measures depend now on the realization of the uncertain customer demand. As mentioned earlier, the resulting two-stage stochastic program is suitable for those cases in which sizing decisions can be reverted in the medium-term. This arises, for example, in the context of leasing or renting space and equipment. Furthermore, subcontracting and adjusting labor (e.g., using temporary workers or furlough) are also measures that can be implemented in medium-range capacity planning.

To formulate a two-stage stochastic program for this alternative strategy, the binary location variables (2) and the continuous flow variables (6), (7), and (8) are used. Moreover, the binary variables associated with the sizing decisions, i.e., (3), (4), and (5), are replaced by \( \tilde{e}^{\ell}_{ik}(\xi) \), \( \tilde{r}^{\ell}_{ik}(\xi) \), and \( \tilde{v}^{\ell}_{ik}(\xi) \), respectively. Each one of these new variables depends on the random vector \( \xi \) ruling future customer demands. The total expected cost to be minimized is given by \( \sum_{\ell \in T_L} \sum_{i \in I} \sum_{k=1}^{n_i} F O^{\ell}_{ik} z^{\ell}_{ik} + \mathbb{E}[Q'(z, \xi)] \) under constraints (10) and (14). The optimal value \( Q'(z, \xi) \) of the second-stage problem is determined by

\[
Q'(z, \xi) = \text{Min} \quad \sum_{\ell \in T_L \setminus \{1\}} \sum_{i \in I} \sum_{k=1}^{n_i-1} F E^{\ell}_{ik} \tilde{e}^{\ell}_{ik}(\xi) + \sum_{\ell \in T_L \setminus \{1\}} \sum_{i \in I} \sum_{k=1}^{n_i-1} F R^{\ell}_{ik} \tilde{r}^{\ell}_{ik}(\xi) + \\
\sum_{\ell \in T_L} \sum_{i \in I} \sum_{k=1}^{n_i} \tilde{v}^{\ell}_{ik}(\xi) \phi(\ell) \sum_{t=\ell}^{T \setminus \{1\}} M^{\ell}_{ik} + \sum_{t \in T} \sum_{i \in I} \sum_{k=1}^{n_i} \phi^{\ell}_{ik} w^{\ell}_{ik}(\xi) + \\
\sum_{t \in T} \sum_{i \in I} \sum_{j \in J_0} c^{\ell}_{ij} x^{\ell}_{ij}(\xi) + \sum_{t \in T} \sum_{i \in I} \sum_{j \in J_1} \sum_{t'=t}^{\min(t+\rho_j, |T|)} \left( \tilde{c}^{\ell'}_{ij} + p^{\ell'}_{ij} \right) y^{\ell'}_{ij}(\xi)
\]

subject to

(18), (19), (21) – (24)

\[
\sum_{k=1}^{n_i} \tilde{v}^{\ell}_{ik}(\xi) = \sum_{\ell' \in T_L : \ell' \leq \ell} \sum_{k=1}^{n_i} z^{\ell'}_{ik} \quad i \in I, \ell \in T_L
\]

\[
\sum_{k=1}^{n_i} \tilde{e}^{\ell}_{ik}(\xi) + \sum_{k=1}^{n_i-1} \tilde{r}^{\ell}_{ik}(\xi) \leq \sum_{\ell' \in T_L : \ell' \leq \ell} \sum_{k=1}^{n_i} z^{\ell'}_{ik} \quad i \in I, \ell \in T_L \setminus \{1\}
\]
\[
\sum_{k=1}^{n_i} k \tilde{v}_{ik}^\ell(\xi) = \sum_{\ell' \in T_L : \ell' \leq \ell} \sum_{k=1}^{n_i} k z_{ik}^\ell + \sum_{\ell' \in T_L \setminus \{1\}} \sum_{k=1}^{n_i-1} k \left( \tilde{e}_{ik}^\ell(\xi) - \tilde{r}_{ik}^\ell(\xi) \right) \quad i \in I, \ell \in T_L \tag{39}
\]

\[
w_{ik}^\ell(\xi) \leq k Q \tilde{v}_{ik}^\ell(\xi) \quad i \in I, k = 1, \ldots, n_i, t \in T, \quad \ell = \max\{\ell' \in T_L : \ell' \leq t\} \tag{40}
\]

\[
\tilde{v}_{ik}^\ell(\xi) \in \{0, 1\} \quad i \in I, k = 1, \ldots, n_i \tag{41}
\]

\[
\tilde{e}_{ik}^\ell(\xi), \tilde{r}_{ik}^\ell(\xi) \in \{0, 1\} \quad i \in I, k = 1, \ldots, n_i - 1, \quad \ell \in T_L \setminus \{1\} \tag{42}
\]

Due to capacity adjustment decisions being now recourse decisions, the new constraints (37)–(39) are the counterpart of constraints (11)–(13). Likewise, the capacity constraints (40) replace inequalities (20).

By imposing the same conditions on the random demand vector \(\xi\) as in Section 2.2, we can rewrite the recourse function as a function of all scenarios, i.e., \(E_{\Xi}[Q'(z, \xi)] = \sum_{s \in S} \pi_s Q'(z, \xi_s)\).

Accordingly, the set of scenario-dependent flow variables (25)–(27) is extended with the new scenario-indexed capacity scalability variables, \(\tilde{v}_{iks}^\ell, \tilde{e}_{iks}^\ell,\) and \(\tilde{r}_{iks}^\ell\). The definition of these variables and the resulting deterministic equivalent MILP formulation, hereafter denoted \((P_{DE-2})\), are detailed in Appendix A. Since all capacity adjustment decisions depend on the realizations of the random parameters, \((P_{DE-2})\) will be called the \textit{scenario-dependent} capacity scalability model. \((P_{DE-2})\) defines a large-scale MILP model with a significant number of binary variables and constraints, even for a small-sized scenario set.

### 3 Additional inequalities

In an attempt to improve the polyhedral description of the set of feasible solutions of models \((P_{DE-1})\) and \((P_{DE-2})\), we develop in this section several sets of additional inequalities. The proposed enhancements may contribute to more problem instances and with larger sizes being solved to (near-)optimality with off-the-shelf, general-purpose optimization software within reasonable computing time.
3.1 Inequalities for model $(P_{DE-1})$

Recall from (28)–(35) that in the extensive form of the deterministic equivalent model $(P_{DE-1})$, all facility location and capacity-related decisions are made in the first stage, before uncertainty about future demand is disclosed. Next, we successively show how the information conveyed by the various scenarios can be used in this case to derive a lower bound on the total number of facilities that must be open at a particular design period.

Let us assume, without loss of generality, that the length of the planning horizon is a multiple of the number of design periods, and let us define $\sigma = |T|/|T_L|$. Hence, parameter $\sigma$ is integer-valued and gives the total number of periods between two consecutive design periods. Since all demand requirements of the preferred customer segment $J^0$ must be serviced without delay in every scenario, they are used to set minimum capacity requirements between two consecutive design periods. The latter are given by

$$D^\ell = \max \left\{ \sum_{j \in J^0} d^\ell_{js} : s \in S; t = \ell, \ldots, \phi(\ell) \right\},$$

for every $\ell \in T_L$ and $\phi(\ell)$ defined in (1). Hence, the following inequalities must hold for every design period:

$$Q \sum_{i \in I} \sum_{k=1}^{n_i} k v^\ell_{ik} \geq D^\ell, \quad \ell \in T_L.$$

Dividing the above inequalities by the size of a modular unit, $Q$, and taking into account that the left-hand side must be integer-valued, it follows that

$$\sum_{i \in I} \sum_{k=1}^{n_i} k v^\ell_{ik} \geq \left\lceil \frac{D^\ell}{Q} \right\rceil, \quad \ell \in T_L. \quad (43)$$

Furthermore, for a particular design period $\ell$ ($\ell \in T_L$), let $\tilde{D}^\ell$ denote the largest minimum demand quantity over all scenarios that has to be covered from period $\ell$ through period $\phi(\ell)$.

$$\tilde{D}^\ell = \begin{cases} \max_{s \in S} \left\{ \sum_{j \in J^0} \sum_{t=\ell}^{\phi(\ell)} d^t_{js} + \sum_{j \in J^1} \sum_{t=\ell}^{\phi(\ell)-\rho} d^t_{js} \right\} & \text{if } \ell < \ell_{\text{max}}, \\ \max_{s \in S} \left\{ \sum_{j \in J} \sum_{t=\ell}^{T} d^t_{js} \right\} & \text{if } \ell = \ell_{\text{max}}. \end{cases}$$
The above expression includes all orders from customer segment \( J^0 \) as well as the minimum quantity of demand that must be delivered to customers \( J^1 \) accepting late shipments. Since demand cannot be lost, in the last time interval (comprising all time periods from \( \ell_{\text{max}} \) through \(|T|\)), the orders of both customer segments must be completely satisfied. Accordingly, the following inequalities impose that facilities open at time period \( \ell \) (and therefore at all subsequent periods up to period \( \phi(\ell) \)) must have sufficient capacity to serve the demand \( \tilde{D}^\ell \):

\[
\sigma Q \sum_{i \in I} \sum_{k=1}^{n_i} k v_{ik} \geq \tilde{D}^\ell, \quad \ell \in T_L.
\]

Dividing these inequalities, first by \( Q \) and then by the time lag \( \sigma \), we obtain

\[
\sum_{i \in I} \sum_{k=1}^{n_i} k v_{ik}^\ell \geq \left\lceil \frac{\tilde{D}^\ell}{Q} \right\rceil \sigma, \quad \ell \in T_L.
\]  

Combining inequalities (43) and (44), and defining

\[
M^\ell = \max \left\{ \left\lceil \frac{D^\ell}{Q} \right\rceil, \left\lceil \frac{\tilde{D}^\ell}{\sigma} \right\rceil \right\}
\]

yields

\[
\sum_{i \in I} \sum_{k=1}^{n_i} k v_{ik}^\ell \geq M^\ell, \quad \ell \in T_L.
\]

By applying the Chvátal-Gomory rounding procedure a finite number of times \( p \) \((p \geq 1)\) to the above inequalities (Wolsey [50]), we obtain

\[
\sum_{i \in I} \sum_{k=1}^{n_i} \left\lfloor \frac{k}{p} \right\rfloor v_{ik}^\ell \geq \left\lfloor \frac{M^\ell}{p} \right\rfloor, \quad \ell \in T_L, \ p = 1, \ldots, \max_{i \in I} \{n_i\},
\]  

The reasoning followed to derive (45) is itself a proof for the following result:

**Proposition 1.** The set of inequalities (45) is valid for formulation (\( P_{DE-1}^+ \)).

The enhanced formulation is called hereafter \((P_{DE-1}^+)\) for the scenario-independent location and capacity scalability model.
3.2 Inequalities for model \((P_{DE-2})\)

For the extensive form of the deterministic model given by (52)–(58) (see Appendix A), we develop additional inequalities that serve a purpose similar to (45). In this case, the variables \(\tilde{v}_{iks}^{\ell}\) (cf. (51)) representing the number of modular units available in a location at time period \(\ell\) \((\ell \in T_L)\) are scenario-indexed. Hence, the minimum quantity of demand that must be satisfied in each period between two consecutive design periods is scenario-dependent and defined by

\[
\Delta_s^{\ell} = \max \left\{ \sum_{j \in J_0} d_{js}^t : t = \ell, \ldots, \phi(\ell) \right\}, \quad \ell \in T_L, \; s \in S.
\]

Given a scenario \(s\) and a design period \(\ell\), it follows that the minimum number of open facilities must satisfy the following conditions:

\[
\sum_{i \in I} \sum_{k=1}^{n_i} k \tilde{n}_{iks}^{\ell} \geq \left\lceil \frac{\Delta_s^{\ell}}{Q} \right\rceil, \quad \ell \in T_L, \; s \in S.
\]

(46)

The above inequalities are the counterpart of (43) for the scenario-dependent capacity scalability model.

Additionally, let \(\tilde{\Delta}_s^{\ell}\) denote the minimum total demand requirements to be satisfied in scenario \(s\) for all periods from \(\ell\) through \(\phi(\ell)\), with \(\ell \in T_L\).

\[
\tilde{\Delta}_s^{\ell} = \begin{cases} 
\sum_{j \in J_0} \sum_{t=\ell}^{\phi(\ell)} d_{js}^t + \sum_{j \in J_1} \sum_{t=\ell}^{\phi(\ell)-\rho_j} d_{js}^t & \text{if } \ell < \ell_{\text{max}}, \\
\sum_{j \in J} \sum_{t=\ell}^{T} d_{js}^t & \text{if } \ell = \ell_{\text{max}}.
\end{cases}
\]

Therefore, the following inequalities must also hold

\[
\sum_{i \in I} \sum_{k=1}^{n_i} k \tilde{n}_{iks}^{\ell} \geq \left\lceil \frac{\tilde{\Delta}_s^{\ell}}{Q} \right\rceil, \quad \ell \in T_L, \; s \in S.
\]

(47)

Using inequalities (46) and (47) yields the following relations

\[
\sum_{i \in I} \sum_{k=1}^{n_i} k \tilde{n}_{iks}^{\ell} \geq \tilde{M}_s^{\ell}, \quad \ell \in T_L, \; s \in S,
\]
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where the lower bound $\tilde{M}_s^\ell$ is defined as the maximum of the two parameters on the right-hand sides of inequalities (46) and (47). Finally, we apply once again the Chvátal-Gomory rounding method to the above inequalities and obtain the following result:

**Proposition 2.** The set of inequalities

$$\sum_{i\in I} \sum_{k=1}^{n_i} \left\lceil \frac{k}{p} \right\rceil \tilde{v}_t^{i\ell} \geq \left\lceil \frac{M^\ell_s}{p} \right\rceil, \quad \ell \in T_L, s \in S, p = 1, \ldots, \max\{n_i\}$$  \hspace{1cm} (48)

is valid for formulation (PDE$_{DE-2}$).

The steps presented above serve as proof for this proposition. If for a particular design period $\ell$ and scenario $s$ there exist several inequalities (48), all having the same right-hand side for different values of $p$, then we only need to consider the inequality with the strongest left-hand side. A similar remark also applies to (45). The enhanced formulation for the scenario-dependent capacity scalability case is called hereafter (P$^+_DE_{DE-2}$).

### 4 Computational results

In this section, we present the results of our numerical tests. The computational experiments were guided by five objectives, namely: (i) to evaluate the usefulness of using a standard off-the-shelf MILP solver to identify optimal or near-optimal solutions to the original deterministic equivalent models within reasonable computing time; (ii) to analyze the effectiveness of the proposed additional inequalities; (iii) to compare the two strategies for deciding on the timing and sizing of capacity adjustments; (iv) to discuss relevant insights into the characteristics of the (near-)optimal solutions identified; and (v) to assess the benefits of using a stochastic programming approach for the problem under study.

#### 4.1 Characteristics of test instances

Since benchmark data sets are not available for the problem at hand, we have generated a set of test instances. The size of each instance is mainly dictated by the length of the planning horizon and the total number of customers according to the choices specified in Table 1. We have considered planning horizons with 12 and 24 time periods. In both cases, there are three design periods for making location and capacity scalability decisions. Specifically, for $|T| = 12$
(resp. \( |T| = 24 \)), these opportunities occur at the beginning of periods 1, 5, and 9 (resp. 1, 9, and 17). Three different sizes for the customer set are assumed and three different partitions of \( J \) are considered. For example, a set of 60 customers can be partitioned into \( |J^0| = 15 \) and \( |J^1| = 45 \), \( |J^0| = |J^1| = 30 \), and \( |J^0| = 45 \) and \( |J^1| = 15 \). In all cases, customers in segment \( J^1 \) specify the same maximum number of periods for late deliveries, i.e., \( \rho_j = \rho \) for all \( j \in J^1 \).

Instances with \( \rho = 1 \), \( \rho = 2 \), and \( \rho = 3 \) were generated.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>T</td>
<td>)</td>
<td>12, 24</td>
</tr>
</tbody>
</table>
| \( |J| \)    | 20, 40, 60  | \( |J^0| \) | \( \beta^J |\) \ with \( \beta^J \in \{0.25, 0.5, 0.75\} \)
| \( |I| \)    | 0.25 \( |J| \) | \( \rho \) | 1, 2, 3 |
| \( |S| \)    | 3 \( |J| \)   | \( \pi_s \) | 1/3 \( s \in S \) |

Table 1: Parameter values.

In the deterministic variant of our problem [15], three different patterns of demand fluctuation over the planning horizon were considered. In the present work, we follow this setting by assuming three different demand scenarios, an approach that is also followed in other works, e.g. Marín et al. [39]. In addition, equal probabilities are assigned to the scenarios. In all scenarios, the demand of each customer for the first time period is selected at random from the interval \([20, 500]\) according to a continuous uniform distribution. In scenario 1, and at each subsequent period, demands exhibit fluctuations ranging from \(-20\% \) to \(+20\% \) compared to the previous period. Therefore, this scenario represents an irregular demand pattern. In scenarios 2 and 3, demand variations go through three phases, showing a trapezoidal shape. Specifically, scenario 2 starts with a demand growth phase, followed by a maturity phase with small fluctuations (i.e., \( \pm 1\% \)), and ends with a decline phase. Scenario 3 has the opposite demand pattern; the associated inverted trapezoidal structure depicts demand contraction, recession, and gradual recovery. Table 11 in Appendix B details the three scenarios. These scenarios differ significantly from each other with respect to demand variations, making them a suitable choice in a setting with uncertain demand.

The capacity of a modular unit is defined as a function of the demand scenarios, namely

\[
Q = \frac{1}{n_i |I|} U[3, 4] \sum_{t \in T} \sum_{i \in I} \max_{s \in S} d_{ts} / |J|, \]

where \( U[3, 4] \) denotes a continuous uniform distribution in \([3, 4]\) and \( n_i = 4 \) for every \( i \in I \). Appendix B provides further details on the procedure for randomly generating all cost parameters. Five instances were randomly generated for each combination of parameters shown in Table 1, giving rise to a total of 270 different instances.
4.2 Numerical results

Formulations \((P_{DE-1})\) and \((P_{DE-2})\) along with their enhancements were coded in C++ using IBM ILOG Concert Technology and run with IBM ILOG CPLEX 12.6. All experiments were performed on a workstation with a multi-core Intel Xeon E5-2650V3 processor (2.3 GHz, 10 cores), 32 GB RAM, and running the Ubuntu operating system (64-bit). Due to the strategic nature of the problem that we study, fast solution times are not of paramount importance. Therefore, a limit of 10 hours of CPU time was set for each solver run. Furthermore, CPLEX was used with default settings under a deterministic parallel mode.

Regarding goal (i) listed at the beginning of Section 4, we evaluate the effectiveness of using CPLEX to identify (near-)optimal solutions to the test instances for the proposed original formulations, \((P_{DE-1})\) and \((P_{DE-2})\). To do so, we compare the optimality gaps and the computing times reported by the optimization solver. Table 2 summarizes the relevant information for the different sizes of the customer set, while Table 3 provides information from a different perspective, namely for varying values for the maximum delivery delay tolerated by customer segment \(J^1\). Column 1 gives the parameter selected (\(|J|\) in Table 2 and \(\rho\) in Table 3). Columns 2–5 report the number of instances solved to optimality (\(#\) opt sol.) and the number of instances not solved to proven optimality within the specified time limit (\(#\) non-opt sol.) for all models (i.e., the original formulations and their enhancements). For those instances not solved optimally, the minimum, average, and maximum optimality gaps achieved by CPLEX after 10 h of computing time are given for each formulation in columns 7–10 (MIP gap (%) = \((z^{UB} - z^{LB}) / z^{UB} \times 100\%\), with \(z^{UB}\) denoting the objective value of the best feasible solution available and \(z^{LB}\) representing the objective value of the best lower bound identified during the branch-and-cut procedure). Columns 11–14 display the minimum, average, and maximum computing times, in seconds (MIP CPU (sec.)). The last row refers to all 270 instances. The best (average) values with respect to the evaluation criteria are given in boldface.

Table 2 shows that the capability of CPLEX to identify an optimal solution within the given time limit is affected by the formulation that is used. Regarding formulations \((P_{DE-1})\) and \((P_{DE-2})\), optimality is achieved in all test instances with 20 customers, but gradually decreases as the total number of customers grows. Not surprisingly, the even larger formulation \((P_{DE-2})\) poses an additional challenge to CPLEX. In particular, for this formulation, optimal solutions are only available for less than half of the instances with 60 customers (44% or 40/90), whereas 74% (67/90) of the instances with the same number of customers could be solved to optimality with
| $|J|$ | # opt sol./# non-opt sol. | MIP gap (%) | MIP CPU (sec.) |
|---|---|---|---|
|   | (P$_{DE-1}$) | (P$_{DE-2}$) | (P$_{DE-2}^*$) | (P$_{DE-1}$) | (P$_{DE-2}$) | (P$_{DE-2}^*$) | (P$_{DE-1}$) | (P$_{DE-2}$) | (P$_{DE-2}^*$) |
| 20 | 90/0 | 90/0 | 90/0 | min | - | - | - | - | 5.7 | 2.5 | 7.1 | 2.3 |
|    | avg | - | - | - | - | - | - | - | 27.7 | 13.9 | 68.0 | 32.0 |
|    | max | - | - | - | - | - | - | - | 201.1 | 46.2 | 477.6 | 140.3 |
| 40 | 87/3 | 90/0 | 71/19 | 84/6 | min | 0.89 | - | 1.15 | 1.59 | 22.9 | 16.5 | 105.5 | 46.7 |
|    | avg | 3.26 | - | 4.04 | 4.43 | 3462.4 | 1198.5 | 11333.7 | 6615.7 |
|    | max | 5.32 | - | 7.12 | 6.69 | ** | 30074.9 | ** | ** |
| 60 | 67/23 | 75/15 | 40/50 | 51/39 | min | 1.47 | 0.27 | 0.62 | 0.32 | 70.0 | 61.2 | 111.4 | 71.4 |
|    | avg | 2.43 | 2.28 | 2.29 | 2.04 | 13072.2 | 10699.9 | 24198.9 | 20359.2 |
|    | max | 3.41 | 4.26 | 4.81 | 5.31 | ** | ** | ** | ** |

All 244/26 255/15 201/69 225/45 avg 2.53 2.28 2.77 2.36 5520.8 3970.8 11866.9 9002.3

Table 2: Optimality gaps and CPU times for all formulations according to the total number of customers; \*MIP gap for instances not solved to optimality within 10 h; \*\*time limit (10 h) reached.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th># opt sol./# non-opt sol.</th>
<th>MIP gap (%)</th>
<th>MIP CPU (sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(P$_{DE-1}$)</td>
<td>(P$_{DE-2}$)</td>
<td>(P$_{DE-2}^*$)</td>
</tr>
<tr>
<td>1</td>
<td>78/12</td>
<td>83/7</td>
<td>61/29</td>
</tr>
<tr>
<td></td>
<td>avg</td>
<td>2.50</td>
<td>2.37</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>3.57</td>
<td>4.26</td>
</tr>
<tr>
<td>2</td>
<td>84/6</td>
<td>86/4</td>
<td>68/22</td>
</tr>
<tr>
<td></td>
<td>avg</td>
<td>2.49</td>
<td>1.84</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>2.80</td>
<td>2.63</td>
</tr>
<tr>
<td>3</td>
<td>82/8</td>
<td>86/4</td>
<td>72/18</td>
</tr>
<tr>
<td></td>
<td>avg</td>
<td>2.59</td>
<td>2.55</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>5.32</td>
<td>2.89</td>
</tr>
</tbody>
</table>

All 244/26 255/15 201/69 225/45 avg 2.53 2.28 2.77 2.36 5520.8 3970.8 11866.9 9002.3

Table 3: Optimality gaps and CPU times for all formulations under different values for the maximum delivery delay, $\rho$; \*MIP gap for instances not solved to optimality within 10 h; \*\*time limit (10 h) reached.
model \((P_{DE-1})\). These findings are also supported by the growth observed in the computing times. Interestingly, for those instances that could not be solved to proven optimality, the associated gaps are, on average, relatively small (cf. columns 7 and 9). The challenges posed by formulation \((P_{DE-2})\) result in slightly larger gaps compared to formulation \((P_{DE-1})\).

Table 2 also reveals the positive effect of the proposed valid inequalities (45) and (48), an aspect that was mentioned at the beginning of Section 4 as goal (ii) to be investigated. Specifically, the additional constraints prove to be very useful in identifying more optimal solutions in shorter computing times. Adding inequalities (45) to formulation \((P_{DE-1})\) results in obtaining optimal solutions to 94\% \((255/270)\) of the instances. Moreover, CPLEX does not achieve optimality with formulation \((P_{DE-1}^+)\) for only 17\% \((15/90)\) of the instances with 60 customers. Regarding the enhanced model \((P_{DE-2}^+)\), similar findings can be observed despite the greater size of this formulation, with 83.3\% \((225/270)\) instances being solved to optimality.

The optimality gaps of the best solutions obtained after 10 h of CPU also decrease using inequalities (45) and (48). The only exception occurs for the set of instances with 40 customers, for which CPLEX reports an average optimality gap of 4.43\% with formulation \((P_{DE-2}^+)\) against a gap of 4.04\% without using the proposed inequalities. Observe that the latter value is obtained for 19 instances, whereas the former value results from six instances. If we consider the same set of six instances in both formulations, we realize that they exhibit an average optimality gap of 4.94\% with model \((P_{DE-1})\). Therefore, in fact, the valid inequalities (48) succeed in reducing this gap to 4.43\%.

Table 3 shows that increasing the maximum lead time for customers accepting late shipments results in slightly less challenging problems for CPLEX. This fact is evidenced by the larger number of instances not solved to proven optimality for \(\rho = 1\), as opposed to \(\rho = 2\) or \(\rho = 3\). We remark that increasing the value of \(\rho\) brings more flexibility to designing the facility network and adjusting the capacities of the operating facilities over the planning horizon. Interestingly, the quality of the best solutions returned by CPLEX upon reaching the time limit does not seem to be much affected by parameter \(\rho\). The enhanced formulations succeed in solving more instances to optimality and in providing lower optimality gaps with a reduced computational burden.

As evidenced by the significantly shorter computing times of the tighter formulations \((P_{DE-1}^+)\) and \((P_{DE-2}^+)\) (cf. last column in Tables 2–3), the branch-and-cut tree generated by CPLEX is smaller, despite the greater number of constraints. However, additional computational effort may be required to solve the associated linear relaxations. This feature is present in solving the
LP-relaxation of model $(P^+_{DE-2})$ but not for the LP-relaxation of model $(P^+_{DE-1})$, as displayed in Tables 4 and 5. These tables report in the last four columns the minimum, average, and maximum solution times of the linear relaxation (LP CPU (sec.)) of all models, for different values of parameter $|J|$ (Table 4) and parameter $p$ (Table 5). In addition, columns 3–6 show the minimum, average, and maximum integrality gaps (LP gap (%)). The latter give the relative percent deviation between the objective value of the best feasible solution available ($z^{UB}$) and the lower bound provided by the linear relaxation. The best average values over all 270 instances are highlighted in boldface in the last row of these tables.

| $|J|$, avg | LP gap (%) | LP CPU (sec.) |
|-----------|------------|---------------|
|           | $(P^+_{DE-1})$ | $(P^+_{DE-2})$ | $(P^+_{DE-1})$ | $(P^+_{DE-2})$ |
| 20 min    | 4.69       | 1.66          | 3.68          | 1.87          | 0.1          | 0.1          | 0.2          | 0.2          |
| avg       | 9.79       | 4.33          | 9.60          | 4.45          | 2.0          | 1.1          | 1.8          | 1.2          |
| max       | 16.18      | 6.69          | 16.91         | 8.53          | 14.3         | 13.3         | 7.2          | 7.0          |
| 40 min    | 1.50       | 0.87          | 1.80          | 1.47          | 2.7          | 0.8          | 3.1          | 2.7          |
| avg       | 3.75       | 2.65          | 4.16          | 3.19          | 17.2         | 10.2         | 16.3         | 19.0         |
| max       | 9.29       | 9.24          | 9.60          | 9.60          | 46.2         | 43.4         | 31.8         | 55.7         |
| 60 min    | 0.71       | 0.69          | 1.22          | 0.83          | 4.8          | 4.5          | 6.1          | 6.6          |
| avg       | 3.04       | 2.48          | 3.18          | 2.73          | 33.8         | 33.8         | 17.2         | 27.0         |
| max       | 6.38       | 6.30          | 6.76          | 5.73          | 124.5        | 98.5         | 62.5         | 100.0        |
| All       | 5.53       | **3.15**      | 5.65          | **3.46**      | 17.7         | **15.0**     | 11.8         | 13.3         |

Table 4: Integrality gaps and solution times of the LP relaxation of all formulations according to the total number of customers.

Tables 4 and 5 indicate that the linear relaxations of the enhanced formulations provide substantially better lower bounds, and as a result lower integrality gaps, as opposed to the original models. Even though the number of available optimal solutions decreases with the size of $J$, and accordingly the quality of $z^{UB}$ declines, the average integrality gap becomes smaller when inequalities (45) and (48) are added. In contrast, the magnitude of the maximum allowed tardiness for orders in customer segment $J^1$ does not seem to affect the average integrality gap in any of the four formulations, as shown in Table 5. It is also noticeable that the reduction of the average integrality gap is more pronounced for instances with 20 customers ($> 50\%$) than for instances with a larger number of customers.

Finally, we note that tight integrality gaps such as the ones we have obtained with the enhanced formulations can be very useful in evaluating the quality of a feasible solution produced, for example, by a tailored heuristic method. In particular, this feature is relevant for problems with large customer sets since in this case it becomes increasingly difficult for a state-of-the-art
optimization solver to achieve optimality within acceptable time. From a computational point of view, the optimal solution to the linear relaxation is inexpensive ($\leq 100$ seconds for the enhanced models, according to Tables 4–5).

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>LP gap (%)</th>
<th>LP CPU (sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>($P_{DE-1}$)</td>
<td>($P_{DE-2}$)</td>
</tr>
<tr>
<td>1 min</td>
<td>0.71</td>
<td>0.69</td>
</tr>
<tr>
<td>avg</td>
<td>5.03</td>
<td>3.46</td>
</tr>
<tr>
<td>max</td>
<td>14.76</td>
<td>9.24</td>
</tr>
<tr>
<td>2 min</td>
<td>0.71</td>
<td>0.69</td>
</tr>
<tr>
<td>avg</td>
<td>5.37</td>
<td>2.84</td>
</tr>
<tr>
<td>max</td>
<td>15.80</td>
<td>5.85</td>
</tr>
<tr>
<td>3 min</td>
<td>0.71</td>
<td>0.69</td>
</tr>
<tr>
<td>avg</td>
<td>5.37</td>
<td>3.16</td>
</tr>
<tr>
<td>max</td>
<td>16.18</td>
<td>8.68</td>
</tr>
<tr>
<td>All avg</td>
<td>5.53</td>
<td>3.15</td>
</tr>
</tbody>
</table>

Table 5: Integrality gaps and solution times of the LP relaxation of all formulations under different values for the maximum delivery delay, $\rho$.

4.3 Deployment of facility location and capacity scalability strategies

In this section, we focus on goals (iii) and (iv) stated at the beginning of Section 4, and compare the characteristics of the two strategies proposed for locating facilities and adjusting their capacities over the planning horizon. For this purpose, Table 6 gives the minimum, average, and maximum relative deviation of the objective values of the best solutions reported by CPLEX for the enhanced formulations. Specifically, columns 2–4 (resp. 6–8) display the value of ($z^+_{DE-1} - z^+_{DE-2}$) / $z^+_{DE-1} \times 100\%$ according to the size of the customer set (resp. the maximum delivery delay). We denote by $z^+_{DE-1}$ and $z^+_{DE-2}$ the best objective values identified by CPLEX to formulation ($P^+_{DE-1}$) and ($P^+_{DE-2}$), respectively, within the given time limit. Each row aggregates the results for 90 instances. Since the relative deviations presented in this table are all positive, they indicate that cost savings can be achieved with the scenario-dependent capacity scalability model (strategy 2) over the scenario-independent location and scalability model (strategy 1). This finding is not surprising because modeling capacity adjustment decisions as second-stage variables in formulation ($P^+_{DE-2}$) allows a more agile response to temporal changes in demand. In other words, these decisions can be met taking into account the realization
of demand. Therefore, in general, the resulting schedule for facility opening and capacity adjustment is cheaper compared to the case in which all design and capacity scalability decisions must be made in the first stage. In the latter case, such decisions do not depend on the particular realization of the random demand process.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>% Cost reduction of over</th>
<th></th>
<th>% Cost reduction of over</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(P_{DE-2}^+)</td>
<td></td>
<td>(P_{DE-2}^+)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>Avg</td>
<td>Max</td>
<td>Min</td>
<td>Avg</td>
</tr>
<tr>
<td>20</td>
<td>0.00</td>
<td>3.32</td>
<td>5.90</td>
<td>1</td>
<td>0.04</td>
</tr>
<tr>
<td>40</td>
<td>0.33</td>
<td>2.64</td>
<td>6.19</td>
<td>2</td>
<td>0.00</td>
</tr>
<tr>
<td>60</td>
<td>0.04</td>
<td>3.01</td>
<td>5.80</td>
<td>3</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 6: Comparison between the best objective values of formulations (P_{DE-1}^+) and (P_{DE-2}^+) for different parameters.

Over all 270 instances, strategy 2 allows for up to 6.19% reduction in total cost, with an average reduction of 3%. Even when an instance is not solved to optimality with formulation (P_{DE-2}^+) and an optimal solution is available to formulation (P_{DE-1}^+), strategy 2 always has lower total cost than strategy 1. This particular case occurs in 30 instances.

To further analyze the differences between the two strategies, Tables 7 and 8 provide additional information about the selected facilities for each combination of potential facilities (|I|), number of customers (|J|), and value of ρ (columns 1–3). Table 7 shows average results for strategy 1 by indicating the average values of the first-stage decisions in columns 4–6. The average demand of customer segment J^1 that is served with delay is displayed for each demand scenario in columns 7–9. Table 8 gives similar information but for strategy 2. Since adjustments in the number of modular units at open facilities are second-stage decisions, they are specified for each demand scenario separately.

Not surprisingly, the total number of selected facilities is, on average, similar in both strategies. This is explained by facility opening decisions being modeled as first-stage variables in both approaches. Furthermore, Table 8 clearly shows that the choice of facilities to have their capacities expanded or reduced is driven by the type of demand scenario. In contrast, when such choices are also included in the first-stage there is a decline in flexibility which results in greater total cost as seen previously. According to Table 8, when customer demand exhibits a trapezoidal pattern, the need to install additional modular units is higher compared to the other two demand scenarios. The removal of modular units from operating facilities is more noticeable when customer demand has an inverted trapezoidal structure. In the scenario with
| $|I|$ | $|J|$ | $\rho$ | Avg no. of open facilities | Avg no. facilities with cap. adjustments | Scenario 1: irregular demand rate | Scenario 2: trapezoidal demand rate | Scenario 3: inverted trapezoidal demand rate |
|---|---|---|---|---|---|---|---|---|
|   |   |   |   | Expansion | Contraction | Avg delayed demand (%) | Avg delayed demand (%) | Avg delayed demand (%) |
| 5 20 | 1 | 2.00 | 0.90 | 0.40 | 0.14 | 4.29 | 0.08 |
| 2 | 2.00 | 0.93 | 0.43 | 0.64 | 9.22 | 0.33 |
| 3 | 2.00 | 0.93 | 0.43 | 1.05 | 10.21 | 0.60 |
| 10 40 | 1 | 3.50 | 1.00 | 0.43 | 0.04 | 3.55 | 0.01 |
| 2 | 3.30 | 1.00 | 0.33 | 0.13 | 6.02 | 0.03 |
| 3 | 3.30 | 1.00 | 0.30 | 0.16 | 6.21 | 0.03 |
| 15 60 | 1 | 5.07 | 1.33 | 0.60 | 0.03 | 2.70 | 0.01 |
| 2 | 4.93 | 1.57 | 0.57 | 0.19 | 4.07 | 0.08 |
| 3 | 4.83 | 1.37 | 0.33 | 0.18 | 4.25 | 0.07 |
| All instances | 3.44 | 1.11 | 0.43 | 0.29 | 5.61 | 0.14 |

Table 7: Average number of selected facilities in strategy 1 (formulation ($P^+_{DE-1}$)) and average demand served with delay to customer segment $J^1$.

| $|I|$ | $|J|$ | $\rho$ | Avg no. of open facilities | Avg no. facilities with cap. adjustments | Scenario 1: irregular demand rate | Scenario 2: trapezoidal demand rate | Scenario 3: inverted trapezoidal demand rate |
|---|---|---|---|---|---|---|---|
|   |   |   |   | Expansion | Contraction | Avg delayed demand (%) | Avg delayed demand (%) | Avg delayed demand (%) |
| 5 20 | 1 | 2.00 | 0.03 | 0.70 | 0.28 | 0.97 | 0.23 | 0.23 | 0.73 | 0.01 |
| 2 | 2.00 | 0.10 | 0.43 | 0.78 | 1.00 | 0.23 | 8.02 | 0.23 | 0.40 | 0.16 |
| 3 | 2.00 | 0.13 | 0.37 | 1.27 | 1.10 | 0.27 | 8.46 | 0.27 | 0.33 | 0.46 |
| 10 40 | 1 | 3.50 | 0.20 | 0.97 | 0.07 | 1.13 | 0.47 | 3.26 | 0.23 | 0.87 | 0.01 |
| 2 | 3.30 | 0.27 | 0.87 | 0.27 | 1.13 | 0.20 | 5.87 | 0.40 | 0.77 | 0.03 |
| 3 | 3.30 | 0.27 | 0.63 | 0.48 | 1.30 | 0.23 | 6.33 | 0.43 | 0.60 | 0.03 |
| 15 60 | 1 | 5.10 | 0.03 | 1.10 | 0.04 | 1.63 | 0.60 | 2.33 | 0.27 | 1.13 | 0.00 |
| 2 | 4.93 | 0.27 | 0.77 | 0.31 | 1.83 | 0.33 | 4.06 | 0.40 | 0.73 | 0.09 |
| 3 | 4.90 | 0.40 | 0.83 | 0.44 | 2.00 | 0.30 | 4.27 | 0.40 | 0.63 | 0.12 |
| All instances | 3.45 | 0.19 | 0.74 | 0.44 | 1.34 | 0.33 | 5.17 | 0.32 | 0.69 | 0.10 |

Table 8: Average number of selected facilities in strategy 2 (formulation ($P^+_{DE-2}$)) and average demand served with delay to customer segment $J^1$. 
irregular demand pattern, both types of capacity adjustments occur, with the contraction of capacity having a slightly higher incidence.

Regardless of the strategy chosen, the relative amount of late shipments to customer segment $J^1$ is always the largest in demand scenario 2. This is the outcome of the trade-off between the investment in additional capacity to deal with higher demand requirements (either through opening more facilities or expanding operating facilities) and incurring a tardiness penalty cost for not serving all the demand on time. In general, and independently of the scenario and the strategy followed for determining a schedule for facility opening and capacity adjustment, the percentage of late deliveries increases with the maximum allowed delay, as expected.

4.4 The relevance of the stochastic setting

This section focuses on goal (v) of the computational study, namely on the evaluation of the benefits of the stochastic programming approach. This is a relevant issue because of the additional complexity posed by the stochastic setting compared to the deterministic counterpart. Even though there are no ‘robust measures’ for assessing the relevance of using a stochastic model instead of a (simpler) deterministic model (Birge and Louveaux [13]), two metrics are often used. The first is the expected value of perfect information (EVPI), while the second is the value of the stochastic solution (VSS). Both metrics will be calculated to measure the benefit of working with the stochastic programs $(P_{DE-1}^+)$ and $(P_{DE-2}^+)$. As discussed by Birge and Louveaux [13], EVPI and VSS are distinct indicators that measure different types of uncertainty.

The EVPI represents the maximum amount that the decision maker would be willing to pay in return for complete information about the future. It is defined as the difference between the optimal value of the stochastic program (in our case, $z_{DE-1}^+$ or $z_{DE-2}^+$) and the optimal value of the so-called ‘wait-and-see’ (WS) problem. For each demand scenario $s$, formulation $(P_{DE-1}^+)$ (or $(P_{DE-2}^+)$) is solved under the assumption that the scenario occurs with probability 1. In this way, we obtain the optimal decisions that should be made if it were possible to fully predict future demands. Let $z_{DE-1,s}^+$ (resp. $z_{DE-2,s}^+$) denote the optimal value of the deterministic problem associated with a particular scenario $s \in S$ and strategy 1 (resp. strategy 2). It follows that the optimal value of the WS problem is given by $\sum_{s \in S} \pi_s z_{DE-1,s}^+$ for strategy 1. A similar calculation is performed for strategy 2.

The VSS measures the difference between the optimal objective value of the so-called ‘expected value problem’ (EEV) and the optimal objective value of the stochastic program.
The former is obtained by creating a single scenario in which all random variables are replaced by their expected values, and then determining the optimal values of the first-stage variables for that single scenario. Next, the expected cost over all scenarios using those first-stage variable values is calculated. In the case of our problem, the average scenario would be constructed by taking the average demand of every customer in each time period, 

\[ d_{j}^t = \sum_{s \in S} \pi_s d_{js}^t \quad (j \in J; \quad t \in T). \]

Unfortunately, the associated values of the first-stage variables may result in an infeasible stochastic problem, either for model \((P_{DE-1}^+)\) or model \((P_{DE-2}^+)\), or even both. To overcome this difficulty, a ‘reference scenario’ is often used (Birge and Louveaux [13]). Typically, the worst-case scenario, i.e. the scenario with the highest demand level for every customer and time period, is adopted. Due to the features of our problem, it is not possible to identify such a scenario for every instance. Therefore, we adapt the standard definition of VSS by considering a ‘modified reference scenario’ such that 

\[ d_{j}^t = \max_{s \in S} \{d_{js}^t\} \quad \text{for every} \quad j \in J \quad \text{and} \quad t \in T. \]

Tables 9 and 10 report the average relative values of EVPI (column 5) and modified VSS (column 7) for strategy 1 and strategy 2, respectively. The relative values are calculated by dividing each metric by the optimal objective value of the associated stochastic problem. Column 4 indicates the number of instances for which optimal solutions are available and for that reason were used for calculating these average relative gaps. In addition, columns 6 and 8 give the average total computing time required to solve the WS and EEV problems to optimality, respectively.

<table>
<thead>
<tr>
<th>(I)</th>
<th>(J)</th>
<th>(\rho)</th>
<th># opt sol. ((P_{DE-1}^+))</th>
<th>Metric 1</th>
<th>Metric 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Avg EVPI gap (%)</td>
<td>Avg total CPU (sec.)</td>
<td>Avg modified VSS gap (%)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>1</td>
<td>30</td>
<td>9.57</td>
<td>234.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>30</td>
<td>8.95</td>
<td>28.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>30</td>
<td>8.96</td>
<td>26.1</td>
</tr>
<tr>
<td>10</td>
<td>40</td>
<td>1</td>
<td>30</td>
<td>9.29</td>
<td>1386.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>30</td>
<td>8.18</td>
<td>341.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>30</td>
<td>8.11</td>
<td>453.1</td>
</tr>
<tr>
<td>15</td>
<td>60</td>
<td>1</td>
<td>23</td>
<td>10.16</td>
<td>6949.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>26</td>
<td>9.41</td>
<td>4104.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>26</td>
<td>9.20</td>
<td>8086.0</td>
</tr>
<tr>
<td>All instances</td>
<td>255</td>
<td>9.06</td>
<td>2400.8</td>
<td>1.93</td>
<td>445.2</td>
</tr>
</tbody>
</table>

Table 9: EVPI and modified VSS gaps for the scenario-independent location and capacity scalability model.
The EVPI and modified VSS gaps reported in the tables indicate that it is appropriate to consider a stochastic approach rather than its deterministic counterpart. For the scenario-independent location and capacity scalability model (strategy 1), the relative EVPI gap ranges from 1.45% to 17.70%, with an average of 9.06%. Concerning the scenario-dependent capacity scalability model (strategy 2), smaller, but still significant, EVPI gaps are obtained (average: 5.87%) that vary between 0.45% and 14.28%. Interestingly, the average EVPI gap does not seem to be greatly affected neither by the size of the customer set nor by the maximum delivery delay imposed on \(J^1\). This is an indication that capturing uncertainty is relevant under different conditions.

For the modified VSS gap, we observe that it gradually increases with growing value of \(\rho\). Recall that this metric measures how far away the value of the optimal solution of a deterministic simplified version of the problem is from the optimal value of a stochastic problem. By increasing \(\rho\), more opportunities arise to satisfy the demand of some customers with delay which, in turn, enable a lower investment in configuring the facility network (e.g., through reducing the need to establish more facilities). This feature becomes even more relevant in a stochastic setting, whereas the quality of the optimal solution to the deterministic EEV problem deteriorates. Finally, and as expected, the computational burden required to optimally solve the WS and EEV problems is considerably lower than solving the stochastic programming models.

<table>
<thead>
<tr>
<th>(I)</th>
<th>(J)</th>
<th>(\rho)</th>
<th># opt sol. ((P^*_{DE-2}))</th>
<th>Metric 1 Avg EVPI gap (%)</th>
<th>Avg total CPU (sec.)</th>
<th>Metric 2 Avg modified VSS gap (%)</th>
<th>Avg total CPU (sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>20</td>
<td>1</td>
<td>30</td>
<td>6.69</td>
<td>239.7</td>
<td>0.03</td>
<td>144.8</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>5.77</td>
<td>235.4</td>
<td>0.48</td>
<td>92.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>5.75</td>
<td>89.5</td>
<td>0.53</td>
<td>21.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>40</td>
<td>1</td>
<td>27</td>
<td>6.61</td>
<td>1595.7</td>
<td>2.55</td>
<td>486.9</td>
</tr>
<tr>
<td>2</td>
<td>28</td>
<td>5.48</td>
<td>745.8</td>
<td>3.52</td>
<td>552.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>29</td>
<td>5.27</td>
<td>1201.9</td>
<td>3.74</td>
<td>648.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>60</td>
<td>1</td>
<td>13</td>
<td>5.90</td>
<td>8035.8</td>
<td>1.66</td>
<td>1261.5</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>5.74</td>
<td>7554.8</td>
<td>2.24</td>
<td>1201.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>18</td>
<td>5.50</td>
<td>8532.7</td>
<td>2.48</td>
<td>1382.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All instances</td>
<td>225</td>
<td>5.87</td>
<td>3136.8</td>
<td>1.86</td>
<td>643.6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 10: EVPI and modified VSS gaps for the scenario-dependent capacity scalability model.
5 Conclusions

We have studied a stochastic multi-period facility location and capacity scalability problem taking into account the sensitivity of each individual customer to delivery lead times. In addition to determining a schedule for opening facilities and setting their initial number of modules, this problem also allows for several ways to adjust capacity over the planning horizon. Specifically, capacities can be increased incrementally by installing additional modules or decreased by removing existing modular units. These two features, expansion and contraction, can help substantially improve the flexibility in responding to spatial and temporal changes in demand.

For the case of uncertain future customer demand, we have proposed two stochastic models that differ in the framework in which capacity adjustments can be planned. The first two-stage stochastic model follows the natural approach of defining all decisions related to the design of the facility network as first-stage decisions. Demand allocation decisions are deferred to the second stage. The second model presents an alternative strategy which is particularly relevant when capacity adjustment decisions have a tactical nature. In this case, first-stage decisions include the selection of locations to open new facilities and setting their initial capacities. The phased capacity expansion and contraction of facilities along with demand allocation represent the recourse decisions. Under the assumption that demand uncertainty can be captured by a finite set of scenarios, we were able to develop the extensive form of the deterministic equivalent for the two stochastic programs. Additionally, valid inequalities were developed to enhance the resulting large-scale formulations.

Numerical experiments with randomly generated instances indicate that the proposed additional inequalities substantially increase the capability of an off-the-shelf MILP solver to identify optimal solutions in much shorter computing times. Moreover, improved solution quality is also achieved for instances for which the specified time limit is reached without guaranteed optimality. Deferring the decisions on capacity expansion and capacity contraction to the second-stage problem results in network configurations with noticeable lower total cost compared to the approach where such decisions belong to the first-stage problem. This cost advantage arises due to the possibility of adapting the network configuration to particular demand realizations. However, this approach leads to considerably larger models which in turn require higher computational burden. Based on our comparative analysis, a decision maker becomes aware of the opportunities that arise from different strategies. Finally, we have shown that when demand is uncertain it is relevant to adopt a stochastic framework despite its additional complexity.
In further work, the proposed models could be extended by considering the uncertainty present in other parameters (e.g. costs) along with the unknown demand. Naturally, from a computational viewpoint this would pose additional challenges to an off-the-shelf solver. Therefore, it would be relevant to develop an efficient and effective heuristic method. In this case, the enhancements proposed in Section 3 would also be helpful as they sharpen the linear relaxation. Hence, the LP-bounds would be useful to evaluate the quality of the solutions returned by a heuristic procedure. Finally, another line of research could be directed toward the development of a multi-stage stochastic framework to enable the revision of the planning decisions as more information regarding the uncertain data is revealed. Even though a multi-stage model yields a better characterization of the dynamic planning process, solution techniques remain computationally challenging (Bakker et al. [9], Nickel et al. [44]).

Appendix A: Deterministic equivalent formulation of the scenario-dependent capacity scalability problem

For the scenario-dependent capacity scalability problem introduced in Section 2.3, the extensive form of the deterministic equivalent model of the two-stage stochastic program uses the continuous flow variables (25)–(27) and the following (scenario-indexed) binary variables that define the capacity adjustment decisions over the planning horizon:

\[ \tilde{e}_{ik}^\ell = 1 \text{ if the capacity of a facility in location } i \text{ is expanded with } k \text{ modular units at time period } \ell \text{ under scenario } s, 0 \text{ otherwise (} i \in I; k = 1, \ldots, n_i - 1; \ell \in T_L \setminus \{1\}; s \in S). \]  
\[ (49) \]

\[ \tilde{r}_{ik}^\ell = 1 \text{ if the capacity of a facility in location } i \text{ is reduced by removing } k \text{ modular units at time period } \ell \text{ under scenario } s, 0 \text{ otherwise (} i \in I; k = 1, \ldots, n_i - 1; \ell \in T_L \setminus \{1\}; s \in S). \]  
\[ (50) \]

\[ \tilde{v}_{ik}^\ell = 1 \text{ if a facility is operated at location } i \text{ with } k \text{ modular units at time period } \ell \text{ under scenario } s \in S, 0 \text{ otherwise (} i \in I; k = 1, \ldots, n_i; \ell \in T_L; s \in S). \]  
\[ (51) \]
Formulation $\mathbf{P}_{DE-2}$ is given by

$$\begin{aligned}
\text{Min} & \sum_{t\in T} \sum_{i \in I} \sum_{k = 1}^{n_i} F_{ik}^t z_{ik}^t + \sum_{s \in S} \pi_s \left[ \sum_{t \in T \setminus \{1\}} \sum_{i \in I} \sum_{k = 1}^{n_i-1} F_{ik}^t \tilde{z}_{ik}^t + \
\sum_{t \in T} \sum_{i \in I} \sum_{k = 1}^{n_i} F_{ik}^t \tilde{e}_{ik}^t + \sum_{t \in T} \sum_{i \in I} \sum_{k = 1}^{n_i} \tilde{v}_{iks} \sum_{t = \ell}^\phi(\ell) M_{ik}^t + \
\sum_{t \in T} \sum_{i \in I} \sum_{k = 1}^{n_i} \sum_{s \in S} \sum_{j \in J_0} c_{ij} x_{tjs} + \sum_{t \in T} \sum_{i \in I} \sum_{j \in J_1} \min\{\rho_j, |T|\} t_{ijs} \right] \\
\text{subject to} & (10), (14), (29) - (35)
\end{aligned}$$

$$\sum_{k = 1}^{n_i} \tilde{v}_{iks} = \sum_{\ell' \in T_L: \ell' \leq \ell} \sum_{k = 1}^{n_i} z_{ik}^\ell \quad i \in I, \ell \in T_L, s \in S \quad (53)$$

$$\sum_{k = 1}^{n_i-1} \tilde{e}_{iks} + \sum_{k = 1}^{n_i-1} \tilde{r}_{iks} \leq \sum_{\ell' \in T_L: \ell' < \ell} \sum_{k = 1}^{n_i} z_{ik}^\ell \quad i \in I, \ell \in T_L \setminus \{1\}, s \in S \quad (54)$$

$$\sum_{k = 1}^{n_i} k \tilde{v}_{iks} = \sum_{\ell' \in T_L: \ell' \leq \ell} \sum_{k = 1}^{n_i} k z_{ik}^\ell + \sum_{\ell' \in T_L \setminus \{1\}: \ell' \leq \ell} \sum_{k = 1}^{n_i-1} k \left( \tilde{e}_{iks}^\ell - \tilde{r}_{iks}^\ell \right) \quad i \in I, \ell \in T_L, s \in S \quad (55)$$

$$w_{iks}^t \leq k Q \tilde{v}_{iks}^t \quad i \in I, k = 1, \ldots, n_i, t \in T, \ell = \max\{\ell' \in T_L : \ell' \leq t\}, s \in S \quad (56)$$

$$\tilde{v}_{iks}^\ell \in \{0, 1\} \quad i \in I, k = 1, \ldots, n_i, \ell \in T_L, s \in S \quad (57)$$

$$\tilde{e}_{iks}^\ell, \tilde{r}_{iks}^\ell \in \{0, 1\} \quad i \in I, k = 1, \ldots, n_i - 1, \ell \in T_L \setminus \{1\}, s \in S \quad (58)$$
Appendix B: Data generation

The data generation scheme is based on the method developed by Correia and Melo [15] for a deterministic variant of our problem. In what follows, we denote by $U[a, b]$ the generation of random numbers over the range $[a, b]$ according to a continuous uniform distribution.

For every customer $j$ ($j \in J$), time period $t$ ($t \in T$), and scenario $s$ ($s \in S$), demand $d_{js}^t$ is randomly generated according to the procedure described in Table 11.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Demand pattern</th>
<th>Customer demand</th>
<th>Periods</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 2, 3</td>
<td>irregular</td>
<td>$d_{js}^t = U[20, 500]$</td>
<td>$t = 2, \ldots,</td>
<td>T</td>
</tr>
<tr>
<td>1</td>
<td>trapezoid</td>
<td>$d_{js}^t = \beta_j^t d_{j}^{t-1}$</td>
<td>$t = 2, \ldots,</td>
<td>T</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$d_{js}^t = \beta_j^t d_{j}^{t-1}$</td>
<td>$t = 1 +</td>
<td>T</td>
</tr>
<tr>
<td>2</td>
<td>inverted trapezoid</td>
<td>$d_{js}^t = \beta_j^t d_{j}^{t-1}$</td>
<td>$t = 1 + 2</td>
<td>T</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$d_{js}^t = \beta_j^t d_{j}^{t-1}$</td>
<td>$t = 2, \ldots,</td>
<td>T</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$d_{js}^t = \beta_j^t d_{j}^{t-1}$</td>
<td>$t = 1 + 2</td>
<td>T</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$d_{js}^t = \beta_j^t d_{j}^{t-1}$</td>
<td>$t = 1 + 2</td>
<td>T</td>
</tr>
</tbody>
</table>

Table 11: Generation of demand scenarios.

The generation of the variable costs relies on two real random numbers, $\beta_1$ and $\beta_2$, in the range 1.01 and 1.03 (details are given next). For $i \in I$ and $j \in J$, the unit variable distribution costs are generated as follows:

$$c_{ij}^1 = U[5, 10],$$
$$c_{ij}^t = c_{ij}^1 \quad \text{for } t = 2, \ldots, \sigma,$$
$$c_{ij}^t = \beta_1 c_{ij}^{12} \quad \text{for } t = 1 + \sigma, \ldots, 2\sigma,$$
$$c_{ij}^t = \beta_2 c_{ij}^{24} \quad \text{for } t = 1 + 2\sigma, \ldots, |T|.$$

Recall that $\sigma = |T|/|T_L|$ gives the total number of periods between two consecutive design periods. Since $|T_L| = 3$, the planning horizon is divided into three sections. For $|T| = 12$ (resp. $|T| = 24$), each section spans 4 (resp. 8) time periods. The unit distribution costs are assumed to be constant in all time periods within a section. However, the costs increase between 1% and 3% from one section to the next. This type of pattern is also present in the unit variable processing costs. The latter reflect economies of scale by considering the number of modular
units that are available at a particular location. For $i \in I$, we set

\[
\begin{align*}
o^1_{ik} &= 100 / \sqrt{Q} \quad \text{for } t = 1, \ldots, \sigma, \\
o^t_{ik} &= 0.9 o^t_{ik-1} \quad \text{for } t = 2, \ldots, \sigma; k = 2, \ldots, n_i, \\
o^t_{ik} &= \beta_1 o^t_{ik} \quad \text{for } t = 1 + \sigma, \ldots, 2\sigma; k = 2, \ldots, n_i, \\
o^t_{ik} &= \beta_2 o^{2\sigma}_{ik} \quad \text{for } t = 1 + 2\sigma, \ldots, |T|.
\end{align*}
\]

Recall that at most four modular units may be available at a location, i.e. $n_i = 4$ ($i \in I$).

Regarding the generation of the fixed costs, the following procedure was employed.

- At the first design period, $\ell = 1$, the fixed cost of opening facility $i$ ($i \in I$) with $k$ modular units ($k = 1, \ldots, n_i$) is defined by

\[
FO^1_{ik} = \alpha_i + \gamma_i \sqrt{kQ}, \quad \alpha_i \in U[500, 1000]; \gamma_i \in U[4000, 6000].
\]

In the remaining strategic periods $\ell \in T_L \setminus \{1\}$, we set $FO^\ell_{ik} = U[1.01, 1.03] FO^{\ell-1}_{ik}$ for every $k = 1, \ldots, n_i$. Once again, the capacity size of a facility at the time it is established also affects the above costs.

- All remaining fixed costs at location $i$ ($i \in I$) represent a given percentage of the fixed opening costs:

\[
\begin{align*}
FE^\ell_{ik} &= 0.25 FO^\ell_{ik} \quad k = 1, \ldots, n_i - 1; \ell \in T_L \setminus \{1\}, \\
FR^\ell_{ik} &= 0.10 FO^\ell_{ik} \quad k = 1, \ldots, n_i - 1; \ell \in T_L \setminus \{1\}, \\
M^\ell_{ik} &= 0.05 FO^\ell_{ik} \quad k = 1, \ldots, n_i; \ell \in T_L; t = \ell, \ldots, t'; t' \in T : t' < \ell + 1.
\end{align*}
\]

Finally, we adapt the scheme proposed in [15] to generate the unit tardiness penalty costs for late deliveries to customers $j \in J^1$ as follows:

\[
p^\ell_{ij} = 0.1 \theta^t_j (t' - t)^2 \quad \text{for } t \in T \text{ and } t' = t, \ldots, \min\{t + \rho_j, |T|\},
\]

with

\[
\theta^t_j = \frac{\sum_{i=1}^{n_i} \sum_{k=1}^{n_i} M^\ell_{ik}}{TD |I| \sum_{i=1}^{n_i} n_i} + \frac{\sum_{i=1}^{n_i} \epsilon_{ij}}{|I|} + \frac{\sum_{i=1}^{n_i} o^t_{ik}}{|I| \sum_{i=1}^{n_i} n_i}.
\]
and \( T_D \) denoting the maximum quantity demanded across all scenarios. Therefore, \( T_D = \sum_{j \in J} \sum_{t \in T} \max_{s \in S} d^t_{js} \). Observe that the unit tardiness penalty cost is a function of the average fixed facility operating costs, and the average variable distribution and processing costs.
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