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ABSTRACT 

 

In this study we explore the potential impact of educational AI applications in personalized 

learning. According to Bloom (1984) students that are tutored one-to-one perform two standard 

deviations better than students who learn via traditional educational methods. Due to the limited 

amount of teachers and costs associated, personalized one-to-one learning is not generally fea-

sible from a societal point of view. Breakthroughs in the field of machine learning offer 

promising avenues to aid in personalized learning. AI may hence be the ‘holy grail’ in unlocking 

the potential of one-to-one learning, by enabling applications to offer personalized teaching to 

each individual student. We assess the potential impact of AI in personalized learning from a 

socio-technical perspective. Therefore, we investigate the technological possibilities, as well as 

any aspects that may impact adoption, e.g. legal, societal and ethical. To conclude we formulate 

policy options that can stimulate the adoption of AI-driven personalized learning applications.  

 

INTRODUCTION 

 

The use of technology in education has a long tradition. One tipping point was the introduction 

of digital technologies in the classroom. This started with the use of desk-top computers in the 

classroom in the 1980s. Since then, digitisation has permeated all the capillaries of education. 

Computers were interconnected via global networks, countless teaching methods and content 

found their way to the student via the Internet, and student tracking systems and other adminis-

trative processes were automated. In addition to the computer, more and more other devices 

were introduced into education that either replace or complement the desktop computer.  

Parallel to the development of digital tools and their increased connectivity, the amount of data 

generated by digital tools and their computing power has grown enormously. This is increas-

ingly leading to the deployment of intelligent systems that can recognise patterns in large 

amounts of data and that are increasingly capable of imitating human behaviour, especially hu-

man reasoning. These systems can therefore perform tasks independently, or support users in 

performing tasks.   

These recent developments in AI might revolutionize education by enabling personalized learn-

ing applications. AI system might determine the curriculum and assess the skills level of each 

individual student. According to Bloom (1984) students that are tutored one-to-one perform two 

standard deviations better than students who learn via traditional educational methods. Due to 

the limited amount of teachers and associated costs, personalized one-to-one learning is not 



generally feasible from a societal point of view. Furthermore we observe that teachers are ex-

periencing an increased workload. AI powered learning applications could thus not only be 

beneficial for students but can also increase the productivity of teachers.  

In this paper we explore the impact of AI in education from a socio-technical perspective. We 

look at innovations that might enter the market in the next 5 to 8 years. First, we examine the 

underlying technologies that enable AI, especially machine learning. We look at current appli-

cations of AI in education. We conclude this part by giving a an overview of properties of AI 

systems in education. Next, we determine what the impact of these AI systems from a societal, 

legal and ethical point of view. Finally, we identify the top 5 opportunities and threats related 

to the use of AI in education and give policy recommendations.  

 

METHODOLOGY 

A multi-method approach was used to answer the research question. The exploration of the 

applications and use of AI in education is largely based on literature studies and interviews with 

various stakeholders within and outside the educational field. In addition, a expert workshop 

was organised to determine the final set of opportunities and risks. One limitation of this study 

is that it concerns a specific context, namely the Dutch educational system. Nevertheless, many 

of the findings can be applied to education systems in a more general sense. The AI applications 

and ethical considerations are particularly relevant to education in general. The legal, and to a 

lesser extent the recommendations for policy, are more context-specific and will be particularly 

relevant for the Netherlands and countries with a similar legal and educational system.  

Interviews  

The set of interviewees included academics in the field of AI, educational science and educa-

tional innovation in the Netherlands. In addition, school leaders, teachers, and developers of AI 

applications in education were interviewed in order to create an encompassing picture of the 

possibilities of AI in education. Finally, ethicists were consulted in order to reflect on ethical 

dilemmas that arise with the application of AI in education. The selection of interviewees was 

made partly on the basis of reputation and assumed expertise, and partly on the basis of snowball 

sampling. Snowball sampling is a method in which participants in the study suggest other par-

ticipants for follow-up interviews. The advantage of this method is that hard-to-reach 

populations, such a teachers, still participate in the study via references.  

 

Literature review 

The analyses with regard to the international context, technical possibilities and legal aspects 

are primarily based on (scientific) literature. First of all, as many material as possible was col-

lected around applications of AI in education, after which (partly on the basis of the knowledge 

gained from interviews) the information was structured and framed. With regard to the analysis 

of the legal aspects, a systematic approach was used, starting with a legal interpretation of AI 

in education. This is then translated into legally relevant acts and actors, in order to determine 

which laws and regulations apply to them. This assessment leads to a discussion of the legal 

implications per action and regulation. 

 

 



 

HISTORY OF AI 

The history of AI goes further back than many would suspect: the dream of automating human 

behaviour and reasoning can be traced back to antiquity. In Hellenistic myths we see bronze 

automatons such as Talos, which protected Crete from pirates. In the Middle Ages, AI ideas can 

also be found in the stories about the Golem of Prague. Modern ideas about AI go back to the 

rise of the computer with key figures such as Turing, Walters and Minsky. 

 

The term "artificial intelligence" was introduced in 1956 by scientist John McCarthy. The sci-

entific field has since experienced a number of cycles; highs in which AI was strongly hyped, 

followed by disappointment and criticism. The AI field has had three such major waves so far. 

The inception took place around the 1950s and 1960s, around the period that the term was cre-

ated, driven by pioneers at MIT and Stanford. In the 1970s, however, the research budgets were 

cut considerably, because AI was unable in practice to translate (for example) texts from Rus-

sian into English - an application for which there was a demand at the time (due to the Cold 

War) and AI was expected to be able to fulfil. The classic example is the poor translation from 

"The mind is willing, but the flesh is weak" into Russian, to "the vodka is good but the meat is 

spoiled" into English, by an AI. 

 

In the eighties we see Japan strongly committed to AI to help its industry move forward. The 

United States and the United Kingdom followed quickly. During this period, AI was dominated 

by expert systems. Expert systems emulate certain specific tasks/actions of people. In these 

systems the ‘intelligence’ is completely programmed by hand. Therefore, the AI could not learn 

new tasks without a person programming the new rules that are necessary. The systems can best 

be described as a pre-programmed 'decision tree' that systematically assesses if/else statements 

to derive a decision. Because experts systems used hand crafted rules, it turned out that the 

expert systems did not work as well as was expected. It was often too difficult for the AI pro-

grammer to hand code all rules into an expert system. In the 1990s, therefore, the attention for 

AI once again declined sharply. 

 

Recently, AI has had a new revival with pioneers such as Andrew Ng, Geoffrey Hinton and 

Yann LeCun. They laid the foundation of deep learning. Deep learning is a special class of 

machine learning. Machine learning is a set of algorithms that learns from data. Challenges that 

had previously been considered impossible suddenly turned out to be feasible with deep learn-

ing. For example, the AI developed by Google named AlphaGo, which defeated the world 

champion Lee Sedol in the Go game in 2016. Until then, it was thought that only with human 

intelligence (and intuition) the Go game could be played at a high level. The Go game has 10172 

possible moves – numerous magnitudes higher than chess. These are too much moves for tra-

ditional methods (e.g. with a minimax tree search) to determine the most optimal strategy. 

 

In deep learning, a mapping between the input and output of a model is iteratively searched for 

in the form of a series of mathematical transformations. These transformations are loosely in-

spired by the way our human brain works: a so-called 'neural network'. In our brains, our senses 

stimulate brain cells - the 'neurons'. Depending on the stimulus, these neurons may or may not 

send signals to other neurons. Hundreds of billions of neurons together lead to the emergence 

intelligent behaviour. A rule of thumb that applies to machine learning is that the performance 

of the model improves as more data is available to train the model. As a result of the ever-



increasing digitisation of processes, a great deal of data is generated that can be used for this 

purpose. This, combined with ever-increasing computer power and academic breakthroughs, 

enables the developments in the field of machine learning to grow exponentially. 

 

Deep learning can be seen as a general purpose technology and has many applications outside 

of education that approach or exceed human performance. In the medical world, deep learning 

is used to diagnose skin cancer and to classify CT scans. In self-driving cars, deep learning is 

used to determine the direction and speed of the car on the basis of raw camera input. In the 

fight against fake news, Facebook applies deep learning to assess the authenticity of texts. 

 

EDUCATIONAL AI APPLICATIONS 

 

There are various types of organisations active in the field educational AI applications. On the 

one hand, we see that some publishers add a ‘machine learning layer’ to digital educational 

resources. Here, classification based on hard-crafted rules are being replaced by classification 

based on machine learning algorithms. In addition, various start-ups are experimenting with 

applications of AI in education. The major tech giants, such as Google and Facebook, are dom-

inant players in AI's development, but we see a limited presence in the Dutch education market. 

This is probably because AI requires specific contextual data in education (in this case from 

Dutch students) that is not easily available. 

 

Academic research in the field of AI is not necessarily fundamental in nature. Practical 

knowledge is also gained by experimenting with various applications of AI in education. We 

also see that schools and teachers have started to experiment with AI themselves. IT teachers 

who have experience with AI apply this to simplify their work. Especially teachers with a busi-

ness background that have gained experience with machine learning can apply these skills into 

education. 

 

Generally speaking, AI in education can be used to transfer knowledge and skills, to assess 

knowledge and skills, to inform instructors of pupils' progress and achievements. Below we 

give an overview of applications of AI in education as identified (and clustered) during the 

research. 

 

Adaptive learning systems 

An adaptive learning system is a digital learning tool that adapts, as well as possible, to the 

learner, so that the learning process is optimized, and/or the student performance improve. To 

achieve this, an adaptive learning system consists of the following components:  

1. Expert model. This is a model that possesses all the information that will eventually 

have to be transferred to the student. This model is also aware of the degree of difficulty 

of the information, and the hierarchical structure between the concepts.  

2. Student model. This model keeps track of what information the learner has already 

learned and what skill level the learner has. In fact, it models the way a learner learns.  

3. Instruction model. This model is specialized in teaching methods. The model knows 

what the best way to give feedback to a specific student, and when to apply certain 

didactic strategies such as productive failure (first let the student try it himself before 



 

the correct answer is given). The model combines information from the expert model 

and the student model in order to determine the most suitable instructions.  

 

The above models can be implemented on the basis of relatively simple statistical methods (such 

as Bayesian statistics) as well as on the basis of advanced deep learning techniques. A paper 

published by researchers at Stanford University has shown that a Deep Knowledge Tracing 

model is better at modelling the student's knowledge, but (much) less transparent than its Bayes-

ian counterpart (Piech et al., 2015). Something similar generally applies to deep learning-based 

models compared to more conventional statistical methods: a deep learning model learns a re-

lationship between input and output, but it is not evident what factors contribute to the 

relationship. With a simpler statistical model, the path from input parameter to output can be 

traced and understood; deep learning models consists of millions of parameters, and the path 

can no longer be easily traced and understood. 

 

The three components are eventually brought together in a user interface with which the student 

interacts. Designing an adaptive learning system is not easy. In an adaptive learning system, 

there are several goals that need to be optimized simultaneously. Sometimes these goals are 

conflicting, and sometimes a trade-off between the goals is exists. An adaptive learning system 

can, for example, aim to teach the student as complex knowledge as possible as quickly as 

possible. But how does the student experience this? If the questions are too easy, the student 

does not learn fast enough, but if the questions are too difficult, the student becomes demoti-

vated, which in the long run can lead to a reduction in performance (Cornelisz & van Klaveren, 

2018). In addition, an adaptive learning system can 'run wild'. For example, it may happen that 

a student is generally good at statistics, but has difficulty with the specific subject of regression. 

A (poorly designed) adaptive learning system could, over time, almost only offer this pupil 

regression exercises. On the test, however, all subjects are questioned, and the student has not 

practiced well enough for the other (non-regression) parts. 

 

Automated essay scoring  

Automated essay scoring (AES) is a method of assessing written texts such as papers and essays 

without the intervention of a human being. AES uses natural language processing to assess a 

written text in terms of content and writing style (Balfour, 2013). In automated essay scoring, a 

model is trained on the basis of previously, manually assessed texts. Next, machine learning 

methods are used to determine the extent to which new texts correspond to, or contain elements 

of, the texts that were used to create the model. 

 

Analytical dashboards  

As the adoption of digital learning resources in education increases, we see that more and more 

data is generated by these systems. This data can be used to inform the teacher about the per-

formance of students. This is often done in so-called analytical dashboards (West, 2012). These 

dashboards visualize the progress and performance of students such as pie charts that show how 

many percent of the students mastering a certain skill, or a line chart that shows the performance 

of a student over time. Although these descriptive statistic is not necessarily very 'intelligent' in 

itself, we see an increasing use of predictive modelling (Herodotou, 2017). For example, linking 

information from a pupil tracking system with personality characteristics to create a predictive 

model of pupil performance inside and outside the classroom. 

 



Classroom monitoring  

In China we see that AI is not only used for learning and testing, but also that students are 

monitored by an AI that uses cameras to keep track of which student is paying attention (Con-

nor, 2018).On the basis of this information a student can be addressed, or the teacher can use 

another method to increase the attention level. Also in European countries we see attention for 

and research into such technology. In Switzerland and France, for example, we see experiments 

with technologies that analyse students with cameras in order to provide real-time feedback to 

the teacher. In Europe we see that classroom monitoring techniques are mainly applied in the 

context of academic research. In China, the technologies are already being implemented within 

classrooms. Note that application of the systems in classrooms in China does not seem to im-

prove classroom attention; it can be argued that improvements can be ascribed to effects as 

described in Jeremy Bentham's Panopticon. A panopticon is a prison in which social control is 

exercised by making the prisoners feel they are constantly being watched (Norris, 2005). A 

reaction from a Chinese student speaks volumes: "I dare not be distracted after the cameras have 

been installed in the classroom. It is as if a pair of mysterious eyes are constantly watching me" 

(Liang Jun, 2018). 

 

Augmented reality, virtual reality & simulations  

On a global level we see more and more efforts to integrate AI with other digital innovations. 

In Germany we see research in which AI is integrated with augmented reality by means of smart 

glasses so that the pupil can immediately see instructions before his or her eyes. German re-

searchers are conducting research into the integration of augmented reality with intelligent 

tutoring systems, among other things. In Canada, too, research is being carried out into how 

simulations and virtual reality can be used in combination with AI to enrich the learning expe-

rience (Lelei & McCalla, 2018). In these simulation environments, students receive practical 

instructions from an AI after which they can immediately start working on a problem. 

 

Teachable robots  

A novel application of AI is to use robots to create new didactic methods. For example, AI 

powered robots are now being developed that need to be taught new information or skills by 

students (Månsson & Haake 2018). Thanks to the protégé effect, the students learn to under-

stand the lesson material better themselves by explaining it. (Chase et al., 2009) The protégé 

effect assumes that students learn more quickly when they can explain what they have learned 

to another student. Evidence for the protégé effect can also be seen outside the classroom: stu-

dents with younger siblings often have a higher IQ than students who do not (Brjekedala, 2007). 

A teachable robot can be given 'infinite' explanations, while a person may be inclined to pretend 

that he understands the explanations in order not to damage his reputation. 

 

 

PROPERTIES OF AI APPLICATIONS 

 

There is a huge variety of educational AI applications - that follows at least from the examples 

mentioned above. In order to shape policy with regard to AI-applications in the distinction, it is 

therefore important to analyse which properties of AI applications are relevant and distinctive. 

The most important distinguishing properties are listed below. 

 

 



 

Didactical versus pedagogical  

Many AI applications in education are aimed at automating didactic activities. These include 

the selection of teaching material (typically in adaptive learning systems), reviewing tests (such 

as automated essay scoring), and providing constructive feedback to pupils (intelligent tutoring 

systems). In addition, instructors and teachers are not only expected to solely transfer 

knowledge. We also expect students to learn to work together, norms and values and other social 

competences. An AI can also be used for these purposes. For a group assignment, for example, 

an AI can make the most diverse selection of students on the basis of the strengths and weak-

nesses of individual students. (Collaboration.ai , 2018) 

 

Subject specific or cross-curricular 

An AI can be used to transfer knowledge of a particular subject or to learn a specific compe-

tence. These subject specific AI applications are already used, for example, to allow a student 

to practice arithmetic or a new language. A cross-curricular AI application is not only intended 

to teach one specific competence, but also takes the student's entire performance into account 

in all subjects. In this way, the AI can not only personalize the content of one specific compe-

tence for a student, but also the entire curriculum. Where in primary education the teacher 

already determines to a certain extent in a cross-curricular way which student is working on 

what, in higher- and academic education this is less easy. In higher- and academic education we 

see that it is less easy for teachers to have a good picture of what happens outside their own 

classroom. In order to compensate for this, teachers in the higher-education are renamed men-

tors to carry out these cross-curricular tasks. An AI can support this mentoring role by 

monitoring the performance of a pupil across the subjects and, where necessary, identifying 

them. 

 

Need for differentiation between students  

In the Dutch education system, the subjects and difficulty are determined by the year and level 

at which the student finds himself. The student is only admitted to a certain year or level if he 

or she has achieved a minimum performance over a selection of subjects. For example, at VWO 

a student is expected to master both mathematics and a foreign language at (at least) the same 

level of difficulty. When an AI is used in the form of an adaptive learning system, this can make 

the reduce the practical necessity of differentiating between years and levels. An AI application 

can make it possible for a student to master one subject at a more advanced level than another. 

An AI application makes it possible to certify per subject instead of certifying a selection of 

subjects. 

 

Level of autonomy 

AI applications in education differ widely in the degree of autonomy. There are roughly three 

levels of autonomy of AI applications in education:  

1. The AI provides insight into student performance to the teacher.  

2. The AI interprets and provides information on student performance to the teacher.  

3. The AI gives direct recommendations to the student (and perhaps parents) without the 

intervention of the teacher.  

 

When an AI is used for signalling and information purposes, it has a relatively low degree of 

autonomy. In this situation, the user (the teacher) can decide for him/herself whether to use the 

information or to ignore it. In this situation, the user can also decide for himself how the 



information should be handled. In the case of this informative AI, for example, think of a dash-

board with advanced pattern recognition that provides insight into the performance of students. 

In an adaptive learning system, the AI is in a certain sense already more autonomous. An adap-

tive learning system can have the autonomy to determine: which student should, at what time, 

study which course material, and in with which instructions. In the future, even more autono-

mous systems could be encountered that can act without the intervention of a human being.  

 

In addition, there is also the way in which the AI interacts with users. Choices are made when 

it comes to providing insight into student performance. How is the information presented, how 

is the performance of the student made transparent (over time or between students?). In addition, 

this also presupposes that a teacher has the knowledge and skills to interpret these data correctly. 

In order to properly assess the data the teacher should know how to interpret probabilities, what 

a confidence interval is, what is meant by statistical significance, what a type 1 and 2 error is, 

and so on. There are also various considerations that can be made on how information is framed. 

 

Educational styles 

An AI application can be used both to support education in the traditional (often classroom) 

style and to facilitate new educational styles. Of course, the digital learning systems used today 

can often be used both inside and outside the classroom. Other applications that fit in with the 

current way educational style are also conceivable. For example, AI can be used to identify 

absenteeism within administrative systems. AI can also be used to optimise timetables. One step 

further towards new educational methods is blended learning. In blended learning, traditional 

education is combined with digital learning tools. AI is not only used in the digital learning 

tools but to monitor the classroom with all kinds of sensors, virtual reality and gamification can 

be used to increase the student's attention and motivation. VR can also be used outside the 

classroom. VR can also be used to teach more practical skills than, for example, an adaptive 

learning system. Finally, AI could improve distance learning. With the advent of Massive 

Online Open Courses (MOOCs), the digital nature of the material means that enormous amounts 

of data are collected. This data is can serve as input for an AI. MOOCs collect various types of 

data about students: 

 

1. Data on the learning process: while students are studying, all kinds of data are col-

lected, such as: what exercise the student did, how long the student spends on an 

exercise, and what explanation the student received. These data can be used as input for 

an adaptive learning system.  

2. Data on the student: Personal characteristics such as gender, country of origin and 

age, but also which other MOOCs the student has followed on the platform.  

3. Linking with external sources: For internet-based services, it is often easier to achieve 

link with other systems. Many MOOC platforms offer the option of logging in with a 

Facebook account. Once this has been done, the MOOC platform can enrich existing 

data with external social media data. In this way, a MOOC can incorporate data that is 

generated outside the platform. 

 

 

 

  



 

Accuracy and interpretability 

Generally speaking, AI applications apply advanced predictive models. Furthermore, a predic-

tion is hardly ever 100% accurate (which of course does not mean that a human being would do 

better). There is often a trade-off between the accuracy of a model and the interpretability of a 

model. More complex AI-algorithms (especially the recently available deep learning algo-

rithms) are harder to understand, but much more effective. As machine learning is increasingly 

used to automate human tasks, the necessity of interpretable models grows. Questions such as: 

what is a model good at, what is a model bad at, and how does a model arrive at a prediction? 

should be answered when a model is used in practice.  

 

This has resulted in methods being developed to provide insight into complex machine learning 

models. For example, Shapley Additive Explanation (SHAP) can be used to calculate how a 

change in input affects the output of a model. In this way, even for the most complex models, 

it can be demonstrated which properties the model takes into account in a decision and in what 

way. In addition, the SHAP method can be applied to almost any algorithm, making it a unified 

method for understanding a model's predictions (Lundberg & Lee, 2017).  

 

In the field of convolutional neural networks, considerable progress has been made in providing 

insight into these models. With feature visualization, the activations of individual layers of a 

neural network can be made transparent (Olah et al., 2017). In general, this shows that simple 

geometric patterns such as edges and corners are recognized in the earlier layers of the network. 

As we look further into the network, we see more complex combinations of these geometric 

patterns. Each layer of the network combines the patterns from the previous layers to create 

more complex features. These insights can be used to determine on what inputs the network 

pays attention to in creating a prediction.  

 

 

Modularity and portability  

A characteristic of many AI applications is that data is integrated from different sources. This 

means that providers are inclined to offer total solutions in which the AI application and dataset 

are integrated. Linking the various systems used in the educational field and exchanging data 

between them is generally difficult (even outside AI applications).  

 

Initiatives have been launched at the Dutch national level to standardise various aspects of 

(mainly) digital learning systems. Such standards, for example, facilitate the creation of a single 

"student identity" between different systems. In the area of AI, we hardly see any such stand-

ardisation and a great deal of fragmentation. 

  



SOCIETAL IMPACT 

 

AI and educational institutions 

AI can be categorized as a digital learning resource. In order for AI to be used successfully, 

similar prerequisites  must be met. At the lowest level there must be a good digital infrastructure. 

The digital infrastructure consists at least of a broadband internet connection and devices for 

students and teachers. Data must also be available to train AI models. This can be data from 

administrative systems, (meta)data about educational resources, and data generated by the use 

of (digital) educational resources.  

The prerequisites for successful AI applications are not only technical in nature. Teachers, 

school leaders and administrators must also be able to see the added value of AI applications 

and use them responsibly. For this it is necessary that staff in the education sector have sufficient 

digital skills. Next, subject-specific AI applications can be used in the teaching process. Finally, 

when users have sufficient experience with responsible application of AI, an institution can 

move towards integration of different AI systems. 

AI and students 

The impact of AI will differ between the different education sectors. In primary education, AI 

can lead to a situation where students are less likely to receive a classroom explanation of the 

subject matter, but are more likely to receive an explanation that is personalized according to 

their skill level and learning style. This will lead to students spending more time in the class-

room in front of a computer (or at least a screen). Nevertheless, we expect that there will still 

be a lot of personal contact (needed) between student and teacher. 

In secondary education, the impact of AI for the student will be less than in the primary educa-

tion. AI applications will mainly be found in the educational methods that are already used 

independently. At the moment (and in the near future), AI systems are particularly suitable for 

learning and testing factual knowledge. Due to the discrete nature of STEM subjects, the impact 

of AI will be greater for these subjects than for ‘alpha’ subjects. An AI is better at assessing 

whether a mathematical problem has been correctly solved than to assess the arguments in an 

essay.  

In higher education, the impact of MOOCs may be very large. When MOOCs start integrating 

AI, it is not inconceivable that the same knowledge and skills can be learned via a MOOC but: 

faster, at lower costs, and from a more prestigious educational institution than in traditional 

higher education. If this is the case, physical presence in a classroom will no longer be neces-

sary, which will make it easier for students to follow the classes organized by international 

institutions. 

AI and teachers 

In the Dutch education system, the teacher plays a central role. The teacher is free to decide 

how he or she organises the lesson. The design of an AI must therefore be approached from a 

design thinking perspective. In design thinking, the needs of the user are central in the develop-

ment of a technology. In order to successfully implement AI in education, the AI must be 

flexible in its use and must fit with the different learning styles of teachers.  



 

The greatest impact of AI, in addition to the users of the applications (pupils and students), will 

be experienced by instructors. Some teaching tasks can be automated by AI, some of the exist-

ing tasks will become more important, and there will also be new tasks introduced by applying 

AI in education. Among the tasks that can be taken over, we mainly see the selection of course 

material and assessment/grading. The provision of feedback to the student can also be taken 

over by an AI. Because some of the tasks can be automated by an AI, this leaves room for the 

teacher to pay more attention to tasks that are difficult or impossible to automate with AI (e.g. 

social tasks such as guidance and coaching). The application of AI will also result in new tasks. 

In order to be able to apply an AI responsibly, an teacher must be able to interpret the output of 

an AI and translate it into concrete actions. 

AI and the educational system 

The impact of AI on the Dutch education system can be potentially large. Within the current 

education system, students are grouped according to competencies out of practical necessity. 

This makes it easier for teachers to teach a subject matter at a certain difficulty level. When an 

AI is used for personalised learning, the emphasis will shift from generic 'education levels' to 

an emphasis on subjects.  

AI can eliminate the need for standardised tests. One criticism of standardised tests is that it is 

a snapshot, and is not always a good representation of a student's performance. With AI the 

performance of a learner can be monitored throughout the learning process. This eliminates the 

need for testing at specific moments and creates a better picture of a student’s abilities. 

 

LEGAL IMPACT 

 

Under Dutch law, only persons can have rights and/or obligations. These legal subjects can be 

divided into natural persons (a flesh-and-blood person) and legal entities (such as a BV, a foun-

dation (such as some schools) or the State (such as the Ministry of Education, Culture and 

Science)). Can we include AI among one or the other?  

One could argue that an AI has some characteristics of a person: it is able to learn and make 

decisions independently of humans. On the other hand, AI is certainly not flesh and blood, and 

according to the Dutch law system, AI cannot be considered a legal entity, since it is not provi-

sioned for . The conclusion is therefore that AI infrastructure is not a natural or legal person, 

and therefore does not have independent rights and obligations.  

This implies that behind 'the actions of an AI' there is always a person to whom these actions 

can be assigned, and who carries the related rights (e.g. intellectual property rights) and/or ob-

ligations (e.g. liability for AI-based decisions from which damage results). This can be done in 

accordance with the statutory regulations that apply to aid cases and assistants, and legal repre-

sentatives. 

After reviewing Dutch laws, it can be concluded that the legal status of an AI in education will 

always depend on the specific application. Nevertheless, the following can be said about this in 

a general sense: 



1. The application of AI in education touches on various generic regulations of various 

kinds. Some of these regulations are of supplementary law, which means that they can 

easily and often be deviated from by contract, such as the regulations of the Copyright 

Act and the Database Law.  

2. The flexibility of these private laws is much less evident in the rules of public law, such 

as the rules on disclosure and re-use of administrative or public sector information. The 

applicability of these regulations may discourage developers from entering into part-

nerships with institutions if this would mean that their knowledge would become 

obsolete. Supplementary contracts on intellectual property rights can (partly) offer a 

helping hand here. However, it has to be ensure that cooperation with market parties 

does not ultimately lead to the creation of dominant positions that may conflict with 

rules on competition. 

3. Decisions taken by institutions are, of course, entirely governed by the general rules of 

administrative law, including the general principles of sound administration. Applying 

these principles to AI can be difficult because they inherently clash with the black box 

that AI creates. But it does not seem to be an unsolvable problem. 

4. Rules on the protection of personal data (GDPR) are highly applicable to AI. The nature 

of the personal data in education and the character of AI very difficult to imagine that 

large-scale AI would be permitted without a statutory regulation. Of course, this will 

change completely if the data to be used are no longer personal data. 

5. If something goes wrong due to the application of AI, there do not seem to be any 

noteworthy problems with the application of the laws on liability. This set of laws is 

very open and flexible so that those who are disadvantaged by AI applications should 

not be put at risk. 

6. The education-specific sectoral rules in themselves leave a great deal of freedom and 

do not seem to contain any harsh restrictions. However, it will always be necessary to 

act with regards to the principles of education law. In addition, the interests of the child 

will always have to form a central and ethical point of reference, and the question will 

always arise as to whether this is the case with AI. 

 

ETHICAL IMPACT 

 

Regardless of whether certain AI applications are technologically possible or legally allowed, 

it is important to determine whether certain applications are desirable and wanted. Within edu-

cation, there is the perception that this ethical judgement ultimately lies with teachers and 

schools. Below, we will discuss a number of ethical aspects that are specifically relevant to the 

application of AI in education. Norms and values reflect the wishes of a society. But not all 

incorporated in the law. Norms and values not only apply use of a technology but can also be 

(consciously or unconsciously) incorporated into the technological design. For example, an en-

gineer may have certain uses in mind when designing (in line with the engineer's norms and 

values) that are not necessarily in line with the user's.  

In education, various stakeholders are involved (primarily the teachers/institution, pupil and 

parents), each with their own norms and values. An AI application also contains (implicit) 

norms and values that do not necessarily correspond to the norms and values of the various 

parties involved. 



 

In this study, various ethical considerations have been identified that are relevant to the use of 

AI in education. On the basis of this set, those involved can form an opinion about AI applica-

tions by assessing the considerations within their own standards and value framework. Note that 

many of the considerations mentioned are not new and are also relevant in a more general sense 

(either for AI or for education in general). 

Transparancyy, explainability, and predictability 

When an AI is used to support decision making processes or makes fully autonomous decisions, 

the user delegates part of the ethical considerations to an AI. When a driver of a self-driving car 

hands over control to the car, he is not excused from the moral consequences. It is therefore 

important that the user should be aware of the possible outcomes, and is able to assess whether 

these fit within his ethical framework. The following matters must be known about an AI ap-

plication: 

• On what data was the AI trained, and is it possible that certain biases may occur in it 

(which may lead to a bias in decisions or conclusions of the AI)?  

• To what extent does the AI continue to learn, and how is it ensured that no bias arises?  

• How is the underlying algorithm of the AI structured, and how does the AI deal with 

examples it has never seen before? Under what circumstances are outcomes of the al-

gorithm correct or incorrect? 

Unbribable 

An AI must (as far as possible) make objective choices and may not be susceptible to outside 

influences. If an AI can be manipulated, it can be exploited. One of the most common criticisms 

of AES systems is that they reward students for certain word usage rather than content. For 

example, an AES system can be fooled by using language that is associated with complex rea-

soning and not focusing on content. Think of excessive use of words such as "nevertheless" 

instead of "but". 

Privacy and self-determination  

The use of AI applications can be in conflict with privacy and self-determination of those in-

volved - the (partial) modelling of a student can be seen as a violation of this, especially if no 

restrictions are placed on the possible use of such a model. 

AI in different ethical theories 

The above aspects can be approached from different ethical frameworks. From a Kantian per-

spective, rules are determined in advance, which an AI application may not violate under any 

circumstances (i.e. the end never justifies the means). In a utilitarian perspective, the moral 

status is determined by the outcome: if an unexplainable AI does demonstrably outperforms 

alternatives, it would probably be unethical not to use the AI. Finally, virtue ethics argues on 

the basis of the intrinsic properties of the application, which in this context means that the design 

principles of the AI that must subject to ethical evaluation. In addition, goals are central in virtue 

ethics (teleology). From this perspective, one can speak of ethical use of AI when it is used for 

virtues purposes. Below, we will examine in more detail how these ethical frameworks can be 

applied to an adaptive learning system that makes decisions that are unexplainable. 



When an AI is integrated with an adaptive learning system, from a Kantian perspective, it can-

not be called ethical use if the underlying algorithms are unexplainable. An AI application, 

however good it may be, will always have to comply with the ethical principles. Even if the 

learner learns significantly faster in the adaptive environment, its use is not ethically justified 

because it is not explainable how the learning material is personalized.  

In a utilitarian perspective, the pros and cons are weighed up against each other. In the case of 

the adaptive learning system, it will be necessary to determine whether the improvement in 

learning outweighs the lack of explainability. When there is consensus among all stakeholders 

that the use of the AI brings more benefits compared to a situation without an AI, the application 

of AI can be ethically justified. 

Goals are central to virtue ethics. In the case of the unexplainable adaptive learning system, one 

may wonder whether it is being used for a virtues purpose. Does a school use the system to 

improve the student's performance or to cut back on the teacher population? In the first case one 

could speak of a valid goal, in the second case one might wonder whether the application of 

systems with unclear mechanics for cost reduction is a justifiable goal. 

 

OPPORTUNITIES AND THREATS 

AI is a technology that can be used in various ways for many different purposes in the educa-

tional domain. Below, we consider the greatest opportunities and threats associated with the 

application of AI in education that have been identified in this study. 

 

OPPORTUNITIES 

Reducing the workload of teachers 

One major opportunity for AI in education is the role that AI can play in solving workload 

related problems experienced by teachers. In recent years, the teacher has often shown dissatis-

faction with the high workload experienced in education. This increased workload is partly due 

to the additional administrative tasks that teachers have been given with the existing range of 

tasks as well as due to the reduction of new teachers entering the workforce. AI can support the 

teacher by automating (administrative) tasks in order to reduce the workload.  

Tasks that we expect AI to be able to automate and/or facilitate in the near future are mainly 

related to proofreading (e.g. highlighting strengths and weaknesses in an essay, after which the 

instructor primarily assesses these points) and the composition of the course material (with the 

help of automatic classification of content). 

Personalized learning 

We see that the application of AI in personalized learning is considered a great opportunity. 

Teachers have limited time and attention and therefore cannot teach each student individually. 

AI does not have this limitation. This allows an AI to better align education with the wishes of 

the students. As a result, the teacher is better able to focus his or her attention on 'problem 

students’, and the student goes through the curriculum at his or her own pace and level. The 

automation of tasks will proceed steadily. We expect that it will start with performing small 



 

tasks such as selecting and practicing course material. Improvements within adaptive learning 

systems through the implementation of deep learning algorithms could aid in these tasks. 

Supporting the teacher with data-driven insights (learning analytics) 

AI can support the teacher by combining data and making it interpretable. With these learning 

analytics, the teacher can gain holistic and well-founded insights into students. AI can expose 

cognitive biases and thus make education more fair with regard to ethnicity or gender for ex-

ample. For example, an AI who is not aware of ethnicity or gender cannot take these variables 

into account in the school advice. It is known that students with a non-western migration back-

ground generally receive lower school advice than native-born students. An AI can correct 

possible (unconscious) prejudices of a teacher. 

Improved assessment 

In the field of assessment, AI can enable a shift from periodic assessment to continuous assess-

ment. One major criticism of standardized tests is that they are merely snapshots and not a good 

representation of a student's knowledge. With AI, the knowledge level of a student can be con-

tinuously monitored without the necessity of periodic tests. 

Synergy with other digital learning applications 

Finally, AI can increase the effectiveness of existing digital learning resources by replacing a 

manually programmed rules with rules learned by an AI. In combination with new technologies, 

such as VR, AR and serious games, synergy can take place through the application of AI. These 

technologies create a virtual space that can be fully controlled, so that the learning outcomes 

can be optimised. A possible risk here is that knowledge gained in a virtual environment is 

generalised to a limited extent to 'the real world', and that other, less formalised knowledge 

acquired by a student at school (for example on a social level) gets less attention. 

 

THREATS 

Educational objectives can be jeopardised by AI if the emphasis is on technology. 

When the development of AI to focussed data/technology, there is a risk that AI applications 

will no longer be in line with educational objectives. For example, it is possible that an AI that 

is optimised for knowledge transfer cannot have incorporated other elements such as motiva-

tion. There is also a risk of foreign actors entering the Dutch education market. It is not self-

evident that these actors have the same educational goals in mind. As a result, we may lose 

control of education. 

When education is fully automated and students go through the educational process without the 

intervention of people, one may wonder whether education will not become inhumane in this 

way. This risk increases when simulations are used to excessively for teaching. There is a 

chance that knowledge and skills learned in a simulation cannot be applied in the real world. 

Bias in humans in translated to data, and incorporated by AI 

A major risk when deploying AI relates to the data available for training models. In addition to 

the availability of data, there is also the risk that the data that is available contains human biases. 

Historical data can contain biases against ethnicity and gender. There is a risk here that AI will 



inherit and even reinforce these biases. This can lead to a feedback loop that structurally disad-

vantages certain minorities. 

The labour market for teachers 

There is a risk that teachers may need new skills to use AI responsibly. Currently, data-driven 

education is not part of teacher training, while AI does expect the user to have at least basic 

digital skills. If teachers cannot keep up with this development, there is a chance that the teacher 

of the future will be a data scientist with a less strong educational background. However, the 

risk that 'the teacher’ will be automated is very small. If an AI is to be able to take over all the 

tasks from a teacher, a form of Artificial General Intelligence is required, which we have found 

to be unrealistic in the near future (Grace et al. 2018). 

Dependency on black-box models versus the responsibility of teachers 

There is a risk that education will become dependent on AI systems that we do not fully under-

stand. Both teachers and AI need to change in order to overcome this risk. Both the 

explainability of machine learning models and the knowledge of teachers (in relation to AI) 

must be increased in order to overcome this risk. A teacher cannot take responsibility for sys-

tems that are incomprehensible. 

Applying AI without the necessary prerequisites  

A number of conditions need to be met before AI can be successfully applied in education. For 

example, a technical infrastructure and data are required before AI can be applied. If AI is im-

plemented too quickly, there is a chance that the AI will not be able to meet expectations. As a 

result, AI, just like other innovative learning tools, can lead to great disappointments. This can 

eventually lead to an aversion to AI in education and may also hinder other (digital) innovations 

in this domain. In addition, there are a number of legal obstacles (often with good reason) that 

make it impossible to implement AI strongly overnight. 

A shift in power 

There are concerns that the introduction of AI will consolidate power with one entity. This 

entity can be an existing publisher of educational resources or a tech giant. However, recent 

developments seem to indicate that this risk is manageable. A recent ruling has confirmed that 

the ownership of data generated in digital educational resources is the property of the school, 

and not necessarily of the developer of the educational resources. However, it remains a concern 

for policy makers. 

 

 

POLICY RECOMMENDATIONS 

 

It seems obvious that the application of AI in education can have a positive impact in various 

areas. There seems to be little resistance, or even enthusiasm, from the education sector to the 

use of AI to automate certain (especially administrative and specific educational) tasks. Think 

of reviewing tests and personalizing a curriculum. At the same time, we see that application of 

AI with a high impact requires that certain fundamental legal and ethical questions must be 

answered.  



 

In addition, the role of the teacher with regard to the use of AI is under discussion. On the one 

hand, teachers can be supported by AI, and are enabled to provide better education. On the other 

hand, teacher are asked to take responsibility for the decisions of a (unexplainable) AI, to deal 

with data and assess the value of conclusions from such systems, and to be able to justify the 

application of AI to those involved. 

In order to stimulate applications of AI in education, there are a number of aspects on which 

policy can be formed and/or on which policymakers (specifically the Ministry of Education, 

Culture and Science) can take action: 

1. Stimulate the acceptance of AI in education by teachers, parents and students.  

We propose to ask schools to draw up a vision on the use of AI applications within their 

own intitute. This vision helps to communicate to both our staff and to parents (and 

indirect students) to what extent the school applies AI, and what the level of ambition 

is. Of course, schools must be supported in drawing up such a vision. Such an AI vision 

should at least include the following elements: 

• Why does the school apply AI 

• For which tasks does the school apply AI (for which tasks not)? 

• How is the accountability of the AI guaranteed? 

• How is it ensured that the AI is not prejudiced? 

• How is it ensured that educational goals are not compromised by AI? 

• How is the privacy of the student ensured? 

2. Increase the digital skills of teachers 

Digital skills are a prerequisite for the responsible use of AI. This is necessary for all 

education sectors (PO/VO/HO). By these digital skills we mean not only handling a 

computer but also specific data skills that are needed to interpret the output of an AI. 

Think of a strong statistical basis and general knowledge of some common machine 

learning algorithms. This means that three actions can be taken: 

• More attention should be paid to digital skills on teacher-training courses. 

Make digital skills an obligation, such as didactic and pedagogic skills.  

• The current teacher population must be given further training in order to be 

able to use AI responsibly.  

• Stimulate teachers with a background in data or AI. This can trigger a chain 

reaction within a school that can promote the adoption of AI.   

3. Creation of a data infrastructure 

As a rule of thumb, AI applications need a lot of data to perform optimally. The avail-

ability of data is therefore a crucial factor in the development of AI applications in 

Dutch education. The Ministry of Education, Culture and Science may have a role to 

play in stimulating the provision of data, and in providing frameworks with the purpose 

of researching and developing AI applications in education. In addition, there is the fear 



of bias within data. The Ministry of Education, Culture and Science can help to collect 

and make public these data sources that can be used to train unbiased AI models. 

 

4. Facilitate experiments with AI in education 

Policy must provide frameworks to the limits of experiments. Availability of data for 

analysis is one of the most important bottlenecks that could be tackled from a policy 

perspective. Experimentation also means that not too strict requirements should be set 

for the results of a pilot project. In addition, funds must also be available to carry out 

these experiments. Within existing research grants there should be extra room for AI 

experiments. 

 

5. Stimulate a multidisciplinary approach to the development of AI applications in 

education 

A multidisciplinary approach is crucial to ensure that educational objectives are not 

compromised, that user requirements are taken into account, and that the highest tech-

nological standards are met. In order to stimulate this multidisciplinary approach, new 

research grants can be developed that do not focused on merely one domain. 

6. Develop a certification for responsible AI use.  

In order to reduce the complexity behind AI for stakeholders such as schools (as pur-

chasers of the applications), parents and students, a certification could be developed, 

whereby an AI application has to meet certain conditions. For example, a user who is 

not an AI expert can make a responsible choice when selecting an AI application. Such 

a certification should at least cover the following aspects: 

• Stimulate standardization, data portability, interoperability, in order to ensure 

that the market for educational AI application functions properly. It should be 

noted that far-reaching 'top-down' standardisation could actually slow down 

innovation.  

• Develop legal frameworks (in order to creating clarity) and solving legal bot-

tlenecks in the use of AI in education.  

• Benchmarks for transparency and explainability of an AI. To what extent must 

an AI be transparent, which data has been used, which algorithm is used to 

process it, and which requirements must a explanation of an AI model meet? 

In practice, the Ministry of Education, Culture and Science can contribute to 

the establishment of benchmarks that an AI must meet as a minimum require-

ment. For example, benchmarks for reviewing essays. 
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